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3 Laboratoire de Mathématiques d’Orsay, Université Paris-Saclay,
Orsay, France

Abstract

Persistent homology (PH) is one of the main methods used in Topological
Data Analysis. An active area of research in the field is the study of appropriate
notions of PH representatives, which allow to interpret the meaning of the infor-
mation provided by PH, making it an important problem in the application of
PH, and in the study of its interpretability. Computing optimal PH representa-
tives is a problem that is known to be NP-hard, and one is therefore interested in
developing context-specific optimality notions that are computable in practice.
Here we introduce time-optimal PH representatives for time-varying data, allow-
ing one to extract representatives that are close in time in an appropriate sense.
We illustrate our methods on quasi-periodic synthetic time series, as well as
time series arising from climate models, and we show that our methods provide
optimal PH representatives that are better suited for these types of problems
than existing optimality notions, such as length-optimal PH representatives.

1 Introduction

Topological Data Analysis (TDA) is a field that uses insights from topology — the
mathematical area that studies abstract shapes — to develop representations of data
that are computable and robust in an appropriate sense [5]. Persistent homology (PH)
is, arguably, one of the most successful methods used in Topological Data Analysis,
and it is being increasingly applied to a variety of data analysis problems. We refer
the reader to the DONUT database [14] for a vast collection or real-world applications
of PH. In persistent homology, one takes as a point of departure a data set, such as
a point cloud, a time series, a network, or a digital image, and associates to it a 1-
parameter family of topological spaces, in which for each parameter value r one may
think of the corresponding space as being an approximation, truncation or thickening
of the original data set; for instance, if the parameter captures distance between
points, the space at parameter value r identifies all points at distance smaller or equal
than r. The output of persistent homology is then a summary, called “persistence
barcode” or “persistence diagram”, of the number of topological features such as
connected components, holes or tunnels, voids, present in a data set, as well as how
long each feature spans (“persists”) across the possible parameter values.
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Figure 1: Pipeline for computing time-optimal PH cycle representatives
for univariate time series. A) One starts by embedding a univariate time series
into Euclidean space. For quasi-periodic times series, one can obtain an embedding
together with a lower bound (α) on persistence that allows to distinguish between
components, holes, voids, that one may consider as “significant”, and features that
may be due to noise. B) Given the significant PH features, we attempt to find
representatives that are optimal with respect to their cohesion in time. Given repre-
sentatives of the same PH feature (e.g., green and orange cycles on the left), the ones
that correspond to a continuous trajectory (green) in the original signal are preferred
over the ones that are discontinuous (orange).

Often, in application, one is interested in interpreting the meaning of such sum-
maries, by determining which data points correspond to each individual summary.
More precisely, given a persistence barcode, one asks for a choice of persistent vec-
tor basis, called “PH representatives”, that is meaningful for the application at hand.
Ideally, one would want to compute representatives that are optimal in an appropriate
sense. This problem has been shown to be NP hard [7], and a considerable amount
of work is being devoted to developing algorithms to find approximations of repre-
sentatives that satisfy some minimality condition of interest in a specific application
context.

In the present work we introduce algorithms to compute PH representatives for
time-dependent data. To be best of our knowledge, this is the first time that such
representatives have been studied. In particular, we propose two different notions: (i)
vertex time-optimal PH representatives and (ii) simplex time-optimal PH representa-
tives. We illustrate these notions on synthetic quasi-periodic time series and on time
series resulting from delayed oscillator models of the El Ninõ Southern Oscillation
(ENSO). We illustrate the pipeline for the computation of time-optimal representa-
tives for univariate time series in Figure 1.
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2 Related work

To the best of our knowledge, our work is the first attempt at studying PH represen-
tatives for time-varying data that explicitly take the time information into account.
Our work inscribes itself in a line of research that tries to develop notions of optimal
PH representatives suitable for applications, such as the length-optimal or volume-
optimal PH representatives [11, 25]. A benchmarking of several existing approaches
has been performed in [22]. A speed-up exploiting persistent cohomology computa-
tions has been proposed in [33].

The development of methods to study time-varying data is a very active area
of research in TDA. Vineyards provide 1-parameter families of persistence barcodes
for time-varying data [10]; generalisations of these to multi-parameter families have
recently been proposed [18,19]. An algebraic framework for the study of time-varying
persistence modules has been introduced in [31]. Univariate time series have been
studied in TDA, among others, in [3, 27, 28, 30]. Several topological methods have
been developed to study bifurcation diagrams of dynamical systems, including [16].

3 Background

We first give a brief overview of basic notions from persistent homology in Section
3.1; we then discuss univariate time series in Section 3.2, and we give an overview on
existing optimization approaches for PH cycle representatives in Section 3.3.

3.1 Homology and persistent homology representatives

To simplify exposition, here we introduce homology and persistent homology for co-
efficients over the field with two elements F2. We refer the reader to Appendix A for
a discussion of what changes for arbitrary coefficient fields.

3.1.1 Homology

Let K be a simplicial complex, and denote by Sp(K) its set of p-simplices. We denote
by Cp(K) the vector space generated by the F2-linear combinations of p-simplices.

The elements of Cp(K) are called p-chains. We consider the boundary operator

∂p : Cp(K) −→ Cp−1(K)

σ 7→
∑

τ⊂σ,τ∈Sp−1(K)

τ

and call the elements of the kernel of ∂p p-cycles, and the elements of the image
of ∂p+1 p-boundaries. One can show that ∂p+1 ◦ ∂p = 0 for all p. Intuitively, this is
due to the fact that the boundary of a boundary is empty. The quotient vector space

Hp(K) =
ker(∂p)
im(∂p+1)

is called pth simplicial homology of K (with coefficients in F2).

Definition 3.1. For a given simplicial homology vector space Hp(K) =
ker(∂p)
im(∂p+1)

and

h ∈ Hp(K), we call c ∈ ker(∂p) a cycle representative of h if [c] := c+im(∂p+1 = h.
Two cycles c, c′ ∈ ker(∂p) are homologous if [c] = [c′]. A cycle basis for Hp(K) is
a set of p-cycles c1, . . . , cm such that [ci] ̸= [cj ] for i ̸= j and [c1], . . . , [cm] are a basis
for Hp(K).
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3.1.2 Persistent homology

We now consider a finite sequence of nested simplicial complexes:

∅ ⊆ Kt0 ⊆ Kt1 ⊆ · · · ⊆ Ktn−1
⊆ Ktn =: K .

We call {Kti}ni=0 a filtration of K. We obtain injective linear maps ιi,j : Cp(Kti) ↪→
Cp(Ktj ) for all 0 ≤ i < j ≤ n, induced by the inclusions of simplicial complexes. We
can thus identify each Cp(Kti) with a vector subspace of Cp(Ktj ) for any i < j.

Definition 3.2. Given c ∈ Cp(K), we define its birth to be

birth(c) = min{i | c ∈ Cp(Ki)}

and its death to be

death(c) = min
{
i | c ∈ im

(
∂p+1

∣∣
(Cp+1(Ki))

)}
where we use the convention min ∅ = ∞.

Similarly as for chain vector spaces, the inclusions of simplicial complexes induce
(not necessarily injective) linear maps between homology vector spaces ϕi,j : Hp(Kti) →
Hp(Ktj ) for all 0 ≤ i ≤ j ≤ n. One gives the following definition:

Definition 3.3. The pth persistent homology Hp(K) of a filtered simplicial com-
plex {Kti}ni=0 with Ktn = K is the tuple ({Hp(Kti)}ni=0, {ϕi,j}i<j).

Definition 3.4. A persistent homology cycle basis of Hp(K) is a set of p-cycles
c1, . . . , cm ∈ Cp(K) such that birth(cj) ̸= death(cj) for all j = 1, . . . ,m and for
each filtration value t we have that the collection of cycles cj with birth(cj) ≤ t ≤
death(cj) form a cycle basis for Hp(Kt). We say that a p-cycle c ∈ Cp(K) is a
persistent homology cycle representative for Hp(K) if it is an element of a
persistent homology cycle basis of Hp(K).

Definition 3.5. Let c1, . . . , cm ∈ Cp(K) be a persistent homology cycle basis of
Hp(K). We call the multiset

PDp(K) :=
{(

birth(cj),death(cj)
)
| j = 1, . . . ,m

}
the persistence diagram of Hp(K), or the pth persistence diagram of K.
We call the number death(cj)− birth(cj) the persistence of cj .

It is a fundamental result in persistent homology that a persistent homology cycle
basis exists for any persistent homology tuple satisfying appropriate finiteness condi-
tions, and that the persistence diagram does not depend on the choice of PH cycle
basis [32].

Example 3.6. Consider the filtration of simplicial complexes K1 ⊂ K2 := K il-
lustrated in Figure 2(ii). We can think of this filtration as the triangulation of a
bent cylinder, with its two sides on the bottom, which we then scan from bottom
to top, see Figure 2(i). We can compute the 1st simplicial homology of K2, and we
obtain that H1(K2) ∼= F2. Some possible choices of 1-cycle representatives include
for instance < ab > + < bc > + < ac >, < a′b′ > + < b′c′ > + < a′b′ > or
< ab′ > + < b′b > + < bc > + < ca >, where we denote by < x0x1 > the vector
corresponding to the 1-simplex with vertices x0, x1. We depict these three different
choices in Figure 2(iii). In particular, we note that cycle representatives are in general
not unique.
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Example 3.7. We now use the same filtered complex from Example 3.6 to illus-
trates PH cycle representatives, as well as some subtleties in their interpretation.
The persistence diagram of H1(K) contains two points not on the diagonal: the point
(1, 2) and the point (1,∞). A possible choice of PH cycle basis of H1(K) is given
by < a′b′ > + < b′c′ > + < a′c′ > and < a′b′ > + < b′c′ > + < a′c′ > + < ab >
+ < bc > + < ac >. We illustrate the simplices corresponding to the two cycle
representatives in Figure 2 in orange and in cyan, respectively. We note that the
second PH cycle representative is an example of representative with disjoint “sup-
port”; namely, if we consider the subcomplex corresponding to the 1-simplices with
non-zero coefficients, then it is disconnected. This defies the usual interpretation of
PH 1-cycle representatives as correponding to single “tunnels” or “loops” in the data.
Interestingly, such PH cycle representatives do not seem to appear often in practice,
see [22, Section 6.6.1].

3.2 Univariate time series

Definition 3.8. A univariate time series is a function f : R → R.
There are mainly two approaches for associating filtrations of simplicial complexes

to time series in TDA: (i) one computes sublevel-set filtrations of the time series or
a transform thereof (such as a Discrete Fourier transform); or (ii) one embeds the
time series in Euclidean space and associates filtrations of simplicial complexes to
the resulting point cloud, such as, e.g., Vietoris-Rips complexes. See the review [29]
for details about these two approaches. Here we follow the second approach, and we
provide details about the computation of the embedding parameters in Appendix C.

We note that while in the current work we focus on univariate time series, our
methods can be applied to a broader class of time-varying data, see the discussion in
Section 6.

3.3 Optimizing (persistent) homology cycle representatives

In practice, for applications, we are interested in finding cycle representatives that
are informative for the problem at hand. In particular, one often seeks to find cycles
that minimise some criteria (e.g., the number of simplices contained in the cycle).
Roughly, the existing approaches to computing optimal PH p-cycle representatives
can be divided into those that minimise a loss function defined on p-chains (also
called “edge”-loss methods, in analogy with the p = 1 case) and those that instead
minimize a loss function defined on p+1-chains (also called “triangle”-loss methods).
We do not consider triangle-loss methods in the current work, and we point the reader
to [25] for details. In the follow we review the basic set up of edge-loss methods.

3.3.1 Edge-loss methods

Given an initial cycle c0 ∈ Cp(K) the problem for homology cycle representatives
focuses on finding a homologous cycle that minimises a given loss function ℓ : Cp(K) →
R. Since adding any boundary w ∈ im(∂p+1) to c0 results in a homologous cycle, we
have the following problem formulation:

min ℓ(c)

subject to c = c0 + ∂p+1(w)

w ∈ Cp+1(K)
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Figure 2: (i) A nested sequence of subspaces of R3. (ii) A filtered simplicial complex
that is obtained as a triangulation of the spaces in (i). (iii) Three Possible choices of
1-cycle representatives for H1(K2). (iv) PH 1-cycle representative basis for H1(K):
we depict the two PH cycle representatives in orange and cyan. This is an example of
a filtered simplicial complex for which one of the PH 1-cycle representatives consists
of a linear combination of two disjoint closed curves.

In practice, obtaining the initial cycle is not a problem since most programs output
a cycle basis.

We can modify the previous problem to find a cycle that has the same persistence

6



as the homology class it represents. Given a point (b, d) in PDp(K) we look for the
solution to the following problem:

min ℓ(c)

subject to birth(c) = b

death(c) = d

c ∈ ker
(
∂p
∣∣
Cp(Kb)

)
This problem was first studied in [8].

4 Time-optimal representatives

We start by discussing an example that will guide us in finding a suitable notion of
time-optimal PH cycle representative. Consider the simplicial complex associated to
the point cloud illustrated in Figure 3(a), which we can think of as being obtained by
a time-delay embedding of a noisy sine curve.

Among the different possible choices of 1-cycle representatives, we give four exam-
ples in Figure 3(b), highlighted in green. Which of these choices should we consider as
optimal with respect to time? For the problem we are interested in studying in this
paper, namely, studying univariate time series through time-delay embeddings, we
are interested in obtaining cycle representatives that correspond to time-series values
that are not too far from each other in time, since this allows us to interpret the
topological feature (i.e., a non-trivial PH class), through a selection of data points in
the original time series that correspond to that feature. For instance, for the example
application that we study in this paper — delayed oscillator models of the El Ninõ
Southern Oscillation —, this allows one to ask the question of whether the topological
features that one recovers have any physical meaning at all.

In particular, for the noisy sine curve from Figure 3(a), this means that we would
want to choose representative 1-cycles whose vertices correspond to time-series values
that are contained in an interval of length 2π, the period of the sine curve. Thus, we
make the following observations:

• Any reasonable notion of time-optimal cycle representative should not choose a
1-cycle that includes the cyan edges from Figure 3(a).

• On the other hand, it is likely that we will have to make a choice between the
edges incident to vertices labelled by 0 and π/3, 5/3π and those incident to
vertices labelled by 2π and π/3, 5/3π.

Thus, based on these observations, we would wish to consider the two cycles on the
left of Figure 3b as time-optimal, but not the two ones on the right.

We can thus formulate our problem as follows. We let f : R×R → R≥0 be a norm.
To each edge e = {s, s′} we assign the weight w(e) := f(T (s), T (s′)), where for a point
s in the point cloud, we denote by T (s) its time label. Then for each possible 1-cycle
representative, we compute its cost by considering how far apart its edges are in time.
More precisely, to compute the cost of each edge, we compute the difference between
its weight and the weights of the edges adjacent to it, and we retain the maximum of
these differences as the cost of the edge. The cost of the 1-cycle is then the sum over
the costs of its edges. A time-optimal cycle is one that minimises this cost function.
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We can thus write our optimisation problem as follows:

copt = argmin
c a 1−cycle

∑
e∈c

max
e′∈c

adjacent to e

∣∣w(e)− w(e′)
∣∣ .

•
4/3π •

π

•
3π

•
2/3π

•
π/3

•
0

•
2π

•
5/3π

(a) A simplicial complex with time-
labelled vertices, associated to a
point cloud arising from a noisy sine
curve.
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•
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•
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•
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•
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π

•
3π

•
2/3π

•
π/3

•
0

•
2π

•
5/3π

•
4/3π •

π

•
3π

•
2/3π

•
π/3

•
0

•
2π

•
5/3π

•
4/3π •

π

•
3π

•
2/3π

•
π/3

•
0

•
2π

•
5/3π

(b) Different representative 1-cycles (in green).

Figure 3

While in our example we have considered 1-cycles, one can in a similar way define
an optimization problem for higher-dimensional cycles. In what follows our discussion
will not be restricted to any particular cycle dimension.

4.1 Loss function

We now look at defining an appropriate loss function for the minimization problem.
Let c ∈ Cp(K) be a chain. We wish to build a non-negative matrix W that appro-
priately weighs the chain c such that the optimal solution is a chain with minimal
dispersion in time. We first make the notion of “time-closeness” or “minimal time
dispersion” precise:

Definition 4.1. Given a p-chain, its time dispersion is the difference between the
minimum and maximum time labels of any of the vertices contained in the p-simplices
in the chain.

We note that while for other types of applications, e.g., temporal networks (see
also discussion in Section 6), one might be interested in considering another notions
of time dispersion, the notion of time dispersion we consider here is motivated by the
study of time series, for which we want to obtain data points in the time series that
are not too far apart, or dispersed.

We next choose an order on the simplices in the chain c, and label the simplices
σ1, . . . , σn according to this order. Each entry wii of the matrix describes the cost of
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•
3π

•2/3π

•
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•
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•
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wii = |π3 − 2
3π|

(a) Vertex-based optimal cycle and
weighting

•
4/3π

•
π

•
3π

•2/3π

•
π/3

•
0

•
2π

•5/3π

7/6π

5/6π

π/2

7/6π

11/6π

3/2π

wij = |π2 − 5
6π|

(b) Simplex-based optimal cycle and
weighting

Figure 4: Illustrations of the difference between considering simplex weighting and
vertex weighting for the example from Figure 3b. In both situations the highlighted
cycle represents the optimal solution. a) In vertex-based weighting, the cost wii of
selecting 1-simplex σi is given by the difference of the time labels of its vertices. b)
For simplex-based weighting, we first assign a time label to each simplex, as the mean
of the time label of its vertices. The cost of a chain is then the sum of the differences
wij of the time labels of adjacent simplices σi, σj .

selecting the p-simplex σi in the chain. Similarly, the entry wij represents the cost of
having both σi and σj as part of the chain. Our goal is then to minimize the norm
∥Wc∥. In the following we consider two different ways of measuring time-optimality:

1. “vertex-based”: We find chains with vertices with time labels that are close to
each other.

2. “simplex-based”: We first situate each simplex in time, and find a chain of
closely situated simplices.

4.1.1 Vertex-based time optimality

In this scenario the cost of selecting a p-simplex depends only on the time labels of
its vertices. Consider a 1-simplex σ = {vi, vj}. If we are attempting to find a 1-cycle
that minimizes the dispersion in time the intuitive cost of selecting simplex σ would
be the difference in the time label of the vertices |T (vi)−T (vj)|. The optimal solution
is a 1-cycle composed of 1-simplices with vertices that are as close in time as possible.

Given a p-simplex σi = {vi0 , vi1 , . . . , vip+1
} we let

Tmax
i = max

{
T (vi0), T (vi1), . . . , T (vip+1

)
}

be the maximum time label of the vertices of σi. Similarly, we let Tmin
i be the

minimum time label of the vertices of σi. Then we define the weight matrix W as the
diagonal matrix with diagonal entries given by:

wii = Tmax
i − Tmin

i .

We thus have that the cost of selecting a chain containing σi is given by the maximum
difference of the time labels of its vertices.
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4.1.2 Simplex-based time optimality

In a simplex-based approach we first assign a time label T (σ) to each p−simplex. This
can be seen as positioning the simplex σ in time. The solution of the optimization
problem is a cycle composed of simplices where adjacent simplices are closely placed
in time.

Definition 4.2. Two p-simplices σi, σj are called adjacent if their intersection is
non-empty and is of cardinality p. That is, if there exists a p− 1-simplex τ such that
σi ∩ σj = τ .

Thus, we consider the weight matrix with entries defined as follows:

wij =

{
|T (σi)− T (σj)| if σi, σj are adjacent

0 otherwise

In our experiments we consider the time label of a p-simplex σ = {vi0 , vi1 , . . . , vip+1}
as the mean time label of its vertices:

T (σ) =
1

(p+ 1)

p+1∑
k=0

T (vik) .

In Figure 4 we illustrate the two notions of vertex- and simplex-optimal 1-cycle
representatives obtained for the example in Figure 3b. For practical applications, we
need to further modify our optimization problem, as we explain next in Section 4.2.

4.2 Approximate PH cycle representatives

When searching for a representative cycle of a PH class one forces the solution to have
the same birth and death values (b, d) as the class it represents. In other words, a
solution must contain the birth simplex and cannot contain any simplex that appears
after the birth value. As we find in addressing our problem, this constraint limits the
possible solution set of the optimization problem in a way that is too restrictive to
give any meaningful cycles.

We thus relax this constraint and allow the representative cycle to not necessarily
have the same persistence of the class it represents. More precisely, given a minimum
persistence value ε we instead search for representatives with a birth time of (d− ε),
that is, with a persistence of ε.

One could then ask what a good choice for such a minimum persistence value
ε might be. In our set up we follow the computational methodology from [13],
which provides lower bounds on persistence that distinguish between topological noise
(points in the persistence diagram with persistence smaller than the bound) and topo-
logical signal (points in the persistence diagram with persistence greater or equal than
the bound). Thus, we take use this bound for several of the examples considered (in
the noisy sine example, see Figure 6 and the double sine, see Figure 7). For compu-
tational reasons, for the time series arising from the ENSO models we take instead
90% of the persistence of the PH class (which thus gives a bound smaller than the
significance bound from [13]), namely, we take ε = 0.9(d− b) (see Figures 10,11 and
12).

We note that, as we have already observed in Section 3.1.2, given filtration values
r ≤ r′, we have that Kr ⊂ Kr′ and in particular, we can identify Cp(Kr) with a
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Birth Death

Figure 5: Example of representative 1-cycles with minimal l1 norm for different per-
sistence values (see Appendix B.2 for details). Left/orange: we depict a 1-cycle with
full persistence. Second from left/green: we depict a 1-cycle homologous to the pre-
vious one, but with smaller persistence, and with smaller l1 norm. We thus note
that relaxing the persistence of the representative allows for a solution with smaller
l1 norm.

vector subspace of Cp(Kr′). Therefore, we have that any chain that exists in Cp(Kr)
also exists in Cp(Kr′). More specifically, given any optimization function f we have
that:

r ≤ r′ =⇒ min{f(c) | c ∈ Cp(Kr)} ≥ min{f(c) | c ∈ Cp(Kr′)} .

In practice, if we allow the representative cycle to have a smaller persistence value
than that of its class, we are guaranteed to obtain a cycle with a smaller loss value.
This can very beneficial, particularly in the following situations:

Figure 6: We illustrate different 1-cycle PH representatives for the optimal embedding
of f(t) = sin t+ ϵ, where ϵ is a random variable with normal distribution, in the point
cloud (left), as well as in the original time series (right). A: Simplex-based time
optimal cycle. B: Vertex-based time optimal cycle. C: Length-optimal cycle. We
note that both simplex and vertex-based optimal cycles have time dispersion that is
close to the period of the sine, and thus close to the desired minimum. On the other
hand, the length-optimal cycle is much further spread out in time, and thus doesn’t
provide a meaningful cycle representative.
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1. One has a lower bound on persistence, allowing to distinguish between topolog-
ical “signal” and “noise”. This can be given for instance, as in our case, by the
computational methodology from [13] to compute embeddings of quasi-periodic
time series. More generally, such a bound may be obtained as a result of a
suitable statistical analysis. In all such cases, one could then use such a lower
bound as a lower bound for the persistence of the cycle representative.

2. If it’s likely that a birth simplex may be suboptimal for the application at
hand. For instance, in an application such as the one discussed in this paper,
for which one seeks time-optimal cycles, it might happen that the birth simplex
connects vertices very far apart in time, and is thus a poor choice. In such a
case, even small relaxations, for instance, taking a representative with 95% of
the persistence of its class, can lead to much better outcomes, since the solution
to the optimization problem no longer has to include the given birth simplex.

Given a homology class with barcode (b, d) and an initial representative cycle
c0, searching for an optimal homologous cycle with minimum persistence ε involves
solving the problem:

min ℓ(c)

subject to c = c0 + ∂p+1(w)

w ∈ Cp+1(Kd−ε)

In Figure 6 we illustrate how our notions of time-optimal PH cycles compare with
the existing notion of length-optimal PH cycles on a synthetic example of a noisy sine
curve. We provide details about the algorithms and implementation in Appendix B.

5 Experiments

In all experiments we consider a Vietoris-Rips filtration on the embedded time-series
(see Appendix C). For each PH class we obtain an initial representative c0 using the
R = ∂ · V decomposition of the filtration boundary matrix ∂. For each PH class with
birth and death values (b, d) we restrict the domain and codomain of the boundary
operator by considering the sets:

P = {σ ∈ Sp(Kb) | birth(σ) ≤ b}

Q̂ = {σ ∈ Sp+1(Kb) | birth(σ) ≤ b and R[:, σ] ̸= 0} ,
which corresponds to the set of p- and p+1-simplices that are alive at filtration time b.
This assures that the solution has a persistence value of at least (d−b) (see Appendix
B for more details). For a relaxed problem with minimum persistence ε we simply
take b′ = d− ε. We then solve the following linear problem [12,22]:

min ∥Wc∥1 =
∑
i

∑
j

wij(c
+
j + c−j )

subject to (c+ − c−) = c0 + ∂p+1[P, Q̂](w)

w ∈ R|Q̂|

c ∈ R|P |

c+, c− ≥ 0
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(a) Original Signal (b) Sliding window embedding

Figure 7: Pipeline for computing the optimal embedding parameters for f(t) =
2 sin t + 1.8sin

√
3t. a) Top: graph of the function. Bottom: Fourier diagram, with

peaks at 1 and
√
3. b) Two different embeddings and corresponding PDs for two

different values of the delay τ . Top left: embedding for optimal value of the delay τ .
Top right: corresponding PD. The continuous red diagonal line indicates the lower
bound on persistence for all homology degrees (see Appendix C.4 for details). Bot-
tom: embedding for suboptimal delay value, together with the corresponding PD.
The embeddings are in R4 and we show the projection onto the first three principal
components.

where ∂p+1[P, Q̂] is a submatrix obtained by selecting the rows and columns of the
boundary matrix ∂p+1.

The experiments were run using the Gurobi solver [15] on an Apple M1 Pro with
16Gb of memory. The code to reproduce our experiments is available at our GitHub
repository [1].

5.1 Synthetic quasi-periodic time series

We consider the quasi-periodic time series given by the function

f(t) = 2 sin t+ 1.8sin
√
3t 0 ≤ t ≤ 60π .

We sample 1000 points and compute the optimal embedding parameters using the
methodology introduced in [26], see Figure 7 for an illustration of the pipeline, and
Appendix C for details. We then proceed to compute vertex- and simplex-based time-
optimal PH 1-cycle representatives for the embedding corresponding to the optimal
parameters (top embedding in Figure 7(b)).

Given a a lower bound on the persistence of PH classes that we may interpret as
“significant” 7(b), we use that same lower bound as a minimum persistence value for
the search of approximate representatives (as opposed to representatives with same
persistence as the class). The representative optimization is done with half the points
(every other point sampled) due to computational constraints.

We illustrate the results of our computations in Figure 8. We observe that both
simplex-based and vertex-based representatives demonstrate remarkable consistency
in identifying cycle representatives that span approximately one period of the under-
lying signal.
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Figure 8: We illustrate the two 1-cycle PH representatives for the optimal embedding
of f(t) = 2 sin t + 1.8sin

√
3t in the point cloud (left), as well as in the original time

series (right). Top shows the original signal (A) along with the optimal embedding
(B) and the corresponding PD (C) with the lower bound. 2nd and 3rd row from top:
simplex-based time-optimal cycles. 4th and 5th row from top: vertex-based time-
optimal cycles.

Our approach can also be used for finding representatives for PH classes in degrees
higher than 1. We illustrate time-optimal PH representatives for the single significant
PH class in PD2 in Figure 9.

We believe that such time-optimal representatives are critical for meaningful signal
interpretation, not only for the reasons elucidated earlier, namely the need to be able
to physically interpret the results, e.g., in a dynamical systems application, but also
because, as the example in Figure 9 illustrates, visualising cycle representatives in
the embedding point clouds is a challenging problem: while visualising appropriately
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Figure 9: Time-optimal representative 2-cycles for the only significant PH class in
PD2, for the optimal embedding point cloud from Figure 7. Top: initial represen-
tative, given as output by the implementation. Middle: simplex-based optimization.
Bottom: vertex-based optimization. We note that the embedding is 4-dimensional
and the triangulation shown on the left column is a projection onto the first three
principal coordinates.

1-cycle representatives is challenging for point clouds in more than 3-dimensions,
having any reasonable visualisation in the embedding point cloud becomes an even
more challenging task for cycle representatives in higher homology degrees.

5.2 Delayed oscillator models of El Ninõ Southern Oscillation

We consider quasi-periodic time series arising from a delayed oscillator model of the
El Ninõ Southern Oscillation [9]. In particular, the model depends on a parameter κ
encoding the strength of the ocean-atmosphere coupling, and we study three different
time series for the values κ ∈ {1.4, 1.65, 1.9}. We provide details about this data set
in Appendix D.

Given such a time series, we first compute its embedding parameters by using the
methodology developed in [26]. We give more details about the parameter computa-
tions in Appendix C. We then compute persistent homology with the Vietoris-Rips
complex of the resulting points clouds, and for each point in the persistence dia-
gram PD1, we compute time-optimal PH representatives. The optimization problem
is performed with an evenly spaces subsample of 500 points due to computational
constraints. We illustrate the results of the computations in Figures 10, 11 and 12.

To be able to obtain representatives that are easier to interpret for our applica-
tion, we compute a relaxation of time-optimal PH representatives, in which we allow
simplices to have later birth times. We provide more details about this relaxation
technique in Section 4.2. Here we report results for the relaxed version of the PH
cycle representatives that have 90% persistence of the corresponding class (as op-
posed to full persistence). We report the results for cycle representatives with full
persistence in Appendix E.
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Figure 10: Computations for ENSO model for κ = 1.65. Top: original time series, op-
timal embedding and resulting PD. Middle: simplex-wise time representatives, with
relaxed persistence. Bottom: vertex-wise time representatives, with relaxed persis-
tence.

We believe that our approach offers a new perspective for climate science, provid-
ing a sophisticated method to characterize oscillatory behaviors that goes beyond the
standard analysis of state space embeddings. More specifically we observe, in certain
coupling scenarios, cycle representatives that cluster tightly within specific temporal
windows yet have very dispersed spatial configurations (see bottom row of Figure 11).
We aim to further investigate the insights that our methods can bring in the study
of the El Ninõ Southern Oscillation in future work.

6 Conclusions and open questions

In the present work we have introduced algorithms for computing PH representatives
that correspond to data points that are close in time, in an appropriate sense. We
have illustrated the outputs of the different algorithms with synthetic quasi-periodic
signals, and several univariate time series arising as models of the El Niño Southern
Oscillation. In most examples that we consider, both methods (simplex and vertex
based) manage to extract cycle representatives that are within one period of oscilla-
tion, while, overall vertex-based optimization performs better.

One key aspect in extracting representatives that are physically meaningful is
the relaxation of birth times for representatives. We aim to further investigate such
relaxation techniques, as well as their stability, in future work. In particular, we note
that such relaxation techniques are widely applicable to many different notions of
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Figure 11: Computations for ENSO model for κ = 1.4. Top: original time series, op-
timal embedding and resulting PD. Middle: simplex-wise time representatives, with
relaxed persistence. Bottom: vertex-wise time representatives, with relaxed persis-
tence.

optimal PH cycle representatives.
Our methods can be used to compute time-optimal p-cycles, for any p ≥ 0. In

the current work we focused on p = 1, but we also provide an example for p = 2,
for the synthetic quasi-periodic time series, see Figure 9. We aim to optimise our
implementation in future work to be able to compute higher-degree time-optimal
cycles for the ENSO model time series. Being able to compute such higher-degree PH
representatives is particularly important in the study of quasi-periodic time series,
which have many topological features of interest in homological degrees greater than
1. We also note that it might be of interest to explore to which extent the choice of
norm in the simplex-based method plays a role in the computation of time-optimal
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Figure 12: Computations for ENSO model for κ = 1.9. Top: original time series, op-
timal embedding and resulting PD. Middle: simplex-wise time representatives, with
relaxed persistence. Bottom: vertex-wise time representatives, with relaxed persis-
tence.

cycles.
Finally, we note that our methods can be applied to other types of time-varying

data, including time-varying networks and point clouds. There are several notions of
time-varying networks; we refer the reader to [20] for an overview. If one considers
time-varying networks in which edges may be deleted or added over time, then one
does in general not obtain a nested sequence of simplicial complexes, but rather
a zigzag of simplicial complexes, for which one can compute PH with the zigzag
algorithm [4, 21, 24]. In particular, we note that for the study of temporal networks,
one might be interested in a notion of time dispersion different from the one considered
here for time series, and is closer in spirit to the simplex-based approach; namely, one
might be interested in defining the time dispersion of a p-chain as the difference
between minimum and maximum time labels of any of the 1-simplices (i.e., edges in
the network) contained in the chain. Zig-zag algorithms have also been used to study
time-varying point clouds, for instance in the analysis of flocking behaviour [21]. We
will study applications of our methods to such types of data sets in future work.
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A (Persistent) homology with coefficients over ar-
bitrary fields

The main ingredient in defining simplicial homology and persistent homology over
arbitrary coefficient fields is given by a notion of orientation of simplices.

An orientation of a simplex is the choice of a total order on its vertices. Two
orientations of a simplex are defined to be equivalent if they differ by an even permu-
tation.

In practice, one usually chooses a total order on the set of vertices of a simplicial
complexes, and then gives to each simplex the orientation induced by the order on its
vertices. We illustrate an example of a simplex with different orientations in Figure
13.

a b

c

a b

c

a b

c

Figure 13: A simplex with different orientations, where given an order < on the
vertices, we denote i < j by drawing an arrow j → i. Left: orientation given by
lexicographical order a < b < c. Middle: orientation given by b < c < a. Right:
Orientation given by c < b < a. This orientation is equivalent to the one given by the
lexicographical order.

The main difference to defining simplicial homology over the field with 2 elements
then relies on how the boundary maps on chains are defined. One defines

∂p : Cp(K) −→ Cp−1(K)

σ = (x0, . . . , xp) 7→
p∑

i=0

(−1)i(x0, . . . , x̂i, . . . , xp)

where the symbol x̂i means that the ith vertex has been deleted.
We refer the reader to [17] for more details on simplicial homology over general

coefficient fields.

B Details on algorithms and implementation

B.1 Optimal homologous cycle

Given an initial p-cycle c0 ∈ Cp(K), finding an homologous cycle that minimizes a
given loss function ℓ is defined as:

min ℓ(c)

subject to c = c0 + ∂p+1(w)

w ∈ Cp+1(K)

The search space consists of the initial cycle plus the boundary of a higher dimensional
simplex. Guaranteeing, by definition, that the solution c is homologous to the initial
cycle c0.
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In a simplicial filtration, finding a representative for a homology class with birth
and death (b, d) requires that the optimal representative also shares the same birth
and death. This reflects in restricting the search to the simplicial complex existing at
birth time (Kb). Which resolves to the following problem [8]:

min ℓ(c)

subject to c = c0 + ∂p+1(w)

w ∈ Cp+1(Kb)

∂p+1(w) ∈ Cp(Kb)

Where the search is contained in cycles composed of simplices that have a birth
before or at the birth of the homology class. The third constraint is redundant since
if w ∈ Kb then ∂(w) ∈ Kb, that is, the birth of a simplex is always later than or equal
to the ones that make up its boundary.

B.2 Linear Programming

If the function we optimize is linear, then it is possible to solve the previous problem
with linear optimization [12]. The added step is separating the coefficients vector c
into a positive c+ and a negative c− part such that c = c+ − c− allowing us to set
both c+, c− ≥ 0.

The optimization can be done both by allowing only binary coefficients (F2) which
requires a solver capable of mixed linear programming or can be relaxed to R. In
general using the l1 norm over R is sufficient to provide sparse solutions [22].

Let c = c+−c− be the vector of coefficients in R. Let W be a non-negative weight
matrix, then the linear programming formulation is the following:

min ∥Wc∥1 =
∑
i

∑
j

wij(c
+
j + c−j )

subject to (c+ − c−) = c0 + ∂p+1(w)

w ∈ Rm

c ∈ Rn

c+, c− ≥ 0

The initial representative c0 can be obtained by most persistent homology meth-
ods. It appears naturally from the decomposition R = ∂kV of the filtration boundary
matrix. Given the birth b of the homology class we consider the sets of p and p + 1
simplices that are alive at filtration time b:

P = {σ ∈ Sp(Kb) | birth(σ) ≤ b}

Q = {σ ∈ Sp+1(Kb) | birth(σ) ≤ b}

The solution of the previous problem with the rows and columns of the boundary
operator ∂p+1 restricted to ∂p+1[P,Q] is a cycle with persistence (b, d).

A substantial speedup comes from restricting the domain of the boundary operator
even further by considering the set [22]:

Q̂ = {σ | R[:, σ] ̸= 0}

23



Which are the nonzero columns of the R matrix resulting from the previous decom-
position R = ∂p+1V . This significantly reduces the number of conditions without
affecting the search space. The resulting problem is the following:

min ∥Wc∥1 =
∑
i

∑
j

wij(c
+
j + c−j )

subject to (c+ − c−) = c0 + ∂p+1[P, Q̂](w)

w ∈ R|Q̂|

c ∈ R|P |

c+, c− ≥ 0 .

C Time-delay embeddings of quasi-periodic time se-
ries

In this section we provide details on a framework developed in [13], which provides
a rigorous methodology to compute optimal parameters for sliding window embed-
dings of quasi-periodic functions. This computational methodology allows to obtain
embedding parameters so that the persistent homology, computed with respect to
the Vietoris-Rips complex of the obtained embedding point cloud, reflects in a ro-
bust manner the persistent homology of a hypertorus in as many dimensions as the
frequencies characterising the quasi-periodic function. We emphasise that there are
no contribution by the authors in this section, and all contributions are due to the
authors of [13].

C.1 Quasiperiodic Functions

Definition C.1 (Quasi-periodic function). Let N ∈ N and TN = (R/2πZ)N . A
function f : R → C is quasi-periodic if there exists a vector ω = (ω1, . . . , ωN ) ∈ RN

≥0

with components ωi linearly independent over Q and a function F : TN → C such
that:

f(t) = F (ω1t, . . . , ωN t) .

The vector ω is called frequency vector of f , and the function F parent function
of f .

In other words, the function f is of the form

f(t) = c1e
iω1t + c2e

iω2t + · · ·+ cNeiωN t

where ω1, . . . ωN are linearly independent over Q (incommensurable) and ci > 0.
The sliding window embedding of f(t) with delay τ > 0 and embedding dimension

d+ 1 is defined for any t ∈ R as:

SWd,τf(t) =


f(t)

f(t+ τ)
...

f(t+ dτ)

 ∈ Cd+1.
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The geometry of the embedding SWd,τf depends on the parameters τ and d, as well
as the properties of f .

For practical computations, f(t) is approximated by its truncated Fourier series.
Given positive integers N and K, one considers a restricted integral square box of
side length bounded by 2K in an N -dimensional grid with integer grid points:

INK = {k ∈ ZN | ∥k∥∞ < K} .

One then defines the truncation:

SKf(t) =
∑
k∈IN

K

F̂ (k)ei⟨k,ωt⟩,

where the integer K can be thought of as controlling the fidelity of the truncation.

C.2 Optimal dimension

We can estimate the nonzero Fourier coefficients F̂ (k) and their frequency locations
⟨k, ω⟩ as follows:

supp(F̂K) :=
{
k ∈ ZN

∣∣∣ F̂ (k) ̸= 0 and ∥k∥∞ ≤ K
}
.

We take the embedding dimension d to be the cardinality of supp(F̂K), (the number
of prominent peaks in the spectrum of f).

C.3 Optimal delay

The choice of delay τ influences the appearances of the homological features in given
degrees of the hypertorus in the sliding window embedding. In particular, poor choices
can obscure them. Figure 7 shows an example of how a suboptimal delay parameter
(bottom) squashes the homology groups. The sliding window embedding, for dimen-
sion d and delay τ , of the truncated Fourier approximation of f is the following

SWd,τSKf(t) =


1 . . . 1

ei⟨k1,ω⟩τ . . . ei⟨kα,ω⟩τ

...
...

...
ei⟨k1,ω⟩τd . . . ei⟨kα,ω⟩τd

 ·

 F̂ (k1)e
i⟨k1,ω⟩t

...

F̂ (kα)e
i⟨kα,ω⟩t


= ΩK,f · xK,f (t)

Note that only the ΩK,x matrix depends on the delay value τ . The optimal choice
of delay is the one that best improves the conditioning number of ΩK,x so that no
toroidal features are squashed. This is done by minimizing a scalar function that
measures the extent to which columns in ΩK,f are pairwise orthogonal.

C.4 Persistence Significance Bounds

The embedding quality depends on the Fourier approximation (choice of K) and the
embedding parameters (d, τ) as well as the smallest singular value σmin of ΩK,f . We
have that [13, Theorem 6.8] provides lower bounds on the lifespan b − a of points
(a, b) in a persistence diagram. Such bounds can be interpreted as giving a separation
between noise (points with lifespan smaller than the bounds) and signal (points with
lifespan greater or equal to the bounds).
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D ENSO model time series

The El Niño–Southern Oscillation (ENSO) is a set of coupled ocean-atmosphere phe-
nomena characterized by an irregular cycle of warming (El Niño) and cooling (La
Niña) in the eastern tropical Pacific along with a corresponding variation in sea level
pressure [9,23]. ENSO significantly impacts global weather patterns and is associated
with heavy rain in Peru, drought in Indonesia, intensity of the Indian monsoon and
the number of hurricanes in North America [9]. The parameter κ represents the cou-
pling strength of the ocean-atmosphere coupling, different values of this parameter
simulate a variety of ENSO behaviors.

The ENSO data consists in 3 timeseries, one for each value of κ = {1.4, 1.65, 19},
each with 100000 points representing the modeled oscillation. Each time series is
embedded in Rn using the optimal parameters. Below we show the different series
and persistence diagrams of optimal (labeled MIN in the figures) and suboptimal
embeddings. The persistent homology is calculated using Ripser [2] using a subsample
of 1000 points [6].

D.1 ENSO model (κ = 1.4)
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Figure 14: Optimal sliding window embedding of the ENSO model for the parameter
k = 1.4. Top: Fourier decomposition of the signa, and the average orthogonality of
the ΩK,f matrix (Appendix C) with respect to a chosen delay value. Middle: PCA
reduction of the original embeddings in R10 for optimal (right) and suboptimal delay
values (right and middle). Bottom: Persistence Diagram for each embedding.
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D.2 ENSO model (κ = 1.65)
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Figure 15: Optimal sliding window embedding of the ENSO model for the parameter
k = 1.65. Top: Fourier decomposition of the signal, and the average orthogonality of
the ΩK,f matrix (Appendix C) with respect to a chosen delay value. Middle: PCA
reduction of the original embeddings in R6 for optimal (right) and suboptimal delay
values (right and middle). Bottom: Persistence Diagram for each embedding.
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D.3 ENSO model (κ = 1.9)
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Figure 16: Optimal sliding window embedding of the ENSO model for the parameter
k = 1.9.Top: Fourier decomposition of the signal, and the average orthogonality of
the ΩK,f matrix (Appendix C) with respect to a chosen delay value. Middle: PCA
reduction of the original embeddings in R12 for optimal (right) and suboptimal delay
values (right and middle). Bottom: Persistence Diagram for each embedding.
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E Additional computations: full persistence time-
optimal PH cycle representatives

Figure 17: Time representatives for the ENSO model with κ = 1.4, simplex-based
(top) and vertex-based (bottom), with full persistence

Figure 18: Time representatives for the ENSO model with κ = 1.65, simplex-based
(top) and vertex-based (bottom), with full persistence
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Figure 19: Time representatives for the ENSO model with κ = 1.9, simplex-based
(top) and vertex-based (bottom), with full persistence.
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