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INFINITE DIMENSIONAL INVARIANT TORI FOR NONLINEAR
SCHRÖDINGER EQUATIONS

JOACKIM BERNIER, BENOÎT GRÉBERT, AND TRISTAN ROBERT

Abstract. We prove that nonlinear Schrödinger equations on the circle, without external pa-
rameters, admits plenty of almost periodic solutions. Indeed, we prove that arbitrarily close to
most of the finite dimensional KAM tori constructed by Kuksin–Poschel in [KP96], there exist
infinite dimensional non resonant Kronecker tori, i.e. rotational invariant tori. This result an-
swers a natural and longstanding question, well identified by the Hamiltonian PDE community
since the first KAM-type result for PDEs in [Kuk87].
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1. Introduction

We consider the emblematic nonlinear Schrödinger equation on the circle T := R/2πZ
(NLS) i∂tu+ ∂2xu = f(|u|2)u, x ∈ T, t ∈ R
where f is a real entire function such that f(0) = 0, f ′(0) ̸= 0 (i.e. the cubic term is present) and
z 7→ f(z2) grows at most exponentially fast1. For instance, f(|u|2)u = (sinh |u|)2u or f(|u|2)u =
|u|2u+|u|4u are possible choices of nonlinearity. We point out that (NLS) is a classical Hamiltonian
system whose structure is recalled in Subsection 1.5.3 below.

We are looking for solutions with Sobolev or analytic regularity in the space variable, i.e. we
consider solutions living in the phase space

ℓ2ϖ :=
{
u ∈ L2(T) | ∥u∥2ℓ2ϖ :=

∑
k∈Z
|uk|2ϖ2

k <∞
}

2020 Mathematics Subject Classification. 35B15, 35Q55, 37K55.
Key words and phrases. Infinite dimensional tori, KAM theory, regularizing normal form.
1i.e. there exists C > 0 such that for all z ∈ C, |f(z)| ≤ C exp(C

√
|z|).
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where the sequence of weights (ϖk)k∈Z is given by

ϖk = ⟨k⟩sea|k| with a ≥ 0 and s ≥ 1

and we always identify functions u ∈ L2(T) with their Fourier coefficients

(1) uk := (2π)−1

∫
T
u(x)eikxdx, k ∈ Z.

The phase space ℓ2ϖ is foliated by invariant tori for the linear part of the equation (NLS). Namely
for all ξ ∈ (R+)

Z the torus

(2) Tξ := {u ∈ ℓ2ϖ | ∀k ∈ Z, |uk|2 = ξk },
is an invariant set for the system

(3) i∂tu = ∂2xu.

The dynamics on these tori is trivial, it consists of parallel translations. Such tori play an impor-
tant role and are often called Kronecker tori or rotational tori (see for instance [KP03]). In this
linear case the velocities of translation, or frequencies, are ωj = j2, j ∈ Z. This set of frequencies
is totally resonant : the solutions are periodic.

When we consider small solutions of (NLS), the nonlinear part is perturbative. Then a natural
question is:

Which linear tori persist, slightly deformed, as invariant sets of (NLS)?
Kuksin–Pöschel proved in [KP96] that most of the finite dimensional tori, close to the origin,
persist as KAM tori (i.e. Kronecker tori that are linearly stable). Unfortunately, their result
suffers a limitation : the larger the dimension of the torus is, the closer to the origin it has to
be. This limitation is not specific to the work of Kuksin–Pöschel, it appears in all the papers
about existence of finite dimensional invariant tori. Thus, up to now, there have been no results
concerning the existence of infinite dimensional invariant tori to (NLS) and, more generally, for
(non-integrable) Hamiltonian PDEs without external parameter. Let us define the kind of tori we
are going to prove the persistency of:

Definition 1.1 (Non resonant infinite dimensional Kronecker tori). A subset T of ℓ2ϖ is a non
resonant infinite dimensional Kronecker torus (for (NLS)) if there exists a homeomorphism2 Ψ :
TN → T and a sequence of rationally independent numbers ω ∈ RN such that

∀θ ∈ TN, t 7→ Ψ(ωt+ θ) is a global solution to (NLS).

Since the frequencies are rationally independent (or non resonant), i.e. k · ω ̸= 0 for all 0 ̸=
k ∈ ZN of finite support, on these tori each orbit is dense and the flow is ergodic (for the product
measure). Our main result can be summarized in a very short theorem:

Theorem 1.2. There exists non resonant infinite dimensional Kronecker tori for (NLS).

Actually, in Theorem 1.6 below, we construct a whole family of non resonant infinite dimensional
Kronecker tori which accumulates on the finite dimensional Kronecker tori constructed by Kuksin–
Pöschel in [KP96].

Another classical way of considering this kind of problems, consists in looking for almost periodic
solution (which are not quasi periodic). Up to now, there have been no results concerning the
existence of such solutions to (NLS) and more generally for not completely integrable Hamiltonian
PDEs without external parameter.

2Naturally, we always equip TN with the product topology.
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Definition 1.3 (Quasi-periodic function). A continuous function q : R → R is called quasi-
periodic with frequencies ω = (ω1, · · · , ωn), if there exists a continuous function, Q : Tn → R,
such that q(t) = Q(ωt) for all t ∈ R.

Then following H. Bohr (see [Boh47]) we recall the definition of almost-periodic functions

Definition 1.4 (Almost-periodic function). A continuous function is called almost-periodic if it
is a uniform limit of quasi-periodic functions.

Of course a function leaving on an infinite dimensional torus could be quasi-periodic or even
periodic, depending on resonances. In Corollary 10.3 of the Appendix, we prove that each orbit
on a non resonant infinite dimensional Kronecker torus corresponds to an almost periodic solution
which is not quasi-periodic. Therefore, as a corollary of Theorem 1.2, we get:

Corollary 1.5. There exist almost periodic solutions to (NLS) which are not quasi periodic.

1.1. Context. For several decades now, many mathematicians have been interested in KAM
theory for nonlinear Hamiltonian PDEs. The aim is to show the existence of invariant sets for
such PDEs, which is quite natural for conservative dynamical systems. Typically, the flow of
the linear part of the PDE foliates the phase space (of infinite dimension) into invariant tori of
different dimensions - finite or infinite. As for (NLS), the general question is whether these tori
persist, slightly deformed, in the presence of nonlinear perturbations. From a more PDE point
of view, finite-dimensional invariant tori correspond to quasi-periodic in time solutions, while
infinite-dimensional tori correspond to almost periodic in time solutions.

For finite dimensional Hamiltonian system, standard KAM theory ensures that, under some
non-degeneracy assumptions, most tori survive and thus most of the solutions are quasi-periodic
(see e.g. [KP03]). Naturally, in an infinite-dimensional phase space, infinite-dimensional invariant
sets are expected. In other words, for PDEs, we expect almost periodic solutions to be typical.

The construction of invariant tori of infinite dimension was first achieved for certain models
with short range interaction (see [FSW86, Pos90]). But clearly the interactions in nonlinear PDEs
(in Fourier variables) are long range. Then Cherchia–Perfetti [CP95] constructed invariant tori of
infinite dimension for Hamiltonian systems with long range interactions but they require a very
rapidly increasing frequencies. Again this does not correspond to standard PDEs. On the other
hand, there exists some completely integrable Hamiltonian PDEs (such as Korteweg de-Vries,
cubic nonlinear Schrödinger or Benjamin–Ono equations) for which it has been proven that all
the linear tori survive (see [KP03, GK14, GK21]). Nevertheless, although very interesting, these
systems are very specific and, as for finite dimensional systems, this property is not expected to
be true in presence of perturbation.

Concerning non integrable Hamiltonian PDEs, many results have been obtained, but mainly
concerning the existence of finite-dimensional invariant tori (see e.g. [Kuk87, Way90, CW93,
Bou94, Pos96, KP96] for the earliest results for 1d PDEs, [Bou98, EK10, BB13, PP15, EGK16,
GP16] for some results in higher dimension, [BBHM18, FG24, BHM23] for some results about
quasi-linear equations and [BKM18] for large amplitude solutions) and often at the cost of adding
external parameters to the equation to simplify the treatment of the small denominators inherent
in KAM theory. Most of these results allow to get invariant tori of arbitrarily large dimension.
Nevertheless, in the proofs, the larger the dimension is, the smaller the perturbation parameter
has to be. Therefore, they say nothing about the existence of infinite dimensional invariant tori.

The desire to show the existence of almost periodic solutions of (NLS) or other Hamiltonian
PDEs is obviously not new. The grail would be to show that these almost periodic solutions
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represent the typical behavior of small solutions. We are still a long way from that, at best, it has
been proved the existence of some almost periodic solutions and until now only for PDEs with
external parameters. The first result in a PDE context is due to Bourgain in [Bou96b] who proved
the existence of almost periodic solutions to the wave equation in presence of a random potential.
Then, few years later, in [Bou05], the same author considered (NLS) but with an extra random
convolution potential V as external parameter:

(4) i∂tu+ ∂2xu+ V ∗ u = f(|u|2)u, x ∈ T, t ∈ R.
Again he proved the existence of almost periodic solutions but, this time, with more reasonable
decrease of the Fourier coefficients of the solution. This result has been revisited and improved by
a series of paper (in particular [BMP20, Con23] and [CY21] for the wave equation). Further, using
sparsity arguments, Biasco–Masetti–Procesi proved in [BMP23] the existence of almost periodic
solutions of finite regularity. In all these results the Fourier coefficients of the potential V are
bounded and does not converge to 0. This is a critical ingredient of these proofs which is used to
deal with the small divisors (since the linear frequencies for (4) are ωj = j2 − Vj , j ∈ Z). This
assumption on V seems to be the major obstruction to get similar results for other models or
just to remove V in (4) (and so to get (NLS)). Indeed, following an observation due to Kuksin–
Pöschel in [KP96], it can be proved that (NLS) is somehow equivalent to (4) where V would
depend nonlinearly on u through the relation Vj = |uj |2, j ∈ Z. It therefore makes sense to
try to match the regularity of V and u in (4) in order to get rid of the external parameters. In
this direction, introducing a new approach based on tree expansions and renormalization groups,
Corsi–Gentile–Procesi (see [CGP23]) succeeded in greatly improving the regularity of V , indeed
they can consider V of any finite regularity Cn. Unfortunately, their almost periodic solutions
are still Gevrey in the space variable. Very recently, Biasco–Corsi–Gentile–Procesi extended this
result (in [BCGP24]) by proving that their set of almost periodic solutions is asymptotically of
full measure.

Without external parameters, the only known results prove that most of the linear infinite
dimensional tori are almost preserved for very long times (see e.g. [Bou00, BFG20, LX24, BC24]
for (NLS) and [BG21] for perturbations of KdV or Benjamin–Ono equations). The proofs of these
results (somewhere between Birkhoff normal forms and KAM) deal with many similar difficulties
(in particular the degeneracy of small divisors) but make crucial use of the fact that time (although
potentially very long) is finite.

1.2. About the approach. First, we present our approach without going into technical details.
• Our approach is different from that adopted in the above-mentioned articles which concern

infinite-dimensional tori (in particular in [Bou05, BMP20]): we don’t try to construct an
infinite-dimensional torus directly, but, iteratively, a convergent sequence of invariant tori
whose dimension goes to +∞. This was the scheme of proof proposed by Pöschel in [Pos02]
but then rarely used because it requires the nonlinearity to be regularizing which is not
the case for (NLS) (neither for most of the Hamiltonian PDEs).
• However, revisiting techniques from the world of dispersive PDEs, and in particular tech-

niques used to get nonlinear smoothing [ErTz13a, ErTz13b, ErTz13c, ErTz19, McC22], un-
conditional uniqueness [GKO13, Ki19], or invariant renormalized Gibbs measures [Bou96a,
DNY24], we succeed (in Theorem 2.1 below), by a canonical change of variable, in making
the nonlinearity of (NLS) regularizing up to a gauge transform3. This step is fundamental

3Roughly speaking, it means that the only obstruction transform (NLS) into a Hamiltonian PDE with a regu-
larizing nonlinearity is the existence of terms depending on the mass ∥u∥2L2
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in our approach and deeply uses dispersive properties of (NLS). We think that Theorem
2.1, although probably not surprising in the dispersive community (where this kind of
result are obtained without preserving symplecticity), could be useful for other purpose
in the Hamiltonian PDEs world. Note, however, that this regularization modulo a gauge
transform has already been observed in the integrable case (see Theorem 2.1 in [KST17]).
In the preamble to section 2, we give more details about this dispersive effect.
• With this "regularizing normal form", the Pöschel’s scheme makes sense but it is not

the end of the story since, first, the regularization is just partial, but also Pöschel was
considering external parameters (namely the Fourier coefficients of a potential) and we
don’t. Nevertheless, as in [Pos02], we iterate a loop that consists in adding one mode to
the finite-dimensional tori already constructed. The central tool for achieving this loop is
a KAM theorem. So we iterate an infinite number of KAM theorems. The main difficulty
lies in preserving the so called twist condition which provide small divisor estimates at the
cost of excluding few internal parameters (which are essentially the squared moduli of the
initial datum’s Fourier coefficients).
• To do this, we revisit the classical KAM theorem: we prove a normal-form theorem (see

Theorem 5.3) where we eliminate much more than, as usual in KAM scheme, the 2-jet
of the perturbation. Roughly speaking we eliminate something between the 3-jet and
the 4-jet, see Definition 5.2. This forces us to have a stronger smallness condition on
this perturbation and leads us, between each application of KAM (each loop), to apply a
Birkhoff procedure (see Theorem 6.3).

We expect that our approach is quite robust and not too specific to (NLS). Indeed, on the one
hand, there exist many Hamiltonian PDEs without external parameters for which it is possible
to modulate similarly the frequencies using initial data (perturbations of KdV and Benjamin–
Ono equations [BG21], (NLS) on non rectangular flat tori [BC24], the pure gravity water waves
[FG24]...). Moreover, in general, the way in which frequencies depend on external parameters is
rarely as favorable as for NLS with a convolutional potential (4) while the kind of dependency with
respect to the internal parameters is more universal. On the other hand, the fact that dispersion
provides regularizing effects is a quite general idea which has been applied in many contexts. So
we do not expect our regularizing normal form to be specific to (NLS), but to be equally valid for
other one-dimensional periodic dispersive PDEs (see e.g. [ErTz13b, ErTz13c]).

1.3. Extended version of the main result. Now, we give a more precise version of our main
result which include some information about the shape of the infinite dimensional tori. Actually,
we prove that they accumulate on the finite dimensional Kronecker tori constructed by Kuksin–
Pöschel in [KP96] for the Hausdorff distance4

dist(T1, T2) := max
(
sup
u∈T1

inf
v∈T2

∥u− v∥ℓ2ϖ , sup
v∈T2

inf
u∈T1

∥u− v∥ℓ2ϖ
)
, E1, E2 ⊂ ℓ2ϖ.

Theorem 1.6. Let S1 ⊂ Z be a non empty finite set and let Ξ0 be a compact set included in
(0, 1)S1 . For all ε ≤ 1, there exist a Borel set Ξε ⊂ Ξ0, a family (T ε

ξ )ξ∈Ξε of subsets of ℓ2ϖ, a
family of homeomorphisms Ψε

ξ : TS1 → T ε
ξ indexed by ξ ∈ Ξε and an injective map ω(ε) : Ξε → RS1

such that
(i) for all ξ ∈ Ξε, T ε

ξ is a Kronecker torus of frequencies ω(ε), i.e.

∀θ ∈ TS1, t 7→ Ψε
ξ(ω

(ε)t+ θ) is a global solution to (NLS).

4it is indeed a distance on the set of the compact sets of ℓ2ϖ.
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(ii) for all ξ ∈ Ξε, T ε
ξ is close to εTξ for the Hausdorff distance induced by the ℓ2ϖ norm

(5) dist(T ε
ξ , εTξ) ≤ ε1+

1
10 ,

(iii) the set Ξε is asymptotically of full measure, i.e.

lim
ϵ→0

Leb(Ξϵ) = Leb(Ξ0),

(iv) for all j ∈ S1, there exists a 1-Lipschitz function5 λ
(ε)
j : Ξε → R, bounded by 1, such that

for all ξ ∈ Ξε,

(6) ω
(ε)
j (ξ) = j2 − ε2f ′(0)

(
ξj − 2

∑
i∈S1

ξi
)
+ ε5/2λ

(ε)
j (ξ).

(v) for all ξ ∈ Ξε, T ε
ξ is accumulated by infinite dimensional tori: for all ρ ≤ 1, there exists a

non resonant infinite dimensional Kronecker torus T ε,ρ
ξ ⊂ ℓ2ϖ such that

dist(T ε,ρ
ξ , T ε

ξ ) ≤ ρ.

Let us comment our result, in particular comparing it with Kuksin–Pöschel result [KP96].
• items (i)-(iv) are consequences of the result by Kuksin–Pöschel [KP96]. In particular

items (ii)-(iv) ensures that, up to an asymptotically zero measure set, we consider the
same invariant tori of finite dimension that Kuksin–Pöschel. More precisely, items (iii)
and (iv) imply that we could parametrize finite dimensional tori by frequencies living in
the same set as Kuksin–Pöschel tori (up to an asymptotic zero measure set) while item
(ii) ensures that the tori we consider indeed bifurcate from the linear ones.
• item (v) is the new part: it says that we are able to construct infinite dimensional invariant

tori (as stated in Theorem 1.2) but furthermore, that Kuksin–Pöschel tori, which are in a
sense exceptional since of finite dimension, are not isolated in the phase space: they are
accumulated by infinite dimensional invariant tori.
• All the finite dimensional invariant tori we construct are KAM tori, i.e. with linear flow

and linearly stable, but we cannot conserve the linear stability when we pass to the limit
(essentially because the normal form that we construct is only defined on the torus). Thus
our infinite dimensional invariant tori are Kronecker tori.
• The infinite dimensional tori that we construct are not maximal in the sense that they

are built on a set of Fourier modes which is sparse in Z. To be more specific, in assertion
(v), the frequencies vector ωε,ρ(ξ) ∈ RN of the tori T ε,ρ

ξ satisfies ωε,ρ
i (ξ) = j2i + o(1) for

some rapidly increasing integers ji, i ∈ N (see section 9.3.1). Ideally we would like a full
dimensional torus, i.e. ji = i. This restriction, although technical, does not seem easy to
remove.

1.4. About the proof. A detailed scheme of proof would be very long and maybe too technical,
here we just want to give the principal keys in an informal way. Note that each section has a short
introduction that attempts to clarify the section’s place in the overall proof. Now, we assume that
the reader is familiar with the techniques of KAM theory and Birkhoff normal form theory.

▷ Modulation of frequencies and twist condition. The crucial hypothesis in any KAM theorem is
the twist condition: assume that the frequencies vector ω = (ωj)j∈S , S being finite or infinite
subset of Z, depends smoothly on parameters ξ ∈ RS , we want to be able to modulate the
frequencies when moving the parameters. So we want the derivative of ω, denoted dω, to be

5for the ℓ1 norm.
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invertible in some sense depending on the topology we choose on the set of frequencies and on the
set of parameters. In the case of (NLS) with f ′(0) = −1 the first correction to ωj is ξj (it comes
from the term 1

2 |uj |
4 in the Hamiltonian which, once you recenter around ξj writing |uj |2 = ξj+yj ,

shows up a quadratic term ξjyj). Let us write ωj = ξj+εω̃j where ε is a small parameter linked to
the size of the perturbation (i.e. of the solution here). The twist condition results in invertibility
of Id + εdω̃ and, if we want a diagonally dominant matrix6, can be rewritten as

sup
k∈S

∑
j∈S
|∂ξk ω̃j | ≲ 1.

The non-linearity regularization improves the estimate on ω̃. By δ-regularizing Hamiltonian we
mean an analytic Hamiltonian P that satisfies (locally) ∇P : ℓ1s0 → ℓ1s0+δ where

ℓ1s0 := {u ∈ CZ |
∑
k∈Z
⟨k⟩s0 |uk| <∞}, for some s0 ≥ 0.

Without regularization (δ = 0) we expect estimates on ω̃ of the type |∂ξk ω̃j | ≲ 1 and we cannot
expect to prove the twist condition except if S is finite (this is actually the case in [KP96]). When
S is infinite, we need regularization (δ > 0) and we can still distinguish two cases:

• with a regularization without loss (δ > 0 and s0 = 0) we expect estimates on ω̃ of the type
|∂ξk ω̃j | ≲ 1

⟨j⟩δ uniformly in k and we can prove the twist condition for δ > 1 or S sparse.
• with a regularization with loss (δ > 0 and s0 > 0), which is actually our case with s0 = 2δ,

we prove estimates on ω̃ of the type (in fact ξ 7→ ω̃ will be only Lipschitz and we have to
adapt the twist condition but we omit this problem here)

(7) |∂ξk ω̃j | ≲ 1 ∧ ⟨j⟩−δ⟨k⟩2s0 ∧ ⟨k⟩−δ⟨j⟩2s0

and we prove the twist condition for δ > 0 and S sparse. For instance, when s0 = 2δ, we
can take S = {ip, p ∈ N} with ip+1 ≥ i5p (see section 9.3.1).

▷ About the sparsity condition on S. We can try to explain why estimate (7) is natural and thus
why, for the meantime, sparsity seems unavoidable without a significant improvement in our
regularizing normal form theorem (section 2). In fact the problem comes from integrable terms in
the Hamiltonian. Theorem 2.1 allows terms of the form ck,ℓ,j |uj |2|uℓ|2|uk|2 in the nonlinear term
with, if we assume ⟨k⟩ ≫ ⟨ℓ⟩ ≥ ⟨j⟩, the estimate7 |ck,ℓ,j | ≤ ⟨k⟩−δ⟨ℓ⟩4δ⟨j⟩4δ. After opening modes
j and ℓ this term generates a contribution to the frequency of index k: ω̃k(ξ) = ck,ℓ,jξℓξj and we
have ∂ξℓω̃k = ck,ℓ,jξj . If j is very small, this term could be of order ⟨k⟩−δ⟨ℓ⟩4δ.
▷ KAM with internal parameters. To perform a KAM theorem using internal parameters we know,
after Kuksin-Pöschel [KP96], that we first need to perform a Birkhoff normal form up to order
four which brings out the 4th-order integrable terms,

∑
k |uk|4, from the cubic term in the original

equation. As we have seen above these terms are used to satisfy the twist condition. Actually, after
our regularization step, we obtain a normal form ready for the first KAM step which essentially
constructs the Kuksin–Pöschel invariant tori. Then our strategy consists in adding a new internal
site and to apply again a KAM theorem, and then to iterate this loop. So we need, at the loop
output, a Hamiltonian in normal form up to order four. We have two possibilities:

6which is equivalent to consider ω : ℓ1(S) → ℓ1(S) and to apply a Neumann series argument
7Indeed we can compute explicitly all the sixtic terms and we obtain (see for instance [BFG20] where these

terms are very useful) Z6 =
∑

k ̸=ℓ
|uk|4|uℓ|2
(k−ℓ)2

which leads to a quite better estimates of ck,ℓ,j , but it is difficult to
expect such "convolution" structure to be stable at higher degree. So in general we cannot expect better estimate
than the one given by Theorem 2.1.
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• Following the standard KAM theorem we remove the 2-jet of the perturbation during the
KAM step and then we apply a Birkhoff normal form procedure to eliminate the order
3 terms and order 4 terms that are not integrable. This strategy seems to be the most
reasonable, just mimicking [KP96], but it faces an obstruction. In fact when eliminating
order 3 terms by Birkhoff, we will create terms of order 4 by taking the Poisson bracket
between terms of order 3 (typically {P3, χ3} where P3 is an order 3 term of the perturbation
and χ3 is an order 3 term coming from the resolution of the cohomological equation).
Among them we can create ak,j |uk|2|uj |2 where, a priori8, ak,j is of size 1. Then, when we
open the site k, |uk|2 becomes ξk + yk and this generates the term ak,jξk|uj |2. In other
words, we have created a contribution to ωj equals to ak,jξk whose C1 (or Lipschitz) norm
is, a priori, of size 1. Thus, as seen above, we cannot satisfy the twist condition at the
next step. We note that this obstruction does not appear when eliminating order 4 terms.
• We remove all the 3-jet (and actually a part of the 4-jet) during the KAM step. This

is very expensive in terms of small divisors. In fact to perform such KAM theorem, we
have to solve successively 6 cohomological equations and at the end we have to assume
that this part of the jet of our perturbation is very small (r4000 where r is the size of
the neighborhood of the current torus). Then after each KAM step and before each new
opening step we will apply a Birkhoff procedure to make much smaller the terms of the
perturbation that will appear in this jet when we open the new site. Then for the next
KAM step this jet will be small enough to eliminate it by applying our KAM theorem.

Clearly, although less natural, we adopt the second solution in this paper.

▷ About our choice of Hamiltonian class. As explain previously, in order to be able to get the twist
condition, we need to propagate (in our normal form construction) sharp Lipschitz estimates on
the modulated frequencies (like (7)). In particular, it requires to have sufficiently good estimates
on the Hamiltonians appearing in our construction (implying in particular vector field estimates
from ℓ1 to ℓ1). Since these estimates are quite involved, we have chosen the most direct option:
we simply propagate estimates on the coefficients of the Hamiltonians and we do not modify the
phase space and its topology. It generates spaces of analytic functions (see Definition 3.1) but the
drawback of such approach is that the stability of such spaces with respect to the composition by
Lie transforms is not automatic. Nevertheless, we prove it (in Lemma 3.10) by using an ad-hoc
Cauchy Kowaleskaya theorem (see Lemma 10.1).

▷ About our small divisor estimates. To prove our KAM theorem (see Theorem 5.3), but also our
Birkhoff theorem (see Theorem 6.3), we need to control more small divisor than usual (e.g. to
remove the 3−jet in the KAM theorem). Therefore, at each step, we impose a fourth Melnikov
condition on the frequencies (see (66)). We prove that they are typically satisfied using arguments
similar to those developed by two of the authors in [BG21] to perform Birkhoff normal forms for
PDEs in low regularity9.

▷ About the amplitudes of the tori. Very schematically, if we denote by (rp)p∈N the sequence of
sizes of the circles that make up the infinite dimensional tori we are constructing, we strongly use,
as in [Pos02], that rp+1 can be chosen much much smaller than rp. In a way we have an infinite
reservoir of smallness and this enables us to make assumptions such as "the adapted jet is of size

8Here P3 and χ3, as part of the residual terms of KAM, do not have small coefficients.
9Note that the situation is actually quite similar here in the sense that the estimates we propagate implies that

the Hamiltonians enjoys vector fields estimate from ℓ1 into ℓ1.
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r4000" in our KAM theorem. The downside is that we relinquish all reasonable control over the
decay of rp (contrary to [BMP20] or [Con23]). More generally, we are not trying to optimize sizes.

▷ About the geometry of our invariant sets. For simplicity, we only focused on topological consid-
erations about the geometry of the Kronecker tori we constructed. In particular, we do not think
there is any serious obstruction to proving that the associated embeddings Ψ are in fact analytic
(as it is usually done for finite dimensional tori, see e.g. [KP96]). However, it would generate, of
course, technicalities we preferred to avoid to lighten the proofs.

▷ On the smoothness assumption on f . We require f to be an entire function such that z 7→ f(z2)
grows at most exponentially fast. It is clearly more than just analytic in a neighborhood of the
origin (i.e. as [KP96]). Actually, by a Cauchy estimate, it can be seen as a smoothness assumption :
we require bounds of the form |f (p)(0)| ≤ (p!)−1Cp instead of the classical bounds |f (p)(0)| ≤ p!Cp

(for a constant C > 0 independent of p). We use this extra (p!)−2 factor to perform the Wick
resummation of the nonlinearity in order to put the equation in regularizing normal form (see
Section 2).

1.5. Notations, constants and Hamiltonian formalism.

1.5.1. Global constants. Three global constants are omnipresent in the paper :

δ := 1, η0 = 10 and ηmax = 100.

It is convenient to fix them once for all to do avoid to generate irrelevant dependencies. The first
one, δ, correspond to the smoothing effect we get from the regularizing normal form. It could
be any number between 0 and 1 (but of course, it would influence a lot the numerology of most
of our exponents). The two others, η0 and ηmax encode respectively the minimal and maximal
radii of analyticity of the Hamiltonians we consider from Section 3. These are just normalisation
constants.

1.5.2. Notations. We use some quite standard notations. For all a, b ∈ R, a ∧ b := min(a, b) and
a ∨ b := max(a, b). The Japanese bracket is defined by ⟨a⟩ :=

√
1 + a2 for a ∈ R. We shall use

the notation A ≲ B to denote A ≤ CB where C is a positive constant depending on parameters
fixed once for all. We will emphasize by writing ≲α when the constant C depends on some other
parameter α. The phase space ℓ2ϖ and the nonlinearity f are also considered as fixed once for all.
Finally, all along the paper, we will use the following notation to rearrange the indices. If E is a
set 1E denotes the indicator function of this set. If P denotes a property 1P is equal to 1 is P is
true and it is equal to 0 is P is false.

Definition 1.7 (Rearrangement ℓ∗j ). Given q ≥ 0 and a vector ℓ ∈ Zq, ℓ∗1, · · · , ℓ∗q denotes a
rearrangement of ℓ1, · · · , ℓq satisfying |ℓ∗1| ≥ · · · ≥ |ℓ∗q |.

1.5.3. Hamiltonian formalism. As usual, discrete Lebesgue spaces are defined, for 1 ≤ p <∞, by

ℓp := {u ∈ CZ | ∥u∥pℓp :=
∑
k∈Z
|uk|p <∞}, ℓ∞ := {u ∈ CZ | ∥u∥ℓ∞ := sup

k∈Z
|uk| <∞}.

We extend these definitions for sequences indexed by subsets of Z. Recalling that we identify func-
tions with their sequence of Fourier coefficients (defined by (1)), the Fourier–Plancherel isometry
writes

∀u ∈ ℓ2, ∥u∥2ℓ2 =

∫
T
|u(x)|2dx

2π
=: ∥u∥2L2 .
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We equip ℓ2 of the standard real scalar product (u, v)ℓ2 defined by

∀u, v ∈ ℓ2(T), (u, v)ℓ2 := ℜ
∑
k∈Z

ukvk = ℜ
∫
T
u(x)v(x)

dx

2π
.

Given an open subset U ⊂ ℓ2ϖ, a smooth function P : U → R and u ∈ U , its gradient ∇P (u) is
the unique element of ℓ2ϖ−1(Z)10 satisfying

∀v ∈ ℓ2ϖ, (∇P (u), v)ℓ2 = dP (u)(v).

It can be easily checked that

(8) ∀k ∈ Z, (∇P (u))k = 2∂uk
P (u) := (∂ℜuk

+ i∂ℑuk
)P (u).

We always equip ℓ2ϖ with the usual symplectic form (i·, ·)ℓ2 . Therefore (NLS) is a Hamiltonian
system as it writes

(9) i∂tu = ∇H(NLS)(u), with H(NLS)(u) :=
1

2

∫
T
|∂xu(x)|2 + F (|u(x)|2)dx

2π

where F is the primitive of f vanishing at the origin. Finally, we recall that a C1 map τ : U → ℓ2ϖ
is symplectic if

∀u ∈ U ,∀v, w ∈ ℓ2ϖ, (iv, w)ℓ2 = (idτ(u)(v), dτ(u)(w))ℓ2 .

Moreover, if H,K : U → R are two smooth functions such that ∇H (or ∇K) is ℓ2ϖ valued then
the Poisson bracket of H and K is defined by

{H,K}(u) := (i∇H(u),∇K(u))ℓ2 .

Note that, as usual, it also satisfies

(10) {H,K} = 2i
∑
k∈Z

∂uk
H∂uk

K − ∂uk
H∂uk

K.

1.6. Organization of the paper. Section 2 is independent of the rest of the paper and provides
a regularizing normal form result result, Theorem 2.1, that is crucial in the proof of Theorem 1.6
and that is interesting in itself. The other sections are all related and focus on proving our main
result, Theorem 1.6. The heart of the proof is in section 8, where we show how to go from a
Hamiltonian in normal form with p internal modes to a Hamiltonian in normal form with p + 1
internal modes, and therefore how to go from p-dimensional invariant torus to a p+1-dimensional
invariant torus. Then in section 9 we implement the iterative scheme that allows us to take the
limit p→ +∞. Sections 3 4 5 6 7 are preparatory, providing all the necessary tools, in particular
a KAM theorem (Theorem 5.3) and a Birkhoff theorem (Theorem 6.3) adapted to our purpose.
Each section has a short introduction that attempts to clarify the section’s place in the overall
proof.

1.7. Acknowledgments. During the preparation of this work the authors benefited from the
support of the Centre Henri Lebesgue ANR-11-LABX-0020-0 and J.B. was also supported by the
region "Pays de la Loire" through the project "MasCan". T.R. was partially supported by the
ANR project Smooth ANR-22-CE40-0017. J.B. and B.G. were partially supported by the ANR
project KEN ANR-22-CE40-0016.

10where (ϖ−1)k := ϖ−1
k for all k ∈ Z
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2. Regularizing normal form

As explained in the introduction, the first step towards the proof of Theorem 1.6 is to put the
NLS equation (NLS) into regularizing normal form. Indeed, it is known in the dispersive PDE
community [ErTz13a, ErTz13c, McC22] that by using a Poincaré-Dulac normal form reduction
after a suitable gauge transformation, one can show a nonlinear smoothing effect for the periodic
NLS equation with polynomial nonlinearity. Namely, after transformation of the equation, the
nonlinear part of the Duhamel formula can be controlled at a higher regularity than the initial
data. In this section, our goal is to establish a similar result for (NLS), but through a kind of
convergent Birkhoff normal form transformation. While the Poincaré-Dulac transformation works
well to show nonlinear smoothing at the level of the equation, it does not preserve symplecticity.
Here we instead work directly at the level of the Hamiltonian.

The first step is to remove trivial resonances. At the level of the equation, this is usually done
by a suitable gauge transformation. Here we instead expand our Hamiltonian in terms of Wick
products, which are known in the quantum field theory literature to be the suitable renormalization
of usual power nonlinearities obtained by removing single pairings (leading to the so-called UV
divergencies in EQFT). Then we remove non-resonant interactions through a convergent Birkhoff
procedure.

2.1. Statement. In the following theorem, which is the main result of this section, we conjugate
the Hamiltonian of (NLS), H(NLS), defined by (9), to a 1-smoothing Hamiltonian.

Theorem 2.1. There exist some constants ρ, C > 0 and a C1 symplectic map τ : Bℓ2ϖ
(0, ρ)→ ℓ2ϖ

such that for all u ∈ Bℓ2ϖ
(0, ρ)

H(NLS) ◦ τ = H
(0)
1 (u) +

∑
2n+q≥6

∑
σ∈{−1,1}q

σ1+···+σq=0

∑
σ1ℓ1+···+σqℓq=0

Hℓ,σ
n ∥u∥2nL2

∏
1≤j≤q

u
σj

ℓj

with the usual convention u−1
ℓ := uℓ and where

H
(0)
1 (u) :=

1

2

∑
k∈Z

(
|k|2 − f ′(0) |uk|

2

2

)
|uk|2 +

f ′(0)

2
∥u∥4L2

and the coefficients Hℓ,σ
n ∈ C satisfy the bound

|Hℓ,σ
n | ≲ Cq+2n

(
1 ∧ ⟨ℓ

∗
3⟩2

⟨ℓ∗1⟩
)
.

Moreover, the map τ satisfies the following properties for all u ∈ Bℓ2ϖ
(0, ρ):

• it preserves the L2 norm and commutes with the gauge transform : ∥τ(u)∥L2 = ∥u∥L2 and
τ(eiθu) = τ(u) for all θ ∈ T,
• it is close to the identity : ∥τ(u)− u∥ℓ2ϖ ≲ ∥u∥3ℓ2ϖ ,
• its derivative is close enough to the identity : ∥dτ(u)− Id∥ℓ2ϖ→ℓ2ϖ

≤ 1
2 .

Remark 2.2. A quite direct extension of our construction would allow to prove that τ − Id is
actually smoothing up to a gauge transform, i.e. that for all u ∈ Bℓ2ϖ

(0, ρ), there exists θ(u) ∈
T such that ∥τ(u) − eiθ(u)u∥ℓ2ϖ♯

≲ ∥u∥3ℓ2ϖ where (ϖ♯)k := ϖk⟨k⟩. It would make Theorem 2.1
more similar to [KST17] (dealing with the cubic (NLS) case) but since this is not useful for our
application, we did not include it.
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This theorem is proven in subsection 2.7. We point out that all the notions and notations
introduced in this section are specific to it and will not be used in the rest of the paper. Never-
theless, to make the paper more consistent, we use a formalism very close to the one we use in
the other sections (and which, at first glance, may seem surprising for a kind of Birkhoff normal
form procedure).

2.2. Classes of analytic functions and pairing. Let us introduce some further notations and
basic definitions to prove Theorem 2.1.

First, we define a special set of indices which will correspond to monomial whose highest index
is associated with an action.

Definition 2.3 (Set of indices Pq). Being given q ≥ 0, Pq denotes the set of indices (ℓ,σ) ∈ Zq×
{−1, 1}q such that there is a pairing between the two highest indices: there exist j1, j2 ∈ {1, . . . , q}
such that

j1 ̸= j2, ℓj1 = ℓj2 , σj1 = −σj2 , |ℓj1 | = |ℓ∗1|.

Then, we define two spaces of homogeneous polynomials.

Definition 2.4 (Spaces Pη,r and Rη,r). Given η ≥ η0 and r ∈ (0, 1), we denote by Pη,r the set of
the formal series P of the form

P (µ, v) =
∑
q≥0

∑
σ∈{−1,1}q

∑
ℓ∈Zq

∑
n≥0

P ℓ,σ
n µn

∏
1≤j≤q

v
σj

ℓj

whose coefficients P ℓ,σ
n ∈ C satisfy the following conditions

(i) reality condition : P ℓ,−σ
n = P ℓ,σ

n ,
(ii) preservation of the mass : if P ℓ,σ

n ̸= 0 then σ1 + · · ·+ σq = 0,
(iii) zero momentum condition : if P ℓ,σ

n ̸= 0 then σ1ℓ1 + · · ·+ σqℓq = 0,
(iv) bound :

∥P∥Pη,r := sup
q≥0, ℓ∈Zq

σ∈{−1,1}q

∑
n≥0

|P ℓ,σ
n |r2n+qeηq+2η0nA−1

ℓ,σ <∞ where A−1
ℓ,σ := 1 ∨ e−q ⟨ℓ∗1⟩

⟨ℓ∗3⟩2
1(ℓ,σ)∈Pq

.

We denote by Rη,r, the subspace of Pη,r of the formal series P satisfying the extra bound

∥P∥Rη,r := sup
q≥0, ℓ∈Zq

σ∈{−1,1}q

∑
n≥0

|P ℓ,σ
n |r2n+qeηq+2η0nB−1

ℓ <∞ where B−1
ℓ := 1 ∨ e−q ⟨ℓ∗1⟩

⟨ℓ∗3⟩2
.

Remark 2.5. The definition of these quite unusual norms are motivated by Lemma 2.21 and
Lemma 2.15 which are crucial in our proof.

Lemma 2.6 (Formal series define functions). Let r ∈ (0, 1), η ≥ η0 and P ∈ Pη,r. Then

u 7→ P (∥u∥2L2 , u) =: P (u)

defines a smooth function from Bℓ2ϖ
(0, 3r) into R and enjoys the estimate

sup
u∈B

ℓ2ϖ
(0,3r)

|P (u)| ≲ ∥P∥Pη,r .
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Proof. It suffices to prove that the formal series defining P (u) converges uniformly for u ∈
Bℓ2ϖ

(0, 3r). By definition of the norm ∥P∥Pη,r , it suffices to prove that∑
n∈N

∑
q∈N

r−2ne−ηq−2η0n(3r)2n
∑

ℓ∈Zq , σ∈{−1,1}q
wℓ1 · · ·wℓq ≲ 1

where wj = |uj |r−1 for j ∈ Z. Noticing that, since s ≥ 1, w ∈ ℓ1 with ∥w∥ℓ1 ≤ 5r−1∥u∥ℓ2ϖ ≤ 15
for u ∈ Bℓ2ϖ

(0, 3r), we deduce ∑
ℓ∈Zq , σ∈{−1,1}q

wℓ1 · · ·wℓq ≲ 30q.

On the other hand the summability with respect to (q, n) is ensured by the exponential e−ηq−2η0n

with η ≥ η0. □

Definition 2.7 (Projection Πa and Π≤a). Let a ≥ 0, r ∈ (0, 1) and η ≥ η0. We denote by Πa the
projection defined for all P ∈Pη,r by

ΠaP (µ, v) :=
∑

σ∈{−1,1}a

∑
ℓ∈Za

∑
n≥0

P ℓ,σ
n µn

∏
1≤j≤q

v
σj

ℓj
.

Moreover, we set Π≤a = Π0 + · · ·+Πa. If a < 0 we set Πa = 0.

Definition 2.8 (Degree and projections Πdeg≤d). Let d ≥ 0. Some coefficients (n, l,σ) ∈ N ×
Zq × {−1, 1}q, with q ≥ 0, have degree d if 2n + q = d. We denote by Πdeg=d the associated
projection defined by restriction of the coefficients to the indices of degree d. Moreover, we set
Πdeg≤d = Πdeg=0 + · · ·+Πdeg=d−1.

2.3. Laguerre polynomials and Wick renormalization. This subsection is devoted to the
proof of Proposition 2.9 below in which we prove that the nonlinearity of (NLS) belongs to some
spaces P2η0,r0 for some r0 > 0. Actually, the algebraic decomposition we prove is much stronger
but not useful in this paper. Before stating the proposition, we recall that F denotes the primitive
of the nonlinearity f vanishing at the origin and that we only have assumed that, F ′(0) = f(0) = 0
and that it is a real entire function such that z 7→ F (z2) grows at most exponentially fast11.

Proposition 2.9. There exists r0 ∈ (0, 1) and P (NLS) ∈ P3η0,r0, such that the nonlinear part of
the Hamiltonian of (NLS) satisfies

∀u ∈ Bℓ2ϖ
(0, 3r0),

1

2

∫
T
F (|u(x)|2)dx

2π
= P (NLS)(u) with Π2P

(NLS) = Πdeg≤3P
(NLS) = 0.

The proof of this proposition (given at the end of this subsection) requires one more definition
and a preparatory lemma.

Definition 2.10 (Laguerre polynomials, Wick-ordered polynomials).
(i) Given p ≥ 0, the p-th Laguerre polynomial is defined as

Lp(x) =

p∑
n=0

(−1)n

n!

(
p

n

)
xn.

Monomials can then be expanded as

xq = (q!)

q∑
m=0

(−1)m
(
q

m

)
Lm(x).(11)

11and that F ′′(0) = f ′(0) ̸= 0 but it is not useful in the section
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(ii) Given p ≥ 0, we define the Wick-ordered homogeneous polynomials of degree 2p by

: |u|2p : = (−1)p(p!)∥u∥2p
L2Lp

( |u|2
∥u∥2

L2

)
=

p∑
q=0

(−1)p−q p!

q!

(
p

q

)
∥u∥2(p−q)

L2 |u|2q.(12)

Our interest in these homogeneous polynomials comes from (the proof of) [DNY24, Proposition
2.2] that we recall in the next lemma. For convenience of the reader we also repeat the proof in
our context.

Lemma 2.11. Given p ∈ N, we have

W2p(u) :=

∫
T
: |u|2p : (x)dx

2π
=

∑
σ∈{−1,1}2p

∑
ℓ∈Z2p

(W2p)
ℓ,σ

∏
1≤j≤2p

u
σj

ℓj
(13)

where the coefficients (W2p)
ℓ,σ ∈ R satisfy

(W2p)
ℓ,σ = 0 if σ1 + · · ·+ σ2p ̸= 0 or σ1ℓ1 + · · ·+ σ2pℓ2p ̸= 0

and

|(W2p)
ℓ,σ| ≤ p!2p.(14)

Furthermore for any (ℓ,σ) ∈ Z2p × {−1, 1}2p, if (W2p)
ℓ,σ ̸= 0 then any pairing in (ℓ,σ) is over-

paired: if there exist 1 ≤ i < j ≤ 2q such that ℓi = ℓj and σiσj = −1 then there exits 1 ≤ k ≤ 2p
with k /∈ {i, j} such that ℓk = ℓi = ℓj.

Proof. First, we note that, for any q ≥ 0, by elementary combinatorial calculus, we have the
expansion

∥u∥2q
L2q =

∑
1≤n≤2q

∑
j1<···<jn

∑
α1+···+αn=q
β1+···+βn=q
j·(α−β)=0

q!∏n
ℓ=1αℓ!

q!∏n
ℓ=1 βℓ!

n∏
ℓ=1

uαℓ
jℓ
ujℓ

βℓ .

Then using (12), we deduce that

W2p(u) =
∑

1≤n≤2q

∑
j1<···<jn

∑
α1+···+αn=p
β1+···+βn=p
j·(α−β)=0

W
(n,α,β)
2p

n∏
ℓ=1

uαℓ
jℓ
ujℓ

βℓ

where

W
(n,α,β)
2p =

p∑
q=0

(−1)p−q

(
p

q

)
p!

q!

∑
γ1+···+γn=p−q
0≤γℓ≤αℓ∧βℓ

(p− q)!∏n
ℓ=1 γℓ!

(q!)2∏n
ℓ=1(αℓ − γℓ)!(βℓ − γℓ)!

= (−1)p(p!)2
p∑

q=0

(−1)q
∑

γ1+···+γn=p−q
0≤γℓ≤αℓ∧βℓ

1∏n
ℓ=1 γℓ!(αℓ − γℓ)!(βℓ − γℓ)!

.

As a consequence, coming back in the original variables, we have

W2p(u) =
∑

σ∈{−1,1}2p
σ1+···+σ2p=0

∑
ℓ∈Z2p

σ1ℓ1+···+σ2pℓ2p=0

(W2p)
ℓ,σ

∏
1≤j≤2p

u
σj

ℓj
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where

(15) (W2p)
ℓ,σ := 2−p(−1)p

p∑
q=0

(−1)q
∑

γ1+···+γn=p−q
0≤γℓ≤αℓ∧βℓ

n∏
ℓ=1

αℓ!βℓ!

γℓ!(αℓ − γℓ)!(βℓ − γℓ)!
,

n ≥ 1,α,β ∈ Nn denoting indices such that the monomial
∏

1≤j≤2p u
σj

ℓj
can be written under the

form
∏n

ℓ=1 u
αℓ
jℓ
ujℓ

βℓ for some j1 < · · · < jn.

With these notations, if for some ℓ, αℓ = βℓ = 1, then γℓ ∈ {0, 1} and moreover the q-th
coefficient in the sum for γℓ = 0 exactly cancels out the (q + 1)-th term for γℓ = 1. This shows
that (W2p)

ℓ,σ = 0, i.e. that any pairing in W2p is always over-paired.

It only remains to estimate (W2p)
ℓ,σ. It is not clear how to get a good estimate from (15), so we

prove another formula. First, we note that for all p ≥ q there exists a set Ep,q (whose definition
is simple but long and not useful for us) such that

∥u∥2(p−q)
L2 ∥u∥2q

L2q =
∑
ℓ∈Z2p

∑
σ∈{−1,1}2p

1(ℓ,σ)∈Ep,q

∏
1≤j≤2p

u
σj

ℓj
.

Thus, by symmetrizing this coefficients, it follows of (12) that

(W2p)
ℓ,σ =

p∑
q=0

(−1)p−q p!

q!

(
p

q

)
Sℓ,σ,p,q

where

Sℓ,σ,p,q =
1

(2p)!

∑
φ∈S2p

1(φℓ,φσ)∈Ep,q

So using that |Sℓ,σ,p,q| ≤ 1, it comes

|(W2p)
ℓ,σ| ≤

p∑
q=0

p!

q!

(
p

q

)∣∣∣ ≤ p!2p.
□

Proof of Proposition 2.9. From (11)-(12) and denoting µ = ∥u∥2L2 we formally expand∫
T
F (|u(x)|2)dx =

∑
p≥2

F (p)(0)

p!

p∑
q=0

µp−q p!

q!

(
p

q

)
W2q(u)

=
∑
q≥0

∑
σ∈{−1,1}2q

∑
ℓ∈Z2q

∑
n≥0

(W2q)
ℓ,σF

(q+n)(0)

q!

(
q + n

q

) ∏
1≤j≤2q

u
σj

ℓj
µn.(16)

Let us denote 2P (NLS)(µ, u) the formal series (16). It remains to prove that for a convenient choice
of r0

sup
q≥0

sup
σ∈{−1,1}2q

ℓ∈Z2q

∑
n≥0

|(W2q)
ℓ,σ| |F

(q+n)(0)|
q!

(
q + n

q

)
r−2n−q
0 e3η0q+2η0n

(
1 ∨ e−q ⟨ℓ∗1⟩

⟨ℓ∗3⟩2
1(ℓ,σ)∈P2q

)
<∞
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First we note that, taking into account the over-pairing property satisfied by W2q (see Lemma
2.11) we deduce that if (ℓ,σ) ∈ P2q and (W2q)

ℓ,σ ̸= 0 then ⟨ℓ∗1⟩ = ⟨ℓ∗3⟩. As a consequence it
suffices to prove that

(17) sup
q≥0

sup
σ∈{−1,1}q

sup
ℓ∈Zq

∑
n≥0

|(W2q)
ℓ,σ| |F

(q+n)(0)|
q!

(
q + n

q

)
r−2n−q
0 e3η0q+2η0n <∞

Let p ≥ 2. From the assumption on F together with Cauchy’s integral formula, we get that
there exist c > 0 such that for any r ≥ 1,

|F (p)(0)| ≲ p!
ecr

1
2

rp+1
,

which, after optimizing in r, gives

|F (p)(0)| ≲ p!
( ce
2p

)2p+1
≲ c2p(p!)−1.

Using the bound (14) on |(W2q)
ℓ,σ|, this gives

|(W2q)
ℓ,σ| |F

(q+n)(0)|
q!

(
q + n

q

)
r−2n−q
0 e3η0q+2η0n ≲ 2qc2(q+n) 1

n!
r−2n−q
0 e3η0q+2η0n.

Therefore, setting r0 = 4c2e−3η0 , (17) holds true and thus P ∈ P3η0,r0 .

Finally in view of (12)-(13) we have W2 ≡ 0 and then, using (16), we get Π2P
(NLS) = 0.

Furthermore since (16) contains only monomials with even degree and F (0) = F ′(0) = 0, it
follows that Πdeg≤3P

(NLS) = 0
□

2.4. Vector field estimates, Poisson brackets and flows.

Lemma 2.12 (Vector field estimates). Let r ∈ (0, 1), η ≥ η0 and χ ∈ Pη,r. Then ∇χ defines a
smooth function from Bℓ2ϖ

(0, 3r) into ℓ2ϖ and enjoys the estimates

(18) ∀j ≥ 0, sup
u∈B

ℓ2ϖ
(0,3r)

∥dj∇χ(u)∥(ℓ2ϖ)j→ℓ2ϖ
≲j r

−1−j∥χ∥Pη,r .

Proof. We assume without loss of generality that the coefficients of χ are symmetric and that
∥χ∥Pη,r = 1. First, we note that we have, for all u ∈ Bℓ2ϖ

(0, 3r)

∇χ(u) =
∑
d≥1

∇Πdeg=dχ(u) =
∑
d≥1

2u∂µΠdeg=dχ(u)︸ ︷︷ ︸
=:g(d)(u)

+∇vΠdeg=dχ(u)︸ ︷︷ ︸
=:h(d)(u)

.

On the one hand, proceed as in the proof of Lemma 2.6, we have that for all u ∈ ℓ2ϖ

(19) ∥g(d)(u)∥ℓ2ϖ ≲ (4r)−d∥u∥d−1
ℓ2ϖ

.

On the other hand, by symmetry of the coefficients, we have for all u ∈ ℓ2ϖ and k ∈ Z

h
(d)
k (u) =

∑
q+2n=d

2q
∑

σ∈{−1,1}q−1

∑
ℓ∈Zq−1

χ(ℓ,k),(σ,−1)
n ∥u∥2nL2

∏
1≤j≤q−1

u
σj

ℓj
.
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By definition of ∥χ∥Pη,r and using the zero momentum condition, it implies that

|h(d)k (u)| ≤
∑

q+2n=d
q≥2

2q
∑

σ∈{−1,1}q−1

∑
σ1ℓ1+···+σq−1ℓq−1=k

∥u∥2nℓ2ϖr
−q−2ne−ηq−2η0n

∏
1≤j≤q−1

|uℓj |

≤ e−
η
2
d

d∑
q=2

∥u∥d−q
ℓ2ϖ

r−d2qe−
η
2
q

∑
σ∈{−1,1}q−1

∑
σ1ℓ1+···+σq−1ℓq−1=k

∏
1≤j≤q−1

|uℓj |︸ ︷︷ ︸
=:f

(q)
k (u)

.

Now, we note that by Jensen, if σ1ℓ1 + · · ·+ σq−1ℓq−1 = k then

ϖk ≤ (q − 1)s−1(

q−1∑
j=1

⟨ℓj⟩s)ea(|ℓ1|+···+|ℓq−1|).

Thus applying the Young convolutional inequality and the Cauchy–Schwarz inequality, it comes

∥f (q)(u)∥ℓ2ϖ ≤ (q − 1)s∥u∥ℓ2ϖ
(∑
k∈Z
|uk|ea|k|

)q−2 ≤ (q − 1)s4q∥u∥q−1
ℓ2ϖ

.

As a consequence, applying the triangular inequality, it comes (since η ≥ η0)

(20) ∥h(d)(u)∥ℓ2ϖ ≤ 5−dr−d∥u∥d−1
ℓ2ϖ

d∑
q=2

2qe−
η0
2
q8q(q − 1)s ≲ 5−dr−d∥u∥d−1

ℓ2ϖ
.

Putting (19) and (20) together, we have proven that

∀u ∈ ℓ2ϖ, ∥∇Πdeg=dχ(u)∥ℓ2ϖ ≲ 5−dr−d∥u∥d−1
ℓ2ϖ

.

Then, noticing that ∇Πdeg=dχ is a homogeneous polynomial of degree q − 1 defined on a Hilbert
space (here ℓ2ϖ), this last estimate implies12 that∇Πdeg=dχ is smooth map from ℓ2ϖ to ℓ2ϖ satisfying
for all u ∈ ℓ2ϖ and all 0 ≤ j ≤ d− 1,

(21) ∥dj∇Πdeg=dχ(u)∥(ℓ2ϖ)j→ℓ2ϖ
≲

(d− 1)!

(d− 1− j)!
5−dr−d∥u∥d−1−j

ℓ2ϖ
≲j 4

−d−1−jr−d∥u∥d−1−j
ℓ2ϖ

.

Moreover, we also note that dj∇Πdeg=dχ = 0 for j ≥ d. It follows of (21) that the series∑
d d

j∇Πdeg=dχ converge uniformly onBℓ2ϖ
(0, 3r) and so that∇χ is a smooth map fromBℓ2ϖ

(0, 3r)

to ℓ2ϖ enjoying the estimate (18). □

As a corollary of the previous lemma a result about the existence of Hamiltonian flows generated
by Hamiltonian in Pη,r. This kind of corollary is standard in Hamiltonian PDEs. Moreover, in
Lemma 3.10 of the next section, we prove a very similar result in a context slightly more complex.
So we omit the proof.

Lemma 2.13 (Hamiltonian flow). Let r ∈ (0, 1), η > η0 and χ ∈ Pη,r be such that

(22) ∥χ∥Pη,r ≲ r2.

Then the flow of the equation i∂tv = ∇χ(v) defines a smooth map Φt
χ(·) ≡ Φt

χ(·) : (t, u) ∈
[−1, 1]×Bℓ2ϖ

(0, 2r)→ ℓ2ϖ enjoying the following properties:

12We refer to [BS71] for basic properties of polynomials on Banach spaces.
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(i) for each t ∈ [−1, 1], Φt
χ defines a symplectic change of variable from Bℓ2ϖ

(0, 2r) onto an
open set of ℓ2ϖ included in Bℓ2ϖ

(0, 3r),
(ii) Φt

χ and dΦt
χ are close to the identity: for all u ∈ Bℓ2ϖ

(0, 2r), all t ∈ [0, 1]

∥Φt
χ(u)− u∥ℓ2ϖ + r∥dΦt

χ(u)− Id∥ℓ2ϖ→ℓ2ϖ
≲ r−1∥χ∥Pη,r ,

(iii) d2Φt
χ is bounded: for all u ∈ Bℓ2ϖ

(0, 2r), all t ∈ [0, 1]

∥d2Φt
χ(u)∥ℓ2ϖ×ℓ2ϖ→ℓ2ϖ

≲ r−3∥χ∥Pη,r .

Corollary 2.14. In the setting of Lemma (2.13). If moreover Π≤3χ = 0 then for all u ∈
Bℓ2ϖ

(0, 2r)

∥Φt
χ(u)− u∥ℓ2ϖ ≲ ∥u∥3ℓ2ϖr

−4∥χ∥Pη,r .

Proof of Corollary 2.14. Let u ∈ Bℓ2ϖ
(0, 2r). If r−1∥u∥ℓ2ϖ ≥ 1 there is nothing new to prove. So

we assume that ρ := ∥u∥ℓ2ϖ < r. Since Π≤3χ = 0, by homogeneity, we have that

∥χ∥Pη,ρ ≤
(ρ
r

)4∥χ∥Pη,r .

Thus, applying Lemma 2.13 with r ← ρ, we get as expected that

∥Φt
χ(u)− u∥ℓ2ϖ ≲ ρ−1∥χ∥Pη,ρ ≲ ρ3r−4∥χ∥Pη,r .

□

Now we estimate the Poisson bracket between an elements of Pη,r and an element of Rη,r.

Lemma 2.15 (Poisson bracket). Let q′ ≥ 4, r ∈ (0, 1), η > η0. There exists a bilinear map
b(·, ·) : Pη,r ×Πq′Rη,r →

⋂
η0≤η′<η Pη′,r such that for all P ∈ Pη,r and all χ ∈ Πq′Rη,r, we have

(23) ∀u ∈ Bℓ2ϖ
(0, 3r), b(P, χ)(u) = {P, χ}(u),

(24) ∀q′′ ≥ 0, ∀η′ ∈ [η0, η), ∥Πq′′b(P, χ)∥Pη′,r ≲ r−2q′′e−q′′(η−η′)∥Πq′′−q′+2P∥Pη,r(q
′)5∥χ∥Rη,r .

From now, in view of (23), by a slight abuse of notations, we set

{P, χ} := b(P, χ).

Proof. We divide the proof in two steps.

• Step 1: Setting. By definition, using that P and χ commute with ∥ · ∥2L2 (conservation of the
mass), we have

{P, χ} = 2i
∑
j∈Z

∂vjP∂vjχ− ∂vjχ∂vjP.

By uniform convergence of the series defining P ∈ Pη,r (and its derivatives) on Bℓ2ϖ
(0, 3r), it

suffices to consider the case when P = ΠqP ∈ Pη,r is homogeneous (in v) of degree q ≥ 2. In that
case, using the zero momentum condition we get

{P, χ} = L

where for each ℓ′′ = (ℓ, ℓ′) ∈ Zq−1 × Zq′−1, σ′′ = (σ,σ′) ∈ {−1, 1}q−1 × {−1, 1}q′−1, n′′ ≥ 0

(2i)−1Lℓ′′,σ′′

n′′ =
∑

1≤i≤q, 1≤i′≤q′

n′′=n+n′

(
P (ℓ,j)i,(σ,+1)i

n χ
(ℓ′,j)i

′
,(σ′,−1)i

′

n′ − P (ℓ,j)i,(σ,−1)i

n χ
(ℓ′,j)i

′
,(σ′,+1)i

′

n′

)
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where (ℓ, j)i denotes the multi-index (ℓ1, · · · , ℓi−1, j, ℓi+1, · · · , ℓq−1) (and similarly for (σ,+1)i)
and as a consequence of the zero momentum condition,

−j =
q−1∑
i=1

σiℓi.

By definition of the norms ∥ · ∥Rη,r and ∥ · ∥Rη,r , since Aℓ,σ and Bℓ do not depend on the order
of the multi-indices, we deduce that

(2qq′)−1
∑
n′′≥0

r−2n′′−q′′eη
′q′′+2η0n′′ |Lℓ′′,σ′′

n′′ | ≤ 2r−2e−2ηe−q′′(η−η′)A(ℓ,j),(σ,1)∥P∥Pη,rBℓ′,j∥χ∥Rη,r .

Thus, to prove (24) it suffices to prove that

(25) A(ℓ,j),(σ,1)Bℓ′,j ≲ (q′)2Aℓ′′,σ′′ .

• Step 2: Core of the proof. Now, we aim at proving (25). First we note that (25) is trivial when
(ℓ′′,σ′′) /∈ Pq′′ . So from now we consider the case (ℓ′′,σ′′) ∈ Pq′′ and we are going to prove

(26) (q′)−2 ⟨(ℓ′′)∗1⟩
⟨(ℓ′′)∗3⟩2

≤ ⟨(ℓ, j)
∗
1⟩

⟨(ℓ, j)∗3⟩2
1((ℓ,j),(σ,1))∈Pq

+
⟨(ℓ′, j)∗1⟩
⟨(ℓ′, j)∗3⟩2

which clearly implies (25). In order to prove (26) we distinguish 3 cases .
• Case 1 : ⟨(ℓ′′)∗1⟩ = ⟨ℓ∗1⟩ > ⟨(ℓ′)∗1⟩. We decompose this case in 3 sub-cases.

– Sub-case 1.1 : ⟨j⟩ ≤ ⟨ℓ∗3⟩. In this case ((ℓ, j), (σ, 1)) ∈ Pq, ⟨(ℓ, j)∗1⟩ = ⟨ℓ∗1⟩ = ⟨(ℓ′′)∗1⟩
and ⟨(ℓ, j)∗3⟩ = ⟨ℓ∗3⟩ ≤ ⟨(ℓ′′)∗3⟩. Thus

⟨(ℓ′′)∗1⟩
⟨(ℓ′′)∗3⟩2

≤ ⟨(ℓ, j)
∗
1⟩

⟨(ℓ, j)∗3⟩2
1((ℓ,j),(σ,1))∈Pq

.

– Sub-case 1.2 : ⟨ℓ∗3⟩ ≤ ⟨j⟩ < ⟨ℓ∗1⟩. In this case we still have ((ℓ, j), (σ, 1)) ∈ Pq and
⟨(ℓ, j)∗1⟩ = ⟨(ℓ′′)∗1⟩. Furthermore, since (ℓ′′,σ′′) and ((ℓ, j), (σ, 1)) satisfies the zero
momentum condition, ((ℓ′, j), (σ′,−1)) has also zero momentum and thus ⟨j⟩ ≤
q′⟨(ℓ′)∗1⟩ ≤ q′⟨(ℓ′′)∗3⟩. On the other hand we also have ⟨(ℓ, j)∗3⟩ ≤ ⟨j⟩. All together we
get

⟨(ℓ′′)∗1⟩
⟨(ℓ′′)∗3⟩2

≤ (q′)2
⟨(ℓ, j)∗1⟩
⟨(ℓ, j)∗3⟩2

1((ℓ,j),(σ,1))∈Pq
.

– Sub-case 1.3 : ⟨j⟩ ≥ ⟨ℓ∗1⟩. In this case ⟨(ℓ′, j)∗1⟩ ≥ ⟨(ℓ′′)∗1⟩ and ⟨(ℓ′, j)∗3⟩ = ⟨(ℓ′)∗2⟩ ≤
⟨(ℓ′′)∗3⟩ and thus

⟨(ℓ′′)∗1⟩
⟨(ℓ′′)∗3⟩2

≤ ⟨(ℓ
′, j)∗1⟩

⟨(ℓ′, j)∗3⟩2
.

• Case 2 : ⟨(ℓ′′)∗1⟩ = ⟨(ℓ′)∗1⟩ > ⟨ℓ∗1⟩. Since (ℓ′′,σ′′) ∈ Pq′′ we know that (ℓ′,σ′) ∈ Pq′ and in
particular ⟨(ℓ′)∗2⟩ = ⟨(ℓ′)∗1⟩. Let us denote ℓ′♭ the multi-index ℓ′ from which we removed the
two largest indices and σ′

♭ the corresponding part of σ′ . By construction, the momentum
of ((ℓ′♭,σ

′
♭), (j,−1)) is still zero and thus

⟨(ℓ′, j)∗3⟩ ≤ ⟨(ℓ′♭, j)
∗
1⟩ ≤ q′⟨(ℓ′♭, j)

∗
2⟩ = q′⟨(ℓ′, j)∗4⟩ ≤ q′⟨(ℓ′)∗3⟩ ≤ q′⟨(ℓ′′)∗3⟩.

Therefore
⟨(ℓ′′)∗1⟩
⟨(ℓ′′)∗3⟩2

≤ (q′)2
⟨(ℓ′, j)∗1⟩
⟨(ℓ′, j)∗3⟩2

.
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• Case 3 : ⟨(ℓ′′)∗1⟩ = ⟨ℓ∗1⟩ = ⟨(ℓ′)∗1⟩. Then ⟨(ℓ′, j)∗3⟩ ≤ ⟨(ℓ′)∗2⟩ ≤ ⟨(ℓ′′)∗3⟩ and thus

⟨(ℓ′′)∗1⟩
⟨(ℓ′′)∗3⟩2

≤ ⟨(ℓ
′, j)∗1⟩

⟨(ℓ′, j)∗3⟩2
.

□

Optimizing the Poisson bracket estimate with respect to q′′, we get the following useful result.

Corollary 2.16. In the setting of Lemma 2.15, we have that

∥{P, χ}∥Pη′,r ≲ r−2(η − η′)−1∥P∥Pη,r(q
′)5∥χ∥Rη,r .

We end this section with a result on the action of the Hamiltonian flow Φt
χ by composition.

Lemma 2.17. Let r ∈ (0, 1), η > η0, α ∈ (0, η − η0], q′ ≥ 4 and χ ∈ Πq′Rη,r. Assume that χ
satisfies

(27) (q′)5∥χ∥Rη,r ≲ αr2.

Then for any P ∈Pη,r and any t ∈ [0, 1], there exits Pt ∈Pη−α,r such that

P ◦ Φt
χ = Pt on Bℓ2ϖ

(0, 2r)

and, identifying the formal series and the functions13, we have

(28) ∥P ◦ Φt
χ∥Pη−α,r ≤ 2 ∥P∥Pη,r .

Moreover, if Π2P = 0, we have that

(29) Π≤q′P ◦ Φt
χ = Π≤q′P.

Proof. Without loss of generality, we assume that Π0P = 0. Indeed, since χ commutes with the
L2 norm, we have (Π0P ) ◦ Φt

χ = Π0P .

Then, we want to apply the Cauchy–Kowaleskaya lemma proven in the appendix (see Lemma
10.1). So we set, for p ≥ 1, E(p) = ΠpPη0,r and ∥ · ∥E(p) := ∥ · ∥Pη0,r

. We note that, with the
notations of Lemma 10.1, we have for any β ≥ 0

Eβ = (Id−Π0)Pη0+β,r and ∥ · ∥β = ∥ · ∥Pη0+β,r
.

By Lemma 2.15, we have for all 0 ≤ β ≤ η − η0, all p ≥ 1, all P ∈ Eβ

∥Πp{P, χ}∥E(p) ≲ pe−βp∥P∥βr−2(q′)5∥χ∥Pη,r

and thus the linear map L := {·, χ} satisfies (167) with CL ∼ r−2(q′)5∥χ∥Pη,r . As a consequence
of (27) we have 2CL ≤ α.

Now let P ∈ Pη,r. Applying Lemma 10.1, there exists t 7→ Pt ∈ C1([0, 1];Pη−α,r) solution of
the transport equation{

∂tPt = {Pt, χ}, t ∈ [0, 1]
P0 = P.

such that sup
0≤t≤1

∥Pt∥Pη−α,r ≤ 2∥P∥Pη,r .

Now consider g(t) = Pt ◦ Φ−t
χ (u) for some u ∈ Bℓ2ϖ

(0, 2r). We have

d

dt
g(t) = ∂tPt ◦ Φ−t

χ (u) + dPt(Φ
−t
χ (u))(∂tΦ

−t
χ (u))

= {Pt, χ} ◦ Φ−t
χ (u)− (i∇Pt(Φ

−t
χ (u)),∇χ(Φ−t

χ (u)))ℓ2 = 0

13i.e. identifying P ◦ Φt
χ and Pt
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and thus Pt ◦ Φ−t
χ (u) = g(t) = g(0) = P (u). Therefore Pt = P ◦ Φt

χ and we deduce that P ◦ Φt
χ

belongs to Pη−α,r for all t ∈ [0, 1] and satisfies (28).

Finally it remains to prove (29). First, we note that by Lemma 2.15 and preservation of the
mass Π≤q′−1{Pt, χ} = 0. Since q′ ≥ 4, it follows that ∂tΠ≤2Pt = Π≤2{Pt, χ} = 0. Since Π2P = 0
(and Π1P = 0 by preservation of the mass) it follows that Π≤2Pt = Π≤2P = Π0P . Therefore,
applying again Lemma 2.15 and using the preservation of the mass, we get Π≤q′−1{Pt, χ} = 0 and
it follows that ∂tΠ≤q′Pt = Π≤q′{Pt, χ} = 0. Thus, we have that Π≤q′P ◦ Φt

χ ≡ Π≤q′Pt = Π≤q′P .
□

2.5. Terms in normal form and cohomological equations. In this subsection, we first define
a notion of normal form and introduce a notation for the quadratic part of the Hamiltonian of
(NLS). Then we justify it by two useful lemmas.

Definition 2.18 (Z2). We define the quadratic part of the Hamiltonian of (NLS) by

∀u ∈ ℓ2ϖ, Z2(u) =
1

2

∑
k∈Z

k2|uk|2.

Definition 2.19 (Terms in normal form). Let r ∈ (0, 1) and η ≥ 0. A Hamiltonian P ∈Pη,r is
in normal form if its non zero coefficients P ℓ,σ

n ̸= 0 satisfy

(30) (ℓ,σ) ∈ Pq or
∣∣σ1ℓ

2
1 + · · ·+ σqℓ

2
q

∣∣ ≤ 4−10q9.

We denote by Πnf the associated projection defined by restriction of the coefficients.

Then, we prove that the terms in normal form are actually smoothing (up to a gauge transform).

Lemma 2.20 (Terms in normal form are smoothing). For all r ∈ (0, 1) and η ≥ η0, we have that

ΠnfPη,r ⊂ Rη,r.

Proof. We have to prove that if q ≥ 0, ℓ ∈ Zq and σ ∈ {−1, 1}q are such that, σ1ℓ1+· · ·+σqℓq = 0,
(ℓ,σ) /∈ Pq and

∣∣σ1ℓ
2
1 + · · ·+ σqℓ

2
q

∣∣ ≤ 4−10q9 then ⟨ℓ∗1⟩ ≲ eq⟨ℓ∗3⟩2.
The cases q ≤ 2 are implied by the case q = 3. So we assume from now that q ≥ 3 and,

moreover, without loss of generality, that |ℓ1| ≥ · · · ≥ |ℓq|. We distinguish two cases.
• Case (ℓ1,σ1) = −(ℓ2,σ2). Using the zero momentum condition, we have that

2|ℓ1| = |σ3ℓ3 + · · ·+ σqℓq| ≤ (q − 2)|ℓ3|.
• Case (ℓ1,σ1) ̸= −(ℓ2,σ2). Since by assumption, we also have that (ℓ1,σ1) ̸= (ℓ2,−σ2),

we deduce that
|ℓ1| ≤ |σ1ℓ

2
1 + σ2ℓ

2
2| ≤ 4−10q9 + (q − 2)ℓ23.

We conclude by noticing that both estimates imply that ⟨ℓ1⟩ ≲ eq⟨ℓ3⟩2.
□

Finally, we prove that the solutions of the cohomological equations are also smoothing (up to
a gauge transform).

Lemma 2.21 (Solutions to the cohomological equations are smoothing). For all r ∈ (0, 1), η ≥ η0,
q ≥ 3 and P ∈ Pη,r there exists χ ∈ ΠqRη,r such that

(31) ∀u ∈ Bℓ2ϖ
(0, 3r), {Z2, χ}(u) = −Πq(Id−Πnf)P (u)

and

(32) ∥χ∥Rη,r ≲ q−9∥P∥Pη,r .
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Proof. Without loss of generality, we assume that P = Πq(Id− Πnf)P . First, we define a Hamil-
tonian χ ∈ ΠqPη,r by setting χℓ,σ

n = 0 if P ℓ,σ
n = 0 and, else

χℓ,σ
n :=

P ℓ,σ
n

iΩℓ,σ
where Ωℓ,σ :=

∑
1≤j≤q

σjℓ
2
j .

We note that it is clear that χ ∈ ΠqPη,r and a standard direct calculation proves that χ solves
the comohological equation (31). The main point is to prove that χ ∈ ΠqRη,r and satisfies the
bound (32).

By definition, to prove it, it suffices to prove that if (ℓ,σ) ∈ Zq × {−1, 1}q are such that
(ℓ,σ) /∈ Pq, σ1ℓ1 + · · ·+ σqℓq = 0 and |Ωℓ,σ| > 4−10q9 then

|χℓ,σ
n | ≲ q−9|P ℓ,σ

n | and e−q ⟨ℓ∗1⟩
⟨ℓ∗3⟩2

|χℓ,σ
n | ≲ q−9|P ℓ,σ

n |.

The first estimate is a direct consequence of the lower bound on |Ωℓ,σ|. For the second one, we
assume moreover, without loss of generality that |ℓ1| ≥ · · · ≥ |ℓq| and we aim at proving that

(33)
⟨ℓ1⟩
⟨ℓ3⟩2

|Ωℓ,σ|−1 ≲ eq/2.

We have to distinguish 2 cases.
• Case (ℓ1,σ1) = −(ℓ2,σ2). Using the zero momentum condition, we have that

(34) 2|ℓ1| = |σ3ℓ3 + · · ·+ σqℓq| ≤ (q − 2)|ℓ3|.
• Case (ℓ1,σ1) ̸= −(ℓ2,σ2). Since by assumption, we also have that (ℓ1,σ1) ̸= (ℓ2,−σ2),

we deduce that
|ℓ1| ≤ |σ1ℓ

2
1 + σ2ℓ

2
2| ≤ |Ωℓ,σ|+ (q − 2)ℓ23.

As a consequence, we have

(35) either |ℓ1| ≤ (q − 2)ℓ23 or
1

2
|ℓ1| ≤ |Ωℓ,σ|.

Finally, recalling that, by assumption, we also have |Ωℓ,σ| ≥ 1, it suffices to conclude to note that
both (34) and (35) imply (33). □

2.6. Iterative lemma. In this subsection, we prove a lemma which is somehow the heredity step
of our regularizing normal form procedure.

Lemma 2.22 (Iterative lemma). Let r ∈ (0, 1), q ≥ 4, η′ = η − q−2 ≥ η0 and P ∈ Pη,r be such
that

Π≤q−1P = ΠnfΠ≤q−1P, Π2P = 0 and ∥P∥Pη,r ≲ r2.

Then, there exists χ ∈ ΠqRη,r and Q ∈ Pη′,r such that
• Q is in normal form up to order q, i.e.

Π≤qQ = ΠnfΠ≤qP,

• Z2 + P is conjugated to Z2 +Q, i.e.

(Z2 + P ) ◦ Φ1
χ = Z2 +Q on Bℓ2ϖ

(0, 2r)

• Q and χ satisfy the bounds

∥χ∥Rη,r ≲ q−9∥P∥Pη,r and ∥Q∥Pη′,r ≤ (1 + q−2)∥P∥Pη,r .
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Proof. Let χ be the Hamiltonian given by Lemma 2.21. We note that ∥χ∥Pη,r ≲ ∥P∥Pη,r and so,
provided that r−2∥P∥Pη,r is small enough, Φt

χ is well defined up to time 1 by Lemma 2.13.
Then, by Taylor expansion, we have on Bℓ2ϖ

(0, 2r) that

(Z2 + P ) ◦ Φ1
χ = Z2 +K +R(1) +R(2) =: Z2 +Q

where K = {Z2, χ}+ P ,

R(1) =

∫ 1

0
{P, χ} ◦ Φt

χdt and R(2) =

∫ 1

0
(1− t){{Z2, χ}, χ} ◦ Φt

χdt.

Then, we recall that by construction of χ, we have {Z2, χ} = −Πq(Id− Πnf)P ∈ Pη,r. Therefore
we deduce that K ∈ Pη,r satisfies

∥K∥Pη,r ≤ ∥P∥Pη,r and Π≤qK = ΠnfΠ≤qP.

Now, we focus on R(1). Since ∥χ∥Rη,r ≲ q−9∥P∥Pη,r , provided that r−2∥P∥Pη,r is small enough,
we can apply Lemma 2.17 with α = q−2, to deduce that R(1) ∈Pη′,r and

∥R(1)∥Pη′,r
≲ ∥{χ, P}∥Pη′,r

.

Then applying the Poisson bracket estimate of Corollary 2.16, we deduce that

∥R(1)∥Pη′,r
≲ r−2(η − η′)−1q5∥χ∥Rη,r∥P∥Pη,r ≲ q−2

(
r−2∥P∥Pη,r

)
∥P∥Pη,r

and so, provided that r−2∥P∥Pη,r is small enough that ∥R(1)∥Pη′,r
≤ 1

2q
−2∥P∥Pη,r . Using that

{Z2, χ} = −Πq(Id−Πnf)P ∈ Pη,r, we deduce similarly that R(2) ∈Pη′,r and that it also satisfies
∥R(2)∥Pη′,r

≤ 1
2q

−2∥P∥Pη,r .

Finally, to conclude the proof it suffices to prove that Π≤qR
(1) = Π≤qR

(2) = 0. By Lemma
2.15, since Π2P = 0, we have that Π≤2P = Π0P and so by preservation of the mass that
Π≤q{P, χ} = Π≤q{Π0P, χ} = 0. Therefore since q ≥ 4, using the relation (29) of Lemma 2.17,
we have that Π≤q{P, χ} ◦ Φt

χ = 0 (for t ∈ [0, 1]) and so that Π≤qR
(1) = 0. The same arguments

apply to prove that Π≤qR
(2) = 0.

□

2.7. Convergence of the regularizing normal form : proof of Theorem 2.1. We divide
the proof in 4 steps.
Step 1: Setting. First, we recall that by Proposition 2.9, there exist r0 ∈ (0, 1) and P (NLS) ∈ P3η0,r0
such that

H(NLS) = Z2 + P (NLS) on Bℓ2ϖ
(0, 3r0),

Πdeg≤3P
(NLS) = 0 and Π2P

(NLS) = 0. Therefore, we have by homogeneity that for all r ≤ r0,

∀r ≤ r0, ∥P (NLS)∥P(3η0,r) ≲ r4.

From now, we fix a radius r ≤ r0 such that ∥P (NLS)∥P(3η0,r) ≤ r3 and that we assume small
enough (i.e. in other words, we will assume a finite number of extra smallness assumptions on r).

We set
ηq = 3η0 −

∑
4≤p<q

p−2, for q ≥ 4.

Applying the iterative lemma, provided that r is small enough, we get some families of Hamilto-
nians χ(q) ∈ ΠqRηq ,r and P (q) ∈ Pηq ,r such that for all q ≥ 4
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• P (4) = P (NLS),
• P (q+1) is in normal form up to order q and stationary in some sense, i.e.

(36) Π≤qP
(q+1) = ΠnfΠ≤qP

(q),

• Z2 + P (q) is conjugated to Z2 + P (q+1), i.e.

(37) (Z2 + P (q)) ◦ Φ1
χ(q) = Z2 + P (q+1) on Bℓ2ϖ

(0, 2r)

• they enjoy the bounds

(38) ∥χ(q)∥Pηq,r
≲ q−9r3 and ∥P (q)∥Pηq,r

≤ Cqr
3 where Cq :=

∏
4≤p<q

1 + p−2.

Thanks to the bound (38) on χ(q), we know, by Lemma 2.13 that, provided that r is small
enough, for all q ≥ 4 and λ ∈ (1, 2), Φ1

χ(q) maps Bℓ2ϖ
(0, λr) into Bℓ2ϖ

(0, (1 + εq−2)λr) where ε > 0

is a constant so that ∏
q≥4

1 + εq−2 ≤ 2.

As a consequence, for q ≥ 4, the map

τ (q) := Φ1
χ(4) ◦ · · · ◦ Φ1

χ(q−1) : Bℓ2ϖ
(0, r)→ Bℓ2ϖ

(0, 3r) is well defined.

Moreover, for all q ≥ 4, τ (q) is clearly smooth, symplectic and satisfies, by (37),

(39) (Z2 + P (NLS)) ◦ τ (q) = Z2 + P (q) on Bℓ2ϖ
(0, r).

Step 2: Convergence of P (q). We aim at passing to the limit as q goes to +∞. First, thanks to
the relation (36), it make sense to define P (∞) ∈ Pη∞,r by

∀q ≥ 4, Π≤qP
(∞) := ΠnfΠ≤qP

(q)

and by the estimate (38), it satisfies ∥P (∞)∥Pη∞,r ≤ C∞r
3. Moreover, we note that by (36), P (∞)

is in normal form, i.e.
P (∞) = ΠnrP

(∞).

Then, we aim at proving that P (q) converges pointwize to P (∞) on Bℓ2ϖ
(0, r). So let u ∈

Bℓ2ϖ
(0, r), q ≥ 4 and set ρ := ∥u∥ℓ2ϖ < r. First, we note that by construction,

Π≤q−1P
(q) = Π≤q−1P

(∞).

Therefore, we have by homogeneity that

∥P (q) − P (∞)∥Pη∞,ρ ≤
(ρ
r

)q∥P (q) − P (∞)∥Pη∞,r ≲ r3
(ρ
r

)q
.

Thus, applying Lemma 2.6, we get that

|P (q)(u)− P (∞)(u)| ≲ ∥P (q) − P (∞)∥Pη∞,ρ ≲ r3
(ρ
r

)q −→
q→∞

0.

Step 3: Convergence of τ (q). We aim at proving that τ (q) converges in C1
b (Bℓ2ϖ

(0, r); ℓ2ϖ) to a map
τ (∞). We are going to prove that it is a Cauchy sequence. So let 4 ≤ p ≤ q and u ∈ Bℓ2ϖ

(0, r).
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Applying the triangular inequality and the mean value inequality, we get that

∥τ (q)(u)− τ (p)(u)∥ℓ2ϖ ≤
q∑

j=p+1

∥τ (j)(u)− τ (j−1)(u)∥ℓ2ϖ

≤
q∑

j=p+1

sup
v∈B

ℓ2ϖ
(0,(1+εj−2)r)

∥dτ (j−1)(v)∥ℓ2ϖ→ℓ2ϖ
∥u− Φ1

χ(j)(u)∥ℓ2ϖ

Then, we note that, by Lemma 2.13 we have

∥dτ (j−1)(v)∥ℓ2ϖ→ℓ2ϖ
≤

∏
4≤ℓ≤j−2

1 + r−2∥χ(ℓ)∥Pηq,r

(38)
≲ 1.

Therefore, using (38) and the bound given by Corollary 2.14, we have that

(40) ∥τ (q)(u)− τ (p)(u)∥ℓ2ϖ ≲ r−1∥u∥3ℓ2ϖ

+∞∑
j=p+1

j−9.

Similarly, still using the bound given by Lemma 2.13 and (38), we get that

∥dτ (q)(u)− dτ (p)(u)∥ℓ2ϖ→ℓ2ϖ
≲

q∑
j=p+1

∥Id− dΦ1
χ(j)(u)∥ℓ2ϖ→→ℓ2ϖ

≲ r

q∑
j=p+1

j−9.(41)

The estimates (40) and (41) prove that (τ (q))q is a Cauchy sequence in C1
b (Bℓ2ϖ

(0, r); ℓ2ϖ) which
is a Banach space. Thus it converges in this space and we denote by τ (∞) ∈ C1

b (Bℓ2ϖ
(0, r); ℓ2ϖ) its

limit.

Step 4: Conclusion. Passing to the limit in (39), we have that

(Z2 + P (NLS)) ◦ τ (∞) = Z2 + P (∞) on Bℓ2ϖ
(0, r).

Since the maps τ (q) preserve the L2 norm, are symplectic and are invariant by gauge transform,
the same is true for τ (∞). Moreover passing to the limit as q →∞ in (40) and (41) for p = 4, we
have that (provided that r is small enough)

∥τ (∞)(u)− Id∥ℓ2ϖ ≲ r−1∥u∥3ℓ2ϖ and ∥dτ (∞)(u)− Id∥ℓ2ϖ→ℓ2ϖ
≤ 1

2
.

Since P (∞) is in normal form, we have by Lemma 2.20 that P (∞) ∈ Rη∞,r. Finally, to conclude
this proof it suffices to prove that Πdeg≤5P

(∞) = H
(0)
1 − Z2.

First, we note that by conservation of the mass, Πdeg≤5P
(∞) = Πdeg≤4P

(∞). Then, we note
that by construction

Πdeg≤4P
(∞) = Πdeg≤4Π≤4P

(∞) = Πdeg≤4Π≤4P
(4) = Πdeg≤4ΠnfΠ≤4P

(NLS) = ΠnfΠdeg≤4P
(NLS).

Moreover, by uniqueness of the Taylor expansion, we have that for all v ∈ ℓ2ϖ

Πdeg≤4P
(NLS)(v) =

f ′(0)

4
∥v∥4L4 =

f ′(0)

4

∑
ℓ1+ℓ2−ℓ3−ℓ4=0

vℓ1vℓ2vℓ3vℓ4 .
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Finally, we note that, as in [KP96] that if ℓ1 + ℓ2 − ℓ3 − ℓ4 = 0 and |ℓ21 + ℓ22 − ℓ23 − ℓ24| ≤ 1
2 then

(ℓ1, ℓ2) = (ℓ3, ℓ4) or (ℓ1, ℓ2) = (ℓ4, ℓ3). Thus, we deduce that

Πdeg≤5P
(∞)(v) =

f ′(0)

2
∥v∥4L2 −

f ′(0)

4

∑
k∈Z
|vk|2 = (H

(0)
1 − Z2)(v).

3. Analytic Hamiltonians in partial action-angle variables

In this section, we define the framework within which we will present and prove our results,
and the basic tools that will help us to do so.

3.1. Spaces of Hamiltonians.

Definition 3.1 (Formal series without parameters H cste
η,r,S). Let S ⊂ Z be a finite set, r > 0 and

η ≥ 0. We denote by H cste
η,r,S , the set of the formal series P , of the form

P (µ, y, z, v) :=
∑
n∈N

∑
k∈ZS

∑
m∈NS

∑
q∈N

∑
ℓ∈(Sc)q

∑
σ∈{−1,1}q

P ℓ,σ
n,k,m µn

q∏
i=1

vσi
ℓi︸ ︷︷ ︸

=:vσℓ

∏
j∈S

y
mj

j z
kj

j︸ ︷︷ ︸
=:ym zk

with the usual convention v−1
ℓ := vℓ and whose coefficients P ℓ,σ

n,k,m ∈ C satisfy the relations

• reality : P ℓ,−σ
n,−k,m = P ℓ,σ

n,k,m,
• symmetry : Pφℓ,φσ

n,k,m = P ℓ,σ
n,k,m for all φ ∈ Sq,

• preservation of the mass : if P ℓ,σ
n,k,m ̸= 0 then

∑
j∈S

kj +

q∑
i=1

σi = 0,

• preservation of the momentum : if P ℓ,σ
n,k,m ̸= 0 then

∑
j∈S

jkj +

q∑
i=1

σiℓi = 0

and the bounds

∥P∥H cste
η,r,S

:= sup
n,k,m,ℓ,σ

|P ℓ,σ
n,k,m|e

η(∥k∥ℓ1+2∥m∥ℓ1+q+2n)r2∥m∥ℓ1+q+2nΘ−1
ℓ <∞

where 14

(42) Θℓ := 1 ∧ ϖ♭
ℓ∗3
· · ·ϖ♭

ℓ∗q

ϖℓ∗2

ϖℓ∗1

∧ ⟨ℓ1⟩
2δ · · · ⟨ℓq⟩2δ

⟨ℓ∗1⟩5δ
,

ϖ♭
j := ⟨j⟩−1ϖj and ℓ∗1, · · · , ℓ∗q is a rearrangement of ℓ1, · · · , ℓq satisfying |ℓ∗1| ≥ · · · ≥ |ℓ∗q |.

We will justify this definition, and in particular the choice of the weight Θℓ, in Remark 3.5.

Definition 3.2 (Functions y, θ, z, µ). Being given u ∈ L2(T), ξ ∈ ℓ1(Z;R), k ∈ Z we define
• the re-centered action yk(ξ;u) = |uk|2 − ξk,
• the angle θk(u) ∈ T as an angle satisfying

√
|uk|eiθk(u) = uk,

• zk(u) ∈ C, is the complex number of modulus one defined by zk(u) = eiθk ,
• the re-centered mass µ(ξ;u) = ∥u∥2L2 − ∥ξ∥ℓ1.

14by conventions, Θℓ = 1 if q = 0 and the second factor equals (ϖℓ∗1
)−1 when q = 1.
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Definition 3.3 (Annulus). Being given ξ ∈ ℓ1ϖ2 and ρ > 0, we set

Aξ(ρ) =
{
u ∈ ℓ2ϖ |

∑
k∈Z

∣∣|uk|2 − ξk∣∣ϖ2
k ≤ ρ2

}
.

Lemma 3.4 (Formal series define functions). Let S ⊂ Z be a finite set, r ∈ (0, 14), η ≥ η0,
P ∈H cste

η,r,S and ξ ∈ ((4r)2, 1)S . Then

u 7→ P (µ(ξ;u), y(ξ;u), z(u), u) =: P (ξ;u)

defines a smooth function from Aξ(3r) into R and enjoys the estimate

sup
u∈Aξ(3r)

|P (ξ;u)| ≲S ∥P∥H cste
η,r,S

Proof. It suffices to prove that, for ξ ∈ ((4r)2, 1)S , the formal series defining P (ξ;u) converges
uniformly for u ∈ Aξ(3r). First we note that for u ∈ Aξ(3r) we have µ(ξ;u) ≤ 9r2 and yj ≤ 9r2

for j ∈ S. So by definition of the norm ∥P∥H cste
η,r,S

it suffices to prove∑
n∈N

∑
k∈ZS

∑
m∈NS

∑
q∈N

32∥m∥ℓ1+2n e−η(∥k∥ℓ1+2∥m∥ℓ1+q+2n)
∑

ℓ∈(Sc)q , σ∈{−1,1}q
M(k,ℓ,σ)=0

wℓ1 · · ·wℓq ≲S 1

where wj = |uj |r−1 for j ∈ Sc and the momentumM(k, ℓ,σ) is defined by

M(k, ℓ,σ) :=
∑
j∈S

jkj +

q∑
i=1

σiℓi.

Noticing that, since s ≥ 1, w ∈ ℓ1(Sc) with ∥w∥ℓ1(Sc) ≤ 3r−1∥u∥ℓ2ϖ(Sc) ≤ 9 for u ∈ Aξ(3r), we
deduce ∑

ℓ∈(Sc)q , σ∈{−1,1}q
wℓ1 · · ·wℓq ≤ (18)q.

On the other hand the summability with respect to k, q, n,m is ensured by the exponential
e−η(∥k∥ℓ1+2∥m∥ℓ1+q+2n) with η ≥ η0. □

Remark 3.5. The definition of the class H cste
η,r,S has been chosen in such a way the function

u 7→ P (µ(ξ;u), y(ξ;u), z(u), u) has good property. In particular, in (42), the third term encoded
the δ-regularizing property inherit from Theorem 2.1 while the second term will be used to obtain
a regularity property for the gradient: it maps Aξ(3r) into ℓ2ϖ (see Lemma 3.8).

Definition 3.6 (Hamiltonians with parameters Hη,r,O,S). Let S ⊂ Z be a finite set, r ∈ (0, 14),
O ⊂ ((4r)2; 1)S , η ≥ 0. We denote by

Hη,r,O,S =: Lip(O;H cste
η,r,S)

the space of the Lipschitz functions from O into the space of the formal series H cste
η,r,S . Naturally

we equip Hη,r,O,S with the norms

∥P∥H sup
η,r,O,S

= sup
ξ∈O
∥P (ξ)∥H cste

η,r,S
, ∥P∥

H lip
η,r,O,S

= sup
ξ,ζ∈O
ξ ̸=ζ

∥P (ξ)− P (ζ)∥H cste
η,r,S

∥ξ − ζ∥ℓ1
,

and
∥P∥H tot

η,r,O,S
:= ∥P∥H sup

η,r,O,S
+ r2∥P∥

H lip
η,r,O,S

.
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Being given ξ ∈ O, thanks to Lemma 3.4, to shorten the notation, we set

P (ξ;u) := P (ξ)(ξ;u).

To avoid possible confusion, we denote by P [ξ] := P (ξ; ·) the smooth function from Aξ(3r) into R
defined just above.

Finally, we define a useful projection to identify some terms which require more attention.

Definition 3.7 (Projection Πn=0,m=0). Let S ⊂ Z be a finite set, r > 0 and η ≥ 0. We denote
by Πn=0,m=0 the projection defined (by restriction of the coefficients) for all P ∈H cste

η,r,S

Πn=0,m=0P (µ, y, z, v) :=
∑
k∈ZS

∑
q∈N

∑
ℓ∈(Sc)q

∑
σ∈{−1,1}q

P ℓ,σ
0,k,0 v

σ
ℓ y

m zk µn.

3.2. Vector field estimates, Poisson brackets and flows. In this subsection, we prove all
the basic estimates we will need later.

Lemma 3.8. Let S ⊂ Z be a finite set, r ∈ (0, 14), O ⊂ ((4r)2, 1)S , η ≥ η0, ξ ∈ O and
P ∈Hη,r,O,S . Then ∇P [ξ] defines a smooth function from Aξ(3r) into ℓ2ϖ and enjoys the estimate

sup
u∈Aξ(3r)

∥∇P (ξ;u)∥ℓ2ϖ ≲S r
−2∥P∥H sup

η,r,O,S
,

sup
u∈Aξ(3r)

∥d∇P (ξ;u)∥ℓ2ϖ→ℓ2ϖ
≲S r

−4∥P∥H sup
η,r,O,S

,

sup
u∈Aξ(3r)

∥d2∇P (ξ;u)∥ℓ2ϖ×ℓ2ϖ→ℓ2ϖ
≲S r

−6∥P∥H sup
η,r,O,S

.

Moreover, if χ = Πn=0,m=0P we have

sup
u∈Aξ(3r)

∥∇χ(ξ;u)∥ℓ2ϖ ≲S r
−1∥P∥H sup

η,r,O,S
,

sup
u∈Aξ(3r)

∥d∇χ(ξ;u)∥ℓ2ϖ→ℓ2ϖ
≲S r

−2∥P∥H sup
η,r,O,S

,

Proof. We first consider ∇P . The smoothness will be a consequence of the uniform conver-
gence in ℓ2ϖ of the formal series defining ∇P (ξ;u) on Aξ(3r), so we focus on the estimate of∑

j∈Zϖ
2
j |∂ujP (ξ;u)|2. We note that for j, k ∈ Z

∂ujµ = uj , ∂ujyk = δj,kuj , ∂ujzk = −δj,k
z2j

2|uj |
and thus for j ∈ S

∂ujP (ξ;u) = uj∂µP (ξ;u) + uj∂yjP (ξ;u)−
z2j

2|uj |
∂zjP (ξ;u)

and for j ∈ Sc
∂ujP (ξ;u) = uj∂µP (ξ;u) + ∂vjP (ξ;u).

Since S is finite, one easily obtains (note that ∂µP and ∂yjP lose r2 and that |uj | ≥ r)∑
j∈S

ϖ2
j |∂ujP (ξ;u)|2 ≲S r

−2∥P∥H sup
η,r,O,S
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by the same kind of estimates as in the proof of Lemma 3.4. So we can focus on the sum over
Sc which is an infinite sum and for which we have to deal with the weight Θℓ. Notice that using
again Lemma 3.4 we have ∑

j∈Sc

ϖ2
j |uj∂µP (ξ;u)|2 ≲S r

−2∥P∥H sup
η,r,O,S

.

Therefore it remains to estimate
∑

j∈Sc ϖ2
j |∂vjP (ξ;u)|2. To begin with, one has using the sym-

metry condition on the coefficients P ℓσ
n,k,m,

|∂vjP (µ, y, z, v)| ≤
∑
n∈N

∑
k∈ZS

∑
m∈NS

∑
q≥1

q
∑

ℓ∈(Sc)q , σ∈{−1,1}q
M(k,(j,ℓ),(−1,σ))=0

∣∣P (j,ℓ),(1,σ)
n,k,m vσℓ y

m zk µn
∣∣ .

Notice that
ϖjΘ(j,ℓ) ≤ ϖℓ∗1

ϖ♭
ℓ∗2
· · ·ϖ♭

ℓ∗q

where we recall that ℓ∗1, · · · , ℓ∗q is a rearrangement of ℓ1, · · · , ℓq satisfying |ℓ∗1| ≥ · · · ≥ |ℓ∗q | and
ϖ♭

j = ⟨j⟩−1ϖj . Therefore, by definition of the norm ∥P∥H sup
η,r,O,S

and of the domain Aξ(3r), it
suffices to prove

∑
j∈Sc

∣∣∣∣∣∣∣∣∣
∑

n∈N, k∈ZS

m∈NS , q≥0

q 32∥m∥ℓ1+2n e−η(∥k∥ℓ1+2∥m∥ℓ1+(q+1)+2n)
∑

ℓ∈(Sc)q , σ∈{−1,1}q
M(k(j,ℓ),(−1,σ))=0

tℓ∗1wℓ∗2
· · ·wℓ∗q

∣∣∣∣∣∣∣∣∣
2

≲S 1

where wj = ϖ♭
j |uj |r−1 and tj = ϖj |uj |r−1 for j ∈ Sc.

First, since η ≥ η0, we can get rid of the sum with respect to m and n using the exponential
e−η(2∥m∥ℓ1+2n) and then it remains to prove that

∑
j∈Sc

∣∣∣∣∣∣
∑
k∈ZS

∑
q≥0

q e−η(∥k∥ℓ1+(q+1)) a
(q,k)
j

∣∣∣∣∣∣
2

≲S 1

where
a
(q,k)
j :=

∑
ℓ∈(Sc)q , σ∈{−1,1}q
M(k,(j,ℓ),(−1,σ))=0

tℓ∗1wℓ∗2
· · ·wℓ∗q

≤ q
∑

ℓ∈(Sc)q , σ∈{−1,1}q
M(k,(j,ℓ),(−1,σ))=0

tℓ1wℓ2 · · ·wℓq .

We note that t ∈ ℓ2(Sc) and w ∈ ℓ1(Sc) with ∥w∥ℓ1 , ∥t∥ℓ2 ≲ 1 for u ∈ Aξ(3r). Therefore by
Young convolutional inequality we get that (a

(q,k)
j )j∈Sc belongs to ℓ2 and we have uniformly in q

and k

∥a(q,k)∥ℓ2 ≤ qCq

for an universal constant C. Thus, by triangular inequality, we have( ∑
j∈Sc

∣∣ ∑
k∈ZS

∑
q≥0

q e−η(∥k∥ℓ1+q) a
(q,k)
j

∣∣2) 1
2 ≤

∑
k∈ZS

∑
q≥0

e−η(∥k∥ℓ1+q)
( ∑
j∈Sc

|a(q,k)j |2
) 1

2 ≲S 1 .

The estimate of d∇P (ξ;u) and d2∇P (ξ;u) are obtained in a similar way. Moreover, the esti-
mates concerning χ = Πn=0,m=0P follow by noticing that only the derivatives with respect to µ
or to y lose r2, the derivatives with respect to u or to z lose only r. □
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Now we want to estimate the Poisson bracket between to elements of Hη,r,O,S but first we prove
a technical lemma that we will need.

Lemma 3.9. Let S ⊂ Z, q, q′ ≥ 0 and q′′ = q + q′. Let (Sc)q′′ ∋ ℓ′′ = (ℓ, ℓ′) ∈ (Sc)q × (Sc)q′ and
j ∈ Sc then

(43) Θ−1
ℓ′′
≤ Θ−1

ℓ Θ−1
ℓ′

and

(44) Θ−1
ℓ′′
≤ Θ−1

(ℓ,j)Θ
−1
(ℓ′,j)

.

Proof. Without loss of generality we can assume that ℓ, ℓ′ and ℓ′′ are ordered and non negative
(i.e. ℓ1 ≥ · · · ℓq ≥ 0 and the same for ℓ′ and ℓ′′) and that j is non negative. The definition of Θℓ

(see (42)) contains two special cases q = 0, 1. In this proof we will consider only the generic case,
i.e. q, q′ ≥ 2, all the remaining special cases are treated similarly (i.e. without extra trick). First
we focus on (43), we recall that by definition (since we assume q ≥ 2)

Θℓ = 1 ∧ ϖ♭
ℓ3 · · ·ϖ

♭
ℓq

ϖℓ2

ϖℓ1

∧ ⟨ℓ1⟩
2δ · · · ⟨ℓq⟩2δ

⟨ℓ1⟩5δ
,

where ϖ♭
k = ⟨k⟩−1ϖk. To begin with, let us denote

cℓ =
⟨ℓ1⟩2 · · · ⟨ℓq⟩2

⟨ℓ1⟩5
.

Assuming for instance ℓ′′1 = ℓ1 (the case ℓ′′1 = ℓ′1 is treated in the same way), we have

cℓ′′ =
⟨ℓ1⟩2 · · · ⟨ℓq⟩2

⟨ℓ1⟩5
⟨ℓ′1⟩2 · · · ⟨ℓ′q′⟩2 ≥

⟨ℓ1⟩2 · · · ⟨ℓq⟩2

⟨ℓ1⟩5
⟨ℓ′1⟩2 · · · ⟨ℓ′q′⟩2

⟨ℓ′1⟩5
= cℓcℓ′ .

So it remains to prove that

ϖ♭
ℓ′′3
· · ·ϖ♭

ℓ′′
q′′

ϖℓ′′2

ϖℓ′′1

≥ ϖ♭
ℓ3 · · ·ϖ

♭
ℓq

ϖℓ2

ϖℓ1

ϖ♭
ℓ′3
· · ·ϖ♭

ℓ′
q′

ϖℓ′2

ϖℓ′1

.

We first notice that
ϖ♭

ℓ3 · · ·ϖ
♭
ℓq

ϖℓ2

ϖℓ1

= aℓ bℓ

where

aℓ =

∏q
i=1ϖ

♭
ℓi

(ϖ♭
ℓ1
)2

and bℓ =
⟨ℓ2⟩
⟨ℓ1⟩

.

We note for further use that bℓ ≤ 1. In the same way than we estimate cℓ′′ we easily get

aℓ′′ ≥ aℓaℓ′ .
On the other hand, when ℓ′′1 = ℓ1 then bℓ′′ ≥ bℓ and thus using bℓ′ ≤ 1 we obtain

bℓ′′ ≥ bℓbℓ′ .
The case ℓ′′1 = ℓ′1 is handled in the same way. This conclude the proof of (43).

Now we focus on (44). We verify that

cℓ′′ = c(ℓ,j)c(ℓ′,j)
max(⟨ℓ1⟩, ⟨j⟩)5 max(⟨ℓ′1⟩, ⟨j⟩)5

⟨ℓ′′1⟩5⟨j⟩4

which leads to cℓ′′ ≥ c(ℓ,j)c(ℓ′,j). Now it suffices to prove that

aℓ′′ ≥ a(ℓ,j)a(ℓ′,j) and bℓ′′ ≥ b(ℓ,j)b(ℓ′,j).
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We begin with we prove the second estimate:
• If ℓ′′1 ≤ j then

b(ℓ,j)b(ℓ′,j) =
⟨ℓ2⟩
⟨j⟩
⟨ℓ′2⟩
⟨j⟩
≤ ⟨ℓ2⟩
⟨j⟩
≤ ⟨ℓ

′′
2⟩
⟨ℓ′′1⟩

= bℓ′′ .

• If ℓ′′2 ≤ j ≤ ℓ′′1 then either ℓ′′1 = ℓ1 and thus b(ℓ,j) =
⟨j⟩
⟨ℓ′′1 ⟩

, b(ℓ′,j) =
⟨ℓ′1⟩
⟨j⟩ ≤

⟨ℓ′′2 ⟩
⟨j⟩ , or ℓ′′1 = ℓ′1

and thus b(ℓ′,j) =
⟨j⟩
⟨ℓ′′1 ⟩

, b(ℓ,j) =
⟨ℓ1⟩
⟨j⟩ ≤

⟨ℓ′′2 ⟩
⟨j⟩ , which in both cases leads to

b(ℓ,j)b(ℓ′,j) ≤
⟨ℓ′′2⟩
⟨j⟩
⟨j⟩
⟨ℓ′′1⟩

= bℓ′′ .

• If j ≤ ℓ′′2 then either ℓ1 = ℓ′′1 and then b(ℓ,j) =
max(⟨ℓ2⟩,⟨j⟩)

⟨ℓ′′1 ⟩
≤ ⟨ℓ′′2 ⟩

⟨ℓ′′1 ⟩
= bℓ′′ or ℓ′1 = ℓ′′1 and

then b(ℓ′,j) =
max(⟨ℓ′2⟩,⟨j⟩)

⟨ℓ′′1 ⟩
≤ ⟨ℓ′′2 ⟩

⟨ℓ′′1 ⟩
= bℓ′′ . In both cases we get bℓ′′ ≥ b(ℓ,j)b(ℓ′,j).

Finally it remains to prove aℓ′′ ≥ a(ℓ,j)a(ℓ′,j):

a(ℓ,j)a(ℓ′,j) =

(∏q′′

i=1ϖ
♭
ℓ′′i

)
(ϖ♭

j)
2

max(ϖ♭
ℓ1
, ϖ♭

j)
2max(ϖ♭

ℓ′1
, ϖ♭

j)
2
≤

(∏q′′

i=1ϖ
♭
ℓ′′i

)
(ϖ♭

j)
2

(ϖ♭
ℓ′′1
)2(ϖ♭

j)
2

= aℓ′′ .

□

We also have to control flows of Hamiltonians in Hη,r,O,S .

Lemma 3.10. Let S ⊂ Z be a finite set, r ∈ (0, 14), O ⊂ ((4r)2, 1)S , η ≥ η0 and χ ∈ Hη,r,O,S .
Assume that

(45) ∥χ∥H sup
η,r,O,S

≲S r
4,

or, in the case χ = Πn=0,m=0χ,

(46) ∥χ∥H sup
η,r,O,S

≲S r
2.

Assume also that

(47) r ≲S 1.

Then, for all ξ ∈ O, the flow of the equation i∂tv = ∇χ(ξ; v) defines a smooth map Φt
χ(ξ; ·) ≡

Φt
χ(·) : (t, u) ∈ [−1, 1]×Aξ(2r)→ ℓ2ϖ enjoying the following properties:

(i) for each t ∈ [−1, 1], Φt
χ defines a symplectic change of variable from Aξ(2r) onto an open

set of ℓ2ϖ included in Aξ(3r),
(ii) for all r ≤ ρ ≤ 2r, Φ1

χ maps Aξ(ρ) into Aξ(ρ
′) with 0 < ρ′ − ρ ≲S r

−2∥χ∥H sup
η,r,O,S

.
(iii) Φt

χ and dΦt
χ are close to the identity: for all u ∈ Aξ(2r), all t ∈ [0, 1]

∥Φt
χ(u)− u∥ℓ2ϖ + r2∥dΦt

χ(u)− Id∥ℓ2ϖ→ℓ2ϖ
≲S r

−2∥χ∥H sup
η,r,O,S

and, in the case χ = Πn=0,m=0χ,

∥Φt
χ(u)− u∥ℓ2ϖ + r∥dΦt

χ(u)− Id∥ℓ2ϖ→ℓ2ϖ
≲S r

−1∥χ∥H sup
η,r,O,S

,

(iv) d2Φt
χ is bounded: for all u ∈ Aξ(2r), all t ∈ [0, 1]

∥d2Φt
χ(u)∥ℓ2ϖ×ℓ2ϖ→ℓ2ϖ

≲S r
−6∥χ∥H sup

η,r,O,S
.
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Proof. Since, by Lemma 3.8, the vector field ∇χ is locally-Lipschitz, the local existence and the
smoothness of the flow Φt

χ is ensured by the Cauchy-Lipchitz Theorem. So, to prove assertion (i),
we now have to check that the flow exists for |t| ≤ 1. Without loss of generality we only consider
positive times. More precisely, let T > 0 and v ∈ C1([0, T ); ℓ2ϖ) be a solution of the Cauchy
problem

−i∂tv(t) = ∇χ(ξ; v(t)) and v(0) = u ∈ Aξ(2r).

It suffices to prove that if 0 ≤ t < T and t ≤ 1 then v(t) ∈ Aξ(
5
2r). We set I = [0, T ) ∩ [0, 1] and

we aim at proving that J = I where

J =
{
t ∈ I | ∀τ ∈ [0, t], v(τ) ∈ Aξ(

5

2
r)
}
.

Since v is continuous, J is clearly non-empty and closed in I. Moreover, if t ∈ J then, using
Lemma 3.8,∑

k∈Z

∣∣|vk(t)|2 − ξk∣∣ϖ2
k ≤

∑
k∈Z

∣∣|vk(0)|2 − ξk∣∣ϖ2
k +

∫ t

0

∑
k∈Z

2|∂tvk(τ)||vk(τ)|ϖ2
kdτ

≤ 4r2 + 2 sup
w∈Aξ(3r)

(
∥∇χ(ξ;w)∥ℓ2ϖ∥w∥ℓ2ϖ

)
.

Thus, using that w ∈ Aξ(3r) implies ∥w∥ℓ2ϖ ≲S 1, we get∑
k∈Z

∣∣|vk(t)|2 − ξk∣∣ϖ2
k − 4r2 ≲S r

−2∥χ∥H sup
η,r,O,S

.

Then, using (45) and (47), we get v(t) ∈ Aξ(
5
2r) for all t ∈ J . Therefore, since v is continuous, J is

open and so, since I is connected, we have J = I. Moreover, we notice that, when χ = Πn=0,m=0χ,
Lemma 3.8 gives us a better estimate and the same conclusion remains true under the hypothesis
(46). Since the symplecticity is ensured by the fact that Φχ is a Hamiltonian flow, we have proved
assertion (i).

Similarly, if initially v(0) = u ∈ Aξ(ρ) then we get∑
k∈Z

∣∣|vk(t)|2 − ξk∣∣ϖ2
k − ρ2 ≲S r

−2∥χ∥H sup
η,r,O,S

and therefore v(1) ∈ Aξ(ρ
′) with |(ρ′)2 − ρ2| ≲S r

−2∥χ∥H sup
η,r,O,S

.

To prove assertion (iii) we note that, by Lemma 3.8,

∥v(t)− u∥ℓ2ϖ ≤
∫ t

0
sup

w∈Aξ(3r)
∥∇χ(ξ;w)∥ℓ2ϖdτ ≲S r

−2∥χ∥H sup
η,r,O,S

.

Now we focus on dΦt
χ(u). If w ∈ ℓ2ϖ, we have

(48) −i∂tdΦt
χ(u)(w) = d∇χ(v(t))(dΦt

χ(u)(w))

and thus by Lemma 3.8

∥dΦt
χ(u)(w)− w∥ℓ2ϖ ≤

∫ t

0
∥d∇χ(v(τ))(dΦτ

χ(u)(w))∥ℓ2ϖdτ ≲S r
−4∥χ∥H sup

η,r,O,S

∫ t

0
∥dΦτ

χ(u)(w)∥ℓ2ϖdτ.

Therefore, we get by Grönwall’s inequality:

∥dΦt
χ(u)(w)∥ℓ2ϖ ≤ ∥w∥ℓ2ϖexp(CSr

−4∥χ∥H sup
η,r,O,S

t).
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for all t ∈ [0, 1] where CS > 0 is a constant depending on S. Using hypothesis (45), we get that
for all t ∈ [0, 1], ∥dΦt

χ(u)(w)∥ℓ2ϖ ≤ 2∥w∥ℓ2ϖ . Then we deduce

∥dΦt
χ(u)(w)− w∥ℓ2ϖ ≲S r

−4∥χ∥H sup
η,r,O,S

∥w∥ℓ2ϖ .

Again we notice that, when χ = Πn=0,m=0χ, Lemma 3.8 gives us a better estimate which leads
to better estimates of ∥Φt

χ(u)− u∥ℓ2ϖ + r∥dΦt
χ(u)− Id∥ℓ2ϖ→ℓ2ϖ

as stated in (iii).
To prove (iv) we derive once again (48) to get for w,w′ ∈ ℓ2ϖ
−i∂td2Φt

χ(u)(w,w
′) = d2∇χ(v(t))(dΦt

χ(u)(w),dΦ
t
χ(u)(w

′)) + d∇χ(v(t))(d2Φt
χ(u)(w,w

′))

and thus by Lemma 3.8

∥d2Φt
χ(u)(w,w

′)∥ℓ2ϖ ≲S r
−6∥χ∥H sup

η,r,O,S
+ r−4∥χ∥H sup

η,r,O,S

∫ t

0
∥d2Φτ

χ(u)(w,w
′)∥ℓ2ϖdτ .

Then we conclude by Grönwall’s inequality. □

We define in H cste
η,r,S the projection on the total degree by

ΠpP :=
∑

n∈N, k∈ZS , m∈NS , q∈N
∥k∥ℓ1+2∥m∥ℓ1+q+2n=p

∑
ℓ∈(Sc)q

∑
σ∈{−1,1}q

P ℓ,σ
n,k,m vσℓ y

m zk µn.

Lemma 3.11. Let S ⊂ Z be a finite set, r ∈ (0, 14), O ⊂ ((4r)2, 1)S , η > η0, β > 0 ξ ∈ O,
P,Q ∈Hη,r,O,S . There exists a unique R ∈Hη−α,r,O,S for any 0 < α < η − η0 such that

{P (ξ; ·), Q(ξ; ·)} = R(ξ; ·) on Aξ(3r)

and

(49) ∥R∥H tot
η−α,r,O,S

≲S
1

r2α4
∥P∥H tot

η,r,O,S
∥Q∥H tot

η,r,O,S
.

If furthermore Q ∈Hη+β,r,O,S for some β > 0 then for any p ∈ N, we have

(50) ∥ΠpR∥H tot
η−α,r,O,S

≲S
(p+ 1)e−αp

r2β4
∥P∥H tot

η,r,O,S
∥Q∥H tot

η+β,r,O,S
.

Since R is unique from now on we set {P,Q} := R.

Proof. To keep the notations simple, we identify, for fixed ξ, the formal series P and the function
P (ξ;u). By definition, using that P and Q commute with µ (conservation of the mass), we have

{P,Q} =
∑
j∈S

∂θjP∂yjQ− ∂yjQ∂θjP︸ ︷︷ ︸
K

+ 2i
∑
j∈Sc

∂vjP∂vjQ− ∂vjQ∂vjP︸ ︷︷ ︸
L

.

First we consider the finite sum. We have, taking into account the symmetry condition (here q′′
the cardinality of ℓ′′)

(51) ♯(Sq′′)K
ℓ′′,σ′′

n′′,k′′,m′′ =
∑

φ∈Sq′′

K̃φℓ′′,φσ′′

n′′,k′′,m′′

where
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K̃ℓ′′,σ′′

n′′,k′′,m′′ = i
∑
j∈S

∑
ℓ′′=(ℓ,ℓ′), σ′′=(σ,σ′),

k′′=k+k′, m′′=m+m′, n′′=n+n′

kj(m
′
j + 1)P ℓ,σ

n,k,mQ
ℓ′,σ′

n′,k′,(m′+ej)

− k′
j(1 +mj)P

ℓ,σ
n,k,(m+ej)

Qℓ′,σ′

n′,k′,m′

where (ej)j∈S denotes the canonical basis of RS . The two terms of the right hand side are
essentially the same, it suffices to switch P and Q. So we focus on the first term, i.e. (note that
the sum with respect to j is finite and thus not important). More precisely, we want to estimate
Πp′′K for p′′ ≥ 0. Thus we have to estimate

Ij =
∑

ℓ′′=(ℓ,ℓ′), σ′′=(σ,σ′),
k′′=k+k′, m′′=m+m′, n′′=n+n′

∥k′′∥ℓ1+2∥m′′∥ℓ1+q′′+n′′=p′′

|kj |(m′
j + 1)

∣∣P ℓ,σ
n,k,m

∣∣ ∣∣Qℓ′,σ′

n′,k′,(m′+ej)

∣∣.

Let p = ∥k∥ℓ1 +2∥m∥ℓ1 + q+n , p′ = ∥k′∥ℓ1 +2∥m′∥ℓ1 + q′ +n′ +2 (here q, q′ denote as usual
the cardinality of ℓ, ℓ′ respectively). Since n′′ = n + n′, ∥m′′∥ℓ1 = ∥m′∥ℓ1 + ∥m∥ℓ1 , q′′ = q + q′

and ∥k′′∥ℓ1 −∥k′∥ℓ1 ≤ ∥k∥ℓ1 ≤ ∥k′′∥ℓ1 + ∥k′∥ℓ1 , we get p′′ ≤ p+ p′− 2 and also p ≤ p′ + p′′. Thus,
we have

Ij ≤
∑

∥k∥ℓ1+2∥m∥ℓ1+q+n=p

∥k′∥ℓ1+2∥m′∥ℓ1+q′+n′+2=p′

p′′−p′+2≤p≤p′′+p′

pp′
∣∣P ℓ,σ

n,k,m

∣∣ ∣∣Qℓ′,σ′

n′,k′,m′

∣∣.

Therefore, using Lemma 3.9, we deduce

∥Πp′′K̃∥H sup
η−α,r,O,S

≲S r
−2

∑
p,p′≥1

p′′−p′+2≤p≤p′′+p′

2pp′∥ΠpP∥H sup
η−α,r,O,S

∥Πp′Q∥H sup
η−α,r,O,S

and since our previous estimates are uniform with respect to permutation on ℓ′′ and σ′′ we conclude

(52) ∥Πp′′K∥H sup
η−α,r,O,S

≲S r
−2

∑
p,p′≥1

p′′−p′+2≤p≤p′′+p′

2pp′∥ΠpP∥H sup
η−α,r,O,S

∥Πp′Q∥H sup
η−α,r,O,S

.

Now we focus on the infinite sum L. Following the same strategy as above (i.e. a decomposition
of L as in (52)), we have to estimate∑
ℓ′′=(ℓ,ℓ′), σ′′=(σ,σ′),
k′′=k+k′,m′′=m+m′,

n′′=n+n′

(q + 1)(q′ + 1)1j∗∈Sc

(∣∣P (ℓ,j∗),(σ,+1)
n,k,m Q

(ℓ′,j∗),(σ′,−1)

n′,k′,m′

∣∣+ ∣∣P (ℓ,j∗),(σ,−1)
n,k,m Q

(ℓ′,j∗),(σ′,+1)

n′,k′,m′

∣∣)

where q and q′ denote the cardinality of ℓ and ℓ′ respectively and, as aconsequence of the zero
momentum condition,

−j∗ =
∑
j∈S

jkj +

q∑
i=1

σiℓi.
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So we obtain, using again Lemma 3.9, the same estimate for L than estimate (52) for K and all
together we get

(53) ∥Πp′′R∥H sup
η−α,r,O,S

≲S r
−2

∑
p,p′≥1

p′′−p′+2≤p≤p′′+p′

pp′∥ΠpP∥H sup
η−α,r,O,S

∥Πp′Q∥H sup
η−α,r,O,S

.

Now we prove (49). We use ∥Πp · ∥H sup
η−α,r,O,S

≤ e−αp∥ · ∥H sup
η,r,O,S

to get from (53)

∥Πp′′R∥H sup
η−α,r,O,S

≲S r
−2∥P∥H sup

η,r,O,S
∥Q∥H sup

η,r,O,S

∑
p,p′≥1

pp′e−αpe−αp′ .

Then we use that
∑

p≥1 pe
−αp ≤ 2

∫ +∞
0 te−αtdt = 2

α2 , to conclude that, uniformly in p′′ ∈ N,

∥Πp′′R∥H sup
η−α,r,O,S

≲S
1

r2α4
∥P∥H sup

η,r,O,S
∥Q∥H sup

η,r,O,S
.

We also get for all p ≥ 0

∥ΠpR∥H lip
η−α,r,O,S

≲S
1

r2α4

(
∥P∥

H lip
η,r,O,S

∥Q∥H sup
η,r,O,S

+ ∥P∥H sup
η,r,O,S

∥Q∥
H lip

η,r,O,S

)
and thus (49) follows.

Now we prove (50). We use ∥Πp′ · ∥H sup
η−α,r,O,S

≤ e−(α+β)p′∥ · ∥H sup
η+β,r,O,S

to get from (53)

∥Πp′′R∥H sup
η−α,r,O,S

≲S r
−2∥P∥H sup

η,r,O,S
∥Q∥H sup

η+β,r,O,S

∑
p,p′≥1

p′′−p′+2≤p≤p′′+p′

pp′e−αpe−(β+α)p′ .

We have e−αp ≤ e−αp′′eαp
′ and thus∑

p,p′≥1
p′′−p′+2≤p≤p′′+p′

pp′e−αpe−(β+α)p′ ≤
∑
p′≥1

2p′(p′′ + p′)p′e−αp′′e−βp′ ≤ 4(p′′ + 1)e−αp′′
∑
p′≥1

p′3e−βp′ .

Finally we use
∑

p′≥1 p
′3e−βp′ ≤ 12

β4 to conclude

∥ΠpR∥H sup
η−α,r,O,S

≲S
(p+ 1)e−αp

r2β4
∥P∥H sup

η,r,O,S
∥Q∥H sup

η+β,r,O,S
.

This prove (50) for the sup norm. We also get

∥ΠpR∥H lip
η−α,r,O,S

≲S
(p+ 1)e−αp

r2β4

(
∥P∥

H lip
η,r,O,S

∥Q∥H sup
η+β,r,O,S

+ ∥P∥H sup
η,r,O,S

∥Q∥
H lip

η+β,r,O,S

)
from which (50) follows.

□

We end this section with a result on the action of the Hamiltonian flow Φt
χ by composition.

Lemma 3.12. Let S ⊂ Z be a finite set, r ∈ (0, 14), O ⊂ ((4r)2, 1)S , ηmax > η > η0, α ∈ (0, η−η0)
and χ ∈Hη+α,r,O,S . Assume that χ satisfies (45) (or (46) if χ = Πn=0,m=0χ) and

(54) ∥χ∥H tot
η+α,r,O,S

≲S α
5r2.
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Assume also that r satisfies (47). Then for any H ∈ Hη,r,O,S and any t ∈ [0, 1], there exits
Ht ∈ Hη−α,r,O,S such that, for all ξ ∈ O, H(ξ; ·) ◦ Φt

χ(ξ; ·) = Ht(ξ; ·) on Aξ(2r) and, identifying
the formal series and the functions15, we have

(55) ∥H ◦ Φt
χ∥H tot

η−α,r,O,S
≤ 2 ∥H∥H tot

η,r,O,S
,

(56) ∥H ◦ Φt
χ −H∥H tot

η−α,r,O,S
≲S

1

r2α5
∥χ∥H tot

η+α,r,O,S
∥H∥H tot

η,r,O,S

and

(57) ∥H ◦ Φ1
χ −H − {H,χ}∥H tot

η−α,r,O,S
≲S

1

r4α10
∥χ∥2H tot

η+α,r,O,S
∥H∥H tot

η,r,O,S

where, with a slight abuse of notation, we have written H ◦ Φt
χ instead of H(ξ; ·) ◦ Φt

χ(ξ; ·).
Proof. We want to apply the Cauchy–Kowaleskaya lemma proven in the appendix (see Lemma
10.1). So we set E(p+1) = ΠpHη0,r,O,S and ∥ · ∥E(p+1) = ∥ · ∥H tot

η0,r,O,S
. We note that, with the

notation of Lemma (10.1), we have for any β ≥ 0

Eβ = H tot
η0+β,r,O,S and ∥ · ∥β = ∥ · ∥H tot

η0+β,r,O,S
.

By Lemma 3.11 we have for all 0 < β ≤ η − η0

∥Πp{H,χ}∥E(p+1) ≲S
(p+ 1)e−β(p+1)

r2α4
∥H∥H tot

β,r,O,S
∥χ∥H tot

η+α,r,O,S

and thus the linear map LH := {H,χ} satisfies (167) with CL := c(S)∥χ∥H tot
η+α,r,O,S

(r2α4)−1. As
a consequence of (54) we have 2CL ≤ α. Now let H ∈ Hη,r,O,S . Applying Lemma 10.1, there
exists t 7→ Ht ∈ C1([0, 1];Hη−α,r,O,S) solution of the transport equation{

∂tHt = {Ht, χ}, t ∈ [0, 1]
H(0) = H.

.

Now consider g(t) = Ht ◦ Φ−t
χ (u) for some u ∈ Aξ(2r). We have

d

dt
g(t) = ∂tHt ◦ Φ−t

χ (u) + dHt(Φ
−t
χ (u))(∂tΦ

−t
χ (u))

= {Ht, χ} ◦ Φ−t
χ (u)− (i∇Ht(Φ

−t
χ (u)),∇χ(Φ−t

χ (u)))L2 = 0

and thus Ht ◦ Φ−t
χ (u) = g(t) = g(0) = H(u). Therefore Ht = H ◦ Φt

χ and we deduce that H ◦ Φt
χ

belongs to H tot
η−α,r,O,S for all t ∈ [0, 1] and satisfies (55). To prove (56) we write

H ◦ Φt
χ −H =

∫ t

0

d

dτ
(H ◦ Φτ

χ)dτ

and we use d
dτ (H ◦Φ

τ
χ) = {H,χ}◦Φτ

χ to conclude using an adapted version of (55) with η replaced
by η − α

2 and α replaced by α
2 (and thus adapting (47))

∥H ◦ Φt
χ −H∥H tot

η−α,r,O,S
≤ 2 ∥{H,χ}∥H tot

η−α
2 ,r,O,S

.

Then we use (50) and the uniform estimate (p+ 1)e−
α
2
p ≤ 8

α to get

∥{H,χ}∥H tot
η−α

2 ,r,O,S
≲S

1

r2α5
∥χ∥H tot

η+α,r,O,S
∥H∥H tot

η,r,O,S

15i.e. identifying H ◦ Φt
χ and Ht
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which completes the proof of (56). The proof of (57) is obtained similarly, writing

H ◦ Φ1
χ −H − {H,χ} =

1

2

∫ 1

0

d2

dt2
(H ◦ Φt

χ)dt

and using d2

dt2
(H ◦ Φt

χ) = {{H,χ}, χ} ◦ Φt
χ.

□

3.3. Spaces of integrable Hamiltonians. The integrable part of Hamiltonians plays an impor-
tant role in our context, we cannot eliminate them by normal forms and they nature may change
when we open a new site. Thus they must be carefully followed. With this in mind, we define
different spaces of integrable Hamiltonians and show embedding properties.

3.3.1. Spaces.

Definition 3.13 (Integrable Hamiltonians). Let S ⊂ Z be a finite set, r ∈ (0, 14), O ⊂ ((4r)2, 1)S ,
η ≥ 0. A Hamiltonian P ∈Hη,r,O,S is integrable if its non zero coefficients P ℓ,σ

n,k,m ̸= 0 satisfy

(58) k = 0 and ∃φ ∈ S#ℓ, φℓ = ℓ and φσ = −σ

We denote by Πint the associated projection defined by restriction of the coefficients16.

Definition 3.14 (Quartic integrable Hamiltonians Qcste
S ,QO,S). Let S ⊂ Z be a finite set. We

denote by Qcste
S , the set of the formal series Q, of the form

Q(µ, y, u) :=
∑
k,ℓ∈Z

Qk,ℓYkYℓ +
∑
k∈Z

QkYkµ+Q∅µ
2

where Yk := 1k∈Syk + 1k∈Sc |uk|2 and whose coefficients Qk,ℓ, Qk, Q∅ ∈ R satisfy the symmetry
condition Qk,ℓ = Qℓ,k and the bound

∥Q∥Qcste := sup
k,ℓ∈Z

|Qk,ℓ|Λ−1
k,ℓ ∨ |Qk|⟨k⟩δ ∨Q∅ <∞

where

(59) Λk,ℓ := 1 ∧ ⟨k⟩
4δ

⟨ℓ⟩δ
∧ ⟨ℓ⟩

4δ

⟨k⟩δ
.

Moreover, if O ⊂ RS
+, we set

QO,S := Lip(O;Qcste
S ).

Definition 3.15 (Linear Hamiltonians in the actions L cste
S ,LO,S). Let S ⊂ Z be a finite set. We

denote by L cste
S , the set of the formal series L, of the form

L(y) :=
∑
k∈Z

LkYk

where Yk := 1k∈Syk + 1k∈Sc |uk|2 and whose coefficients Lk ∈ R satisfy the bound

∥L∥L cste := sup
k∈Z
|Lk|⟨k⟩δ <∞.

Moreover, if O ⊂ RS
+, we set

LO,S := Lip(O;L cste
S ).

16i.e. for K ∈ Hη,r,O,S , I = ΠintK is the Hamiltonian whose coefficients are defined by Iℓ,σn,k,m = 1(58)K
ℓ,σ
n,k,m
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Definition 3.16 (Almost constant Hamiltonians A cste,AO,S). We denote by A cste, the set of
the affine functions A of the form

A(µ) := A0 +A1µ

with A0, A1 ∈ R, that we equip with the norm

∥A∥A cste := 3−1|A0| ∨ |A1|.

Moreover, if O ⊂ RS
+, where S ⊂ Z is a finite set, we set

AO,S := Lip(O;A cste).

Remark 3.17. The coefficients 3 is convenient but of minor importance in this paper. It is only
used to have a factor close to 1 in the estimate (117). We introduce the factor 3 in Definition 3.23
below for the same reason.

Definition 3.18 (Hamiltonians in normal form NO,S). Let S ⊂ Z be a finite set and O ⊂ RS
+.

An Hamiltonian is said in normal form if it belongs to the space NO,S defined by

(60) NO,S := AO,S ⊕LO,S ⊕QO,S .

3.3.2. Lipschitz norms. We are going to define some well suited norms on the Lipschitz spaces
defined above.

Definition 3.19 (Norms for AO,S). Let S ⊂ Z be a finite set, O ⊂ RS
+ and A ∈ AO,S . We set

∥A∥A sup
O,S

:= sup
ξ∈O
∥A(ξ)∥A cste

S
, ∥A∥

A lip
O,S

:= sup
ξ,ζ∈O
ξ ̸=ζ

∥A(ξ)−A(ζ)∥A cste
S

∥ξ − ζ∥ℓ1
,

∥A∥A tot
O,S

:= ∥A∥A sup
O,S

+ ∥A∥
A lip

O,S
.

Definition 3.20 (Some norms for LO,S). Let S ⊂ Z be a finite set, O ⊂ RS
+ and L ∈ LO,S . We

set

∥L∥L sup
O,S

:= sup
ξ∈O
∥L(ξ)∥L cste

S
, ∥L∥

L lip
O,S

:= sup
ξ,ζ∈O
ξ ̸=ζ

∥L(ξ)− L(ζ)∥L cste
S

∥ξ − ζ∥ℓ1
,

∥L∥L tot
r,O,S

:= ∥L∥L sup
O,S

+ r2∥L∥
L lip

O,S
.

Definition 3.21 (Norms for QO,S). Let S ⊂ Z be a finite set, O ⊂ RS
+, Q ∈ QO,S and r > 0.

We set

∥Q∥Qsup
O,S

:= sup
ξ∈O
∥Q(ξ)∥Qcste

S
, ∥Q∥

Qlip
O,S

:= sup
ξ,ζ∈O
ξ ̸=ζ

∥Q(ξ)−Q(ζ)∥Qcste
S

∥ξ − ζ∥ℓ1
,

∥Q∥Qtot
r,O,S

:= ∥Q∥Qsup
O,S

+ r2∥Q∥
Qlip

O,S
.

The elements of LO,S are frequencies on which we need strong Lipschitz estimates to be able to
prove small divisor estimates (see Lemma 4.1). The most critical terms appear when we "recenter"
an element of QO,S (see Proposition 7.2 and in particular equations (119) and (121)). Therefore,
we now introduce a more subtle Lipschitz norm on LO,S allowing to control these critical terms.
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Definition 3.22 (Directional Lipschitz norms for LO,S). Let S ⊂ Z be a finite set, O ⊂ RS
+,

L ∈ LO,S . We set

∥L∥L dir
O,S

:= sup
i,k∈Z

sup
(ξ,ζ)∈∆iO

|Lk(ξ)− Lk(ζ)|
|ξi − ζi|

Γ−1
k,i .

where (recalling that Λk,i is defined by (59))

(61) Γk,i := Λk,i ∨
1

⟨k⟩δ

and

(62) ∆iO := {(ξ, ζ) ∈ O2 | ξ ̸= ζ and ∀k ̸= i, ξk = ζk}.

Definition 3.23 (A well suited norm on NO,S). Let S ⊂ Z be a finite set, O ⊂ RS
+, N =

A+ L+Q ∈ NO,S and r > 0. We set

∥N∥N tot
r,O,S

:= ∥A∥A tot
O,S
∨ ∥L∥L tot

r,O,S
∨ ∥L∥L dir

O,S
∨ 3 ∥Q∥Qtot

r,O,S
.

3.3.3. Embeddings and projections. First, by definition of the the norms, we get the following
straightforward embedding estimates.

Lemma 3.24 (Pointwise Embeddings). Let S ⊂ Z be a finite set. Then for all r ∈ (0, 1] and
η ≤ ηmax, A cste, L cste

S and Qcste
S are subspaces of H cste

η,r,S . Moreover, the associated embeddings
enjoy the following continuity estimates

r2∥A∥A cste ≲ ∥A∥H cste
η,r,S

≲ ∥A∥A cste , ∥L∥H cste
η,r,S
∼S r

2∥L∥L cste , ∥Q∥H cste
η,r,S
∼S r

4∥Q∥Qcste

for all (A,L,Q) ∈ A cste ×L cste
S ×Qcste

S .

Remark 3.25. As a consequence of Lemma 3.4, it follows that A,L,Q define smooth functions
on some annulus of ℓ2ϖ.

Corollary 3.26 (Embeddings with parameters and definition of the projections). Let S ⊂ Z be
a finite set, r ∈ (0, 1/4), O ⊂ ((4r)2; 1)S , η ≤ ηmax. Then AO,S ,LO,S ,QO,S ,NO,S are subspaces
of Hη,r,O,S . We denote, respectively, by ΠA ,ΠA1 ,ΠL ,ΠQ,Πnor the associated projection (defined
by restriction of the coefficients).

Corollary 3.27 (Equivalence of the norms). Let S ⊂ Z be a finite set, r ∈ (0, 1/4), O ⊂
((4r)2; 1)S , η ≤ ηmax, A ∈ AO,S , L ∈ QO,S and Q ∈ QO,S . Then, we have

r4∥A∥A tot
r,O,S

≲S ∥A∥H tot
η,r,O,S

≲S ∥A∥A tot
r,O,S

,

∥L∥H tot
η,r,O,S

∼S r
2∥L∥L tot

r,O,S
and ∥Q∥H tot

η,r,O,S
∼S r

4∥Q∥Qtot
r,O,S

.

Lemma 3.28 (Continuity estimate for Πnor). Let S ⊂ Z be a finite set, r ∈ (0, 1/4), O ⊂
((4r)2; 1)S , η ≤ ηmax and P ∈H tot

η,r,O,S then we have

∥ΠnorP∥N tot
r,O,S

≲S,η r
−4∥P∥H tot

η,r,O,S
.

Proof. Thanks to Corollary 3.27, since r ≤ 1, by definition of the norms, it suffices to prove that

∥ΠLP∥L dir
O,S

≲S r
−2∥P∥

H lip
η,r,O,S

.

Therefore it suffices to prove that for all L ∈ LO,S , we have

(63) ∥L∥L dir
O,S
≤ ∥L∥

L lip
O,S

.
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Indeed, by Corollary 3.27, we will have

∥ΠLP∥L dir
O,S
≤ ∥ΠLP∥L lip

O,S
≤ r−2∥ΠLP∥L tot

O,S
≲S r

−4∥P∥H tot
η,r,O,S

.

So, from now, we focus on proving (63). Let i ∈ S, k ∈ Z and ζ, ξ ∈ ∆iO. Noticing that, by
definition of ∆iO, we have ∥ξ − ζ∥ℓ1 = |ξi − ζi|, we have

|Lk(ξ)− Lk(ζ)| ≤ ⟨k⟩−δ∥ξ − ζ∥ℓ1∥L∥L lip
O,S
≤ Γi,k|ξi − ζi|∥L∥L lip

O,S
.

By considering the supremum with respect to ξ, ζ, i, we get, as expected, (63). □

4. Small divisor estimates

All the small divisor estimates of this paper will rely on the following basic technical lemma.

Lemma 4.1. Let S ⊂ Z be a finite set, O ⊂ (0, 1)S be a Borel set, k ∈ RS \ {0}, g : O → RS ,
a : O → R be some measurable functions satisfying

(64) ∀i ∈ S,∀(ξ, ζ) ∈ ∆iO, ∥k∥−1
ℓ∞ |a(ξ)− a(ζ)|+

∑
ℓ∈S
|gℓ(ξ)− gℓ(ζ)| ≤

|ξi − ζi|
2

where ∆iO is defined by (62). Then for all γ > 0, we have

Leb
({
ξ ∈ O |

∣∣a(ξ) +∑
i∈S

ki(ξi + gi(ξ))
∣∣ < γ

})
≤ 4γ∥k∥−1

ℓ∞ .

Proof. Let γ > 0 and i∗ ∈ S be such that

(65) |ki∗ | = max
j∈S
|kj |.

Then, we note that by Tonelli’s theorem, for all Borel set Ξ ∈ (0, 1)S and all j ∈ S, we have

Leb(Ξ) =

∫
(ξ)i̸=j∈(0,1)S\{j}

Leb({ξj ∈ R | ξ ∈ Ξ}) d(ξ)i ̸=j ≤ sup
(ξ)i̸=j∈(0,1)S\{j}

Leb({ξj ∈ R | ξ ∈ Ξ}︸ ︷︷ ︸
=:Ξ

(j)
(ξ)i ̸=j

).

Applying this estimate with j = i∗ and

Ξ :=
{
ξ ∈ O | |h(ξ)| < γ

}
where h(ξ) := a(ξ) +

∑
i∈S

ki(ξi + gi(ξ)),

we get

Leb(Ξ) ≤ sup
(ξ)i ̸=i∗∈(0,1)S\{i∗}

Leb(Ξ
(i∗)
(ξ)i ̸=i∗

).

Therefore, to conclude the proof, it suffices to prove that Ξ(i∗)
(ξ)i ̸=i∗

is included in an interval of length

4γ∥k∥−1
ℓ∞ . In other words, it suffices to prove that if ξ, ζ ∈ ∆i∗(O) are such that ξi∗ , ζi∗ ∈ Ξ

(i∗)
(ξ)i ̸=i∗

then |ξi∗ − ζi∗ | < 4γ∥k∥−1
ℓ∞ .
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Indeed, if ξ, ζ ∈ ∆i∗(O) are such that ξi∗ , ζi∗ ∈ Ξ
(i∗)
(ξ)i ̸=i∗

then we have

2γ >
∣∣h(ξ)− h(ζ)∣∣ ≥ |ki∗ ||ξi∗ − ζi∗ | −

∑
i∈S
|ki||gi(ξ)− gi(ζ)| − |a(ξ)− a(ζ)|

(65)
≥ ∥k∥ℓ∞

(
|ξi∗ − ζi∗ | −

∑
i∈S
|gi(ξ)− gi(ζ)| − ∥k∥−1

ℓ∞ |a(ξ)− a(ζ)|
)

(64)
≥ ∥k∥ℓ

∞

2
|ξi∗ − ζi∗ |.

□

In our normal form theorems we will apply the following proposition.

Proposition 4.2. Let S ⊂ Z be a finite set, O ⊂ (0, 1)S be a Borel set, ε ≤ 1, M ≥ 2, L ∈ LO,S
and set

∀j ∈ Z,∀ξ ∈ O, ωj(ξ) := 2εLj(ξ) +

{
ξj if j ∈ S
0 if j ∈ Sc .

Assume that L satisfies the estimates

∥L∥L sup
O,S
∨ ∥L∥L dir

O,S
≤ 4

and, recalling that the coefficients Γ are defined by (61), assume that ε satisfies

ε ≤ (24M)−1 and ε
(
sup
i∈S

∑
k∈S

Γk,i

)
≤ 10−3

Then, for all γ ∈ (0, 1) there exists a Borel subset O′ ⊂ O such that

Leb(O \ O′) ≤ γ

and for all ξ ∈ O′, all k ∈ ZS \ {0}, all d ∈ J0, 4K, all vector j ∈ (Sc)d, all b ∈ (Z∗)d, all n ∈ Z,
provided that ∥b∥ℓ1 ≤M, we have

(66)
∣∣∣ε−2n+

∑
i∈S

kiωi(ξ) +

d∑
p=1

bpωjp(ξ)
∣∣∣ ≳S,M

( γ

∥k∥2#S
ℓ∞

)cd
where17 c0 = 1, c1 = 3, c2 = 9, c3 = 34 and c4 = 166.

Proof. We set

E = {(k, d, j, b, n) | k ∈ ZS \ {0}, d ∈ J0, 4K, j ∈ (Sc)d, n ∈ Z, b ∈ (Z∗)d and ∥b∥ℓ1 ≤M}

and ∀e = (k, d, j, b, n) ∈ E, he = ε−2n+
∑
i∈S

kiωi +

d∑
k=1

bkωjk .

• Step 1 : local estimates. Let e = (k, d, j, b, n) ∈ E. We aim at proving that

(67) ∀γ > 0, Leb({ξ ∈ O | |he| < γ}︸ ︷︷ ︸
=:Ξe,γ

) ≤ 4γ∥k∥−1
ℓ∞ .

17these exponents are far from sharp, we could improve them proceeding as in [BGR23].
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To prove it we apply Lemma 4.1 with

a = ε−2n+

d∑
p=1

bpωjp and g = 2ε(Lk)k∈S .

So we just have to check the estimate (64). So let i ∈ S and (ξ, ζ) ∈ ∆iO. On the one hand, by
definition of ∥L∥L dir

O,S
(see (3.22)), using the smallness assumptions on ∥L∥L dir

O,S
and ε, we have∑

k∈S
|gk(ξ)− gk(ζ)| ≤ 2ε

∑
k∈S
|Lk(ξ)− Lk(ζ)| ≤ 2ε

∑
k∈S

Γk,i∥L∥L dir
O,S
|ξi − ζi| ≤

|ξi − ζi|
100

.

On the other hand, using the smallness assumptions on ∥L∥L dir
O,S

and ε, since the coefficient Γk,i

are smaller than or equal to 1, we have

|a(ξ)−a(ζ)| ≤ ε
d∑

p=1

|bp||ωjp(ξ)−ωjp(ζ)| ≤ 2ε
d∑

p=1

|bp|Γjp,i∥L∥L dir
O,S
|ξi−ζi| ≤ 8εM|ξi−ζi| ≤

|ξi − ζi|
3

.

Since 1
3 + 1

100 ≤
1
2 , the estimate (64) is satisfied and so (67) holds.

• Step 2 : global estimates. Now, let γ ∈ (0, 1). We first note that if e = (k, d, j, b, n) ∈ E
satisfies |n| ≥ 1 + 8(#S)∥k∥ℓ∞ + 8M then Ξe,γ = ∅. Indeed, it suffices to observe that, thanks to
assumption on ∥L∥L sup

O,S
, if there exists ξ ∈ Ξe,γ then

ε−2|n| ≤ 1 +
∑
i∈S
|ki||ωi(ξ)|+

d∑
p=1

|bp||ωjp(ξ)| ≤ 1 + 8(#S)∥k∥ℓ∞ + 8M.

Then, we set
υe := γ cS,M∥k∥−2#S

ℓ∞ ⟨j1⟩−α · · · ⟨jd⟩−α

where α = 11/10 and cS,M ∈ (0, 1) is a constant depending only on S and M that will be
determined later. Using (67) we have

Leb
( ⋃

e∈E
Ξe,υe

)
≤ 8γcS,M

∑
k∈ZS\{0}

(1+8(#S)∥k∥ℓ∞+8M) ∥k∥(−2#S−1)
ℓ∞

4∑
d=0

∑
j∈(Sc)d

⟨j1⟩−α · · · ⟨jd⟩−α.

It follows that, provided that cS,M is small enough

Leb
( ⋃

e∈E
Ξe,υe

)
≤ γ.

Consequently, setting
O′ = O \

⋃
e∈E

Ξe,υe ,

we have Leb(O \ O′) ≤ γ and for all ξ ∈ O′,

(68) ∀e ∈ E, |he(ξ)| ≥ υe = γ cS,M∥k∥−2#S
ℓ∞ ⟨j1⟩−α · · · ⟨jd⟩−α.

• Step 3 : uniform estimates. Finally, in order to improve estimate (68) we have to remove the
factor ⟨j1⟩−α · · · ⟨jd⟩−α. We follow the approach introduced in [BG21] to get small divisor estimate
strong enough to prove long time stability of small solution to nonlinear dispersive PDEs at low
regularity. We decompose E depending on the value of d :

Ed∗ := {(k, d, j, b, n) ∈ E | d = d∗}.
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Now, let ξ ∈ O′. First, we note that if e ∈ E0 then (68) gives (66) with c0 = 1. Then, we
proceed by induction. We assume that (66) holds for all e ∈ Ed−1 with 1 ≤ d ≤ 4. We fix
e = (k, d, j, b, n) ∈ Ed and we aim at proving (66). Without loss of generality, we assume that

|jd| = max
1≤p≤d

|jp|.

Thanks to the induction hypothesis and the assumption on ∥L∥L sup
O,S

, we have

|he(ξ)| ≥ νd−1,S,M

( γ

∥k∥2#S
ℓ∞

)cd−1

− |bd||ωjd(ξ)| ≥ νd−1,S,M

( γ

∥k∥2#S
ℓ∞

)cd−1

− 8M⟨jd⟩−δ

where νd,S,M < 1 is a constant depending only on d,S,M. Either, |jd| is large enough, i.e.

⟨jd⟩−δ ≤
νd−1,S,M
24M

( γ

∥k∥2#S
ℓ∞

)cd−1

and so
|he(ξ)| ≥

νd−1,S,M
2

( γ

∥k∥2#S
ℓ∞

)cd−1

or jd is not too large, i.e.

⟨jd⟩ ≤
(νd−1,S,M

24M

)−1/δ( γ

∥k∥2#S
ℓ∞

)− cd−1
δ

and so, since |jd| = max1≤p≤d |jp|, thanks to (68), we have

|he(ξ)| ≥ cS,M
γ

∥k∥2#S
ℓ∞

((νd−1,S,M
24M

)1/δ( γ

∥k∥2#S
ℓ∞

) cd−1
δ

)αd

.

Since δ ≥ α−1 = 10
11 , it follows that (66) holds with

cd := 1 + ⌈α2dcd−1⌉.
Since c0 = 1, we have c1 = 3, c2 = 9, c3 = 34 and c4 = 166.

□

5. A KAM theorem

In this section we state and then prove a normal form theorem of KAM type adapted to our
problem. Basically it is just an adaptation of the standard Theorem (see [Kuk87, Pos96]) but with
one principal modification: we eliminate more terms in our Hamiltonians (that we call "adapted
jet", see Definition 5.2).

5.1. Statement and strategy of proof.

Definition 5.1 (Non perturbative part). Being given ε ∈ (0, 1), we set

H(0)
ε (u) :=

1

2

∑
k∈Z

(
ε−2|k|2 + |uk|

2

2

)
|uk|2 −

1

2
∥u∥4L2 .

Definition 5.2 (Adapted jet and remainder terms). Let S ⊂ Z be a finite set, r ∈ (0, 1/4),
O ⊂ ((4r)2, 1)S be a Borel set, η ≥ 0. A Hamiltonian P ∈ Hη,r,O,S is an adapted jet (a-jet) if
ΠintP = 0 and its non zero coefficients P ℓ,σ

n,k,m ̸= 0 satisfy ∥m∥ℓ1 ≤ 2, n ≤ 2, #ℓ ≤ 3.
We denote by Πajet the associated projection defined by restriction of the coefficients and we set
Πrem := Id−Πnor −Πjet .
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Theorem 5.3 (KAM). Let S ⊂ Z be a finite set, r ∈ (0, 1/4), O♮ ⊂ ((4r)2, 1)S be a Borel set,
ηmax ≥ η♮ > η ≥ η0, ε < 1 and P ∈Hη♮,r,O♮,S .

Assume that the following assumptions hold
• the adapted jet is small enough, the remainder term and the normal form part are not too

large, i.e.

(69) ∥ΠajetP∥H tot
η♮,r,O♮,S

≤ ε
9
10 r4000, ∥ΠnorP∥N tot

r,O♮,S
≤ 4 and ∥ΠremP∥H tot

η♮,r,O♮,S
≤ r3,

• the frequencies can be modulated, i.e.

ε ≤ 10−2 and ε
(
sup
i∈S

∑
k∈S

Γk,i

)
≤ 10−3,

• r is small enough, i.e.

(70) r ≲S,η♮−η 1.

Then, there exists a Borel set O ⊂ O♮ and a Hamiltonian K ∈Hη,r,O,S , such that
• O is relatively large in the sense that

Leb(O♮ \ O) ≤ r2ε10
−3

• the adapted jet has been removed, the remainder term is not too large, and the normal
form part does not have changed too much, i.e.

ΠajetK = 0, ∥ΠremK∥H tot
η,r,O,S

≤ 1 and ∥Πnor(K − P )∥N tot
r,O,S

≤ r

and for all ξ ∈ O, there exists a C1 symplectic map τξ : Aξ(r) → Aξ(2r) commuting with the
gauge transform and enjoying, for all u ∈ Aξ(r), the bound

(71) ∥τξ(u)− u∥ℓ2ϖ + r2∥dτξ(u)− Id∥ℓ2ϖ→ℓ2ϖ
≤ r3ε1/2

and the property that

(72) (H(0)
ε + εP )(ξ; τξ(u)) = (H(0)

ε + εK)(ξ;u).

Remark 5.4. We notice that R := (I − ΠL − ΠA )K satisfies ∂vR, ∂2vR and ∂yR vanish when
u = 0 and y = 0 (in the new variables), i.e. on Tξ (see (2)). Therefore, for all ξ ∈ O, Tξ is an
invariant torus for the Hamiltonian system governed by H(0)

ε + εK and τ−1
ξ (Tξ) is an invariant

torus for the Hamiltonian system governed by H
(0)
ε + εP . So we recover the conclusions of a

standard KAM theorem. In particular we note that the constructed tori are linearly stable.

Let us explain the KAM strategy in our context. The aim of the KAM theorem is to make
ΠajetP disappear by changing the variable. In fact we will eliminate ΠajetP iteratively writting
K0 = P and for k ≥ 0

(73) (H(0)
ε + εKk) ◦ Φ1

χk
= (H(0)

ε + εKk+1)

where Φ1
χk

is the time-one flow-map generated by the Hamiltonian χk which is chosen in such a way
the size of ΠajetKk+1 is, roughly speaking, the square of the size of ΠajetKk. This allows a quadratic
scheme which is rapidly convergent and can absorb all the unfavorable constants that will appear
in our estimates. To obtain the equation that χk has to satisfied (the so called cohomological
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equation) we can do the following formal calculation based on the fact that Πajetχk = χk and χk

has the size of ΠajetKk (of course everything will be justified later on)

(H(0)
ε + εKk) ◦ Φχk

= H(0)
ε + εKk + {H(0)

ε + εKk, χk}+ h.o.t.

= H(0)
ε + εΠajetKk +Πajet{H(0)

ε + ε(Kk −ΠajetKk), χk}+Rk + h.o.t.

where ΠajetRk = 0. Therefore to achieve our goal we want χk to solve the cohomological equation

(74) εΠajetKk +Πajet{H(0)
ε + ε(Kk −ΠajetKk), χk} = 0.

So we will focus on the resolution of this equation in the next subsection.

5.2. Preliminaries.

5.2.1. Cohomological equation. First we decompose H(0)
ε , which is an integrable Hamiltonian in

normal form, according to (60)

H(0)
ε = Z2 +A(0) +Q(0)

where A(0) = H
(0)
ε (ξ)− µ∥ξ∥ℓ1 is the almost constant (see Definition 3.16) part of H(0)

ε ,

Z2 :=
1

2

∑
j∈Z

(ε−2j2 + ξj1j∈S)Yj

is a linear in actions Hamiltonians (see Definition 3.15) and Q(0) = 1
4

∑
k∈Z Y

2
k −

1
2µ

2 is an
integrable quartic Hamiltonian (see Definition 3.14). We note that both A(0) and Q(0) do not
depend on ε.

We first solve a linear cohomological equation.

Lemma 5.5. Let S ⊂ Z be a finite set, r ∈ (0, 1/4), O ⊂ ((4r)2, 1)S be a Borel set, η > η0, ε < 1,
L ∈ LO,S and R ∈Hη,r,O,S be an adapted jet, i.e. ΠajetR = R.

Assume that L satisfies the estimates

∥L∥L tot
r,O,S

∨ ∥L∥L dir
O,S
≤ 4

and assume that ε satisfies

ε ≤ (72)−1 and ε
(
sup
i∈S

∑
k∈S

Γk,i

)
≤ 10−3.

Then for any γ ∈ (0, 1) there exists O+ ⊂ O satisfying

Leb(O \ O+) ≤ γ

and there exists χ ∈Hη+,r,O+,S (for all η0 < η+ < η) with Πajetχ = χ such that

(75) {Z2(ξ; ·) + εL, χ(ξ; ·)}+R(ξ; ·) = 0, ∀ξ ∈ O+.

Furthermore χ satisfies the following estimate

∥χ∥H tot
η+,r,O+,S

≲S
1

(η − η+)138#Sγ68
∥R∥H tot

η,r,O+,S
.(76)
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Proof. For k ∈ ZS , q ∈ N, ℓ ∈ (Sc)q and σ ∈ {−1, 1}q we define the small divisor

Ω(ξ;k, ℓ,σ) =
∑
j∈S

kjωj(ξ) +

q∑
i=1

σiωℓi(ξ)

where

(77) ωj(ξ) := ε−2j2 + ξj1j∈S + 2εLj(ξ), j ∈ Z.

Then for k ∈ ZS , m ∈ NS , q, n ∈ N, ℓ ∈ (Sc)q and σ ∈ {−1, 1}q we set

χℓ,σ
n,k,m(ξ) =

−Rℓ,σ
n,k,m(ξ)

iΩ(ξ;k, ℓ,σ)
when Ω(ξ;k, ℓ,σ) ̸= 0,

χℓ,σ
n,k,m(ξ) = 0 when Ω(ξ;k, ℓ,σ) = 0.

Then we have

(78) {Z2(ξ; ·) + εL, χ(ξ; ·)}+R(ξ; ·) =
∑

Ω(ξ;k,ℓ,σ)=0

Rℓ,σ
n,k,m uσℓ y

m zk µn.

We note that if k = 0 then Ω(ξ;k, ℓ,σ) = 0 implies
∑q

i=1 σiℓ
2
i = 0. Furthermore if Rℓ,σ

n,0,m ̸= 0

then q ≤ 3 (since ΠajetR = R) and by definition of our class of Hamiltonians
∑q

i=1 σi = 0 and∑q
i=1 σiℓi = 0. Since q ≤ 3 these three equalities are incompatible for a non-integrable term and

thus Ω(ξ; 0, ℓ,σ) can vanish only when Rℓ,σ
n,0,m = 0.

On the other hand, in view of the hypothesis, we can apply Proposition 4.2 (with M = 3 and
d = 3) to obtain that there exits O+ ⊂ O satisfying Leb(O \ O+) ≤ γ such that for all ξ ∈ O+,
k ∈ ZS \ {0}, q ≤ 3, ℓ ∈ (Sc)q and σ ∈ {−1, 1}q the small divisor Ω(ξ;k, ℓ,σ) does not vanish
and furthermore

(79) |Ω(ξ;k, ℓ,σ)| ≳S

( γ

∥k∥2#S
ℓ∞

)34
.

Thus the right hand side of equation (78) vanishes and thus the cohomological equation (75) is
satisfied. Furthermore using (79) and the fact that

∑
j≥1 j

pe−αj ≲p α
−(p+1) for all α > 0 and all

p ≥ 0, we conclude that χ ∈Hη+,r,O+,S and

∥χ∥H sup

η+,r,O+,S
≲S

1

(η − η+)69#Sγ34
∥R∥H sup

η,r,O+,S
.

It remains to consider the Lipschitz norm. We have for ξ, ζ ∈ O+

|χℓ,σ
n,k,m(ξ)− χℓ,σ

n,k,m(ζ)| ≤
|Rℓ,σ

n,k,m(ξ)−Rℓ,σ
n,k,m(ζ)|

|Ω(ξ;k, ℓ,σ)|
+ |Rℓ,σ

n,k,m(ζ)| |Ω(ξ;k, ℓ,σ)− Ω(ζ;k, ℓ,σ)|
|Ω(ξ;k, ℓ,σ)Ω(ζ;k, ℓ,σ)|

.

The first term is treated as above. To estimate the second one, we note that by definition

|Ω(ξ;k, ℓ,σ)− Ω(ζ;k, ℓ,σ)| ≤ ∥ξ − ζ∥ℓ1(∥k∥ℓ1 + q)(1 + 2ε∥L∥
L lip

O,S
)

and we get using (79)

∥χ∥
H lip

η+,r,O+,S
≲Sγ

−34
∑
j≥1

j68#Se−(η−η+)j∥ΠajetR∥H lip

η,r,O+,S

+ γ−68
∑
j≥1

j136#S+1e−(η−η+)j∥ΠajetR∥H sup

η,r,O+,S
∥L∥

L lip
O,S

.
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Using again
∑

j≥1 j
pe−αj ≲p α

−(p+1), we obtain (76).
□

Now we want to solve the nonlinear cohomological equation, i.e. equation of the form (74) but
first we introduce a new projection:

Πfour = Id−ΠL −ΠA −Πajet

and note that if ΠfourR = R then the Hamiltonian R starts with terms of degree18 four.

Lemma 5.6. Let S ⊂ Z be a finite set, r ∈ (0, 1/4), O ⊂ ((4r)2, 1)S be a Borel set, ηmax ≥ η > η0,
ε < 1 and R ∈Hη,r,O,S with ∥ΠfourR∥H tot

η,r,O,S
≤ 9r2.

Assume that L = ΠLR satisfies the estimates

(80) ∥L∥L tot
r,O,S

∨ ∥L∥L dir
O,S
≤ 4

and assume that ε satisfies

(81) ε ≤ (72)−1 and ε
(
sup
i∈S

∑
k∈S

Γk,i

)
≤ 10−3.

Then for any γ ∈ (0, 1) there exists O+ ⊂ O satisfying

Leb(O \ O+) ≤ γ
and there exists χ ∈Hη+,r,O+,S (for all η0 < η+ < η) with Πajetχ = χ such that

(82) εΠajetR(ξ; ·) + Πajet{H(0)
ε (ξ; ·) + ε(R−ΠajetR)(ξ; ·), χ(ξ; ·)} = 0, ξ ∈ O+.

Furthermore χ satisfies the following estimate

∥χ∥H tot
η+,r,O+,S

≲S
ε

(η − η+)848#Sγ408
∥ΠajetR∥H tot

η,r,O,S
.(83)

Proof. First, taking into account that χ commutes with µ and that, since Πajetχ = χ, (Id −
Πajet){Z2 + εL, χ} = 0, we rewrite (82) as follows

(84) {Z2 + εL, χ}+ εΠajetR+Πajet{Q(0) + εΠfourR,χ} = 0

where L = ΠLR. Then using Lemma 5.5 we can solve successively the following six linear
cohomological equation

{Z2 + εL, χ0}+ εΠajetR = 0,

{Z2 + εL, χ1}+ΠajetR1 = 0, R1 = {Q(0) + εΠfourR,χ0},
{Z2 + εL, χ2}+ΠajetR2 = 0, R2 = {Q(0) + εΠfourR,χ1},
{Z2 + εL, χ3}+ΠajetR3 = 0, R3 = {Q(0) + εΠfourR,χ2},
{Z2 + εL, χ4}+ΠajetR4 = 0, R4 = {Q(0) + εΠfourR,χ3},
{Z2 + εL, χ5}+ΠajetR5 = 0, R5 = {Q(0) + εΠfourR,χ4}.

We note that, by construction, Q(0) and ΠfourR start with terms of degree 4 while an adapted
jet has only monomials of degree less or equal than 11. Furthermore the Poisson bracket of two
monomials of respective degrees p and q has degree p+q−2. So R1 starts with terms of degree 2 and
the same holds for χ1. Thus R2 and χ2 start with terms of degree 4, R3 and χ3 start with terms of
degree 6, R4 and χ4 start with terms of degree 8 and R5 and χ5 start with terms of degree 10. As
a consequence Πajet{Q(0)+εΠfourR,χ5} = 0 and therefore, setting χ = χ0+χ1+χ2+χ3+χ4+χ5,

18The degree of the monomials uσ
ℓ ym zk µn is 2∥m∥ℓ1 +#ℓ+ 2n.
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we have solved (84) and thus (82). Estimates (83) follows by iterating (76), using the Poisson
bracket estimate (49) and ∥ΠfourR∥H tot

η,r,O,S
≤ 9r2. Namely, denoting X = 1

(η−η+)138#Sγ68 , we have
for all η0 < η+ < η ≤ ηmax

∥χ0∥H tot
η+,r,O+,S

≲S εX∥ΠajetR∥H tot
η,r,O,S

from which we deduce, using (49) and ∥Q(0)+εΠ4R∥H tot
η,r,O,S

≲ r2, that for all η0 < η+ < η ≤ ηmax

∥R1∥H tot
η+,r,O+,S

≲S ε
X

(η − η+)4
∥ΠajetR∥H tot

η,r,O,S
.

Iterating this process we get for i = 0, · · · , 5 and for all η0 < η+ < η ≤ ηmax

∥χi∥H tot
η+,r,O+,S

≲S εX

(
X

(η − η+)4

)i

∥ΠajetR∥H tot
η,r,O,S

.

Therefore

∥χ∥H tot
η+,r,O+,S

≲S ε
X6

(η − η+)20
∥ΠajetR∥H tot

η,r,O,S

which leads to (83). □

5.2.2. New remainder term. We begin with the so called KAM step, i.e. we estimate R+, the new
remainder term, given by the formula

(85) (H(0)
ε + εR) ◦ Φ1

χ = (H(0)
ε + εR+)

when χ satisfies the cohomological equation (82).

Lemma 5.7. Under the hypothesis of Lemma 5.6 and assuming that χ, constructed in Lemma
5.6, satisfies the hypothesis of Lemma 3.12, we have for all η0 < η+ < η ≤ ηmax

(86) ∥ΠajetR
+∥H tot

η+,r,O+,S
≲S

ε

r4γ816(η − η+)1706♯S
∥ΠajetR∥2H tot

η,r,O,S

and

(87) ∥R−R+∥H tot
η+,r,O+,S

≲S
1

r4γ816(η − η+)1706♯S
∥ΠajetR∥H tot

η,r,O,S
.

Proof. We first introduce a local notation: for χ satisfying hypothesis of Lemma 3.12 and F a
Hamiltonian defined on Aξ(2r) we denote

Tχ(F ) = F ◦ Φ1
χ − F − {F, χ}.

We have

(H(0)
ε + εR)◦Φ1

χ = Z2+{Z2+ εL, χ}+Tχ(Z2)+Q
(0)+ εR+{Q(0)+ ε(R−L), χ}+Tχ(Q(0)+ εR)

and thus using (84) we get

(H(0)
ε + εR) ◦ Φ1

χ = H(0)
ε + ε(Id−Πajet)R+ (Id−Πajet){Q(0) + εΠfourR,χ}+ ε{ΠajetR,χ}

+ Tχ(Z2 +Q(0) + εR).

Therefore we obtain an explicit expression for R+:

(88) εR+ = ε(Id−Πajet)R+(Id−Πajet){Q(0)+εΠfourR,χ}+ε{ΠajetR,χ}+Tχ(Z2+Q
(0)+εR).

Furthermore we have

(89) εΠajetR
+ = Πajet

(
ε{ΠajetR,χ}+ Tχ(Z2 +Q(0) + εR)

)
.



INFINITE DIMENSIONAL INVARIANT TORI FOR NLS 49

In view of (89) we have

ε∥ΠajetR
+∥H tot

η+,r,O+,S
≤ε∥{ΠajetR,χ}∥H tot

η+,r,O+,S
+ ∥Tχ(Z2 + εL)∥H tot

η+,r,O+,S

+ ∥Tχ(Q(0))∥H tot
η+,r,O+,S

+ ∥Tχ(ε(R− L))∥H tot
η+,r,O+,S

and it remains to estimate the four terms on the right hand side. Using the bound on χ (83) and
the Poisson bracket estimate (49) we get

∥{ΠajetR,χ}∥H tot
η+,r,O+,S

≲S
ε

r2(η − η+)848♯S+4γ408
∥ΠajetR∥2H tot

η,r,O,S
.

By Lemma 3.12 and (83) we have

∥Tχ(ε(R− L))∥H tot
η+,r,O+,S

≲S
ε

r4(η − η+)10

(
ε

(η − η+)848♯Sγ408

)2

∥ΠajetR∥2H tot
η,r,O,S

∥R∥H tot
η,r,O,S

.

Similarly using that ∥Q(0)∥H tot
η,r,O,S

≲S r
4 we get

∥Tχ(Q(0))∥H tot
η+,r,O+,S

≲S
1

(η − η+)10

(
ε

(η − η+)848♯Sγ408

)2

∥ΠajetR∥2H tot
η,r,O,S

.

Thus the sum of the last two terms is less than

ε2

r4γ816(η − η+)1706♯S
∥ΠajetR∥2H tot

η,r,O,S

and it remains to estimate Tχ(Z2 + εL). By Taylor expansion we have

Tχ(Z2 + εL) =

∫ 1

0
(1− t){{(Z2 + εL, χ}, χ} ◦ Φt

χdt

and thus using Lemma 3.12 and (49) we get

∥Tχ(Z2 + εL)∥H tot
η+,r,O+,S

≲S
1

r2(η − η+)5
∥{Z2 + εL, χ}∥H tot

η− η−η+

2 ,r,O+,S
∥χ∥H tot

η− η−η+

2 ,r,O+,S

Then we replace {Z2 + εL, χ} by the expression given (84) and we use (83) and (49) to get, first
that

(90) ∥{Q(0) + εΠfourR,χ}∥H tot
η+,r,O+,S

≲S
ε

(η − η+)848#S+4γ408
∥ΠajetR∥H tot

η,r,O+,S
,

and then

∥Tχ(Z2 + εL)∥H tot
η+,r,O+,S

≲S
ε2

r2γ816(η − η+)1706♯S
∥ΠajetR∥2H tot

η,r,O,S
.

All together we obtain (86).
Now we estimate R−R+ using (88). Since we already estimated the last two terms of (88) to

obtain the estimate (89), it remains to estimate

−εΠajetR+ (Id−Πajet){Q(0) + εΠfourR,χ}.
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So using (90) we get

∥ε(R−R+)∥H tot
η+,r,O+,S

≲Sε∥ΠajetR∥H tot
η,r,O+,S

+
ε

(η − η+)848#S+4γ408
∥ΠajetR∥H tot

η,r,O+,S

+
ε2

r4γ816(η − η+)1706♯S
∥ΠajetR∥2H tot

η,r,O,S

≲S
ε

r4γ816(η − η+)1706♯S
∥ΠajetR∥H tot

η,r,O,S

□

5.3. Proof. As we explain, our strategy of proof consists in eliminating ΠajetP iteratively. First
we choose a set of parameters in order to realize the iteration equation (85). We set

η0 = η♮ and ηk − ηk+1 =
η♮ − η
2k+1

for k ≥ 0,

γ = r2 ε10
−3

and γk =
γ

2k+1
for k ≥ 0,

ν0 = r4000 and νk+1 = ν
4
3
k for k ≥ 0.

Then we set K0 = P and O0 = O♮.

5.3.1. Iterative lemma.

Lemma 5.8 (Iterative lemma). Under the hypothesis of Theorem 5.3, for all k ≥ 0 there exist
• Ok ⊂ O♮ a Borelian set,
• Kk ∈Hηk,r,Ok,S ,
• χk ∈Hηk+1,r,Ok+1,S

such that
(H(0)

ε + εKk) ◦ Φ1
χk

= (H(0)
ε + εKk+1)

Furthermore for all k ≥ 0 we have
• Ok+1 ⊂ Ok and Leb(Ok \ Ok+1) ≤ γk
• ∥ΠajetKk∥H tot

ηk,r,Ok,S
≤ ε

9
10 νk

• ∥Kk+1 −Kk∥H tot
ηk+1,r,Ok+1,S

≤ ν
1
4
k

• ∥χk∥H tot
ηk+1,r,Ok+1,S

≤ εν
1
4
k

Proof. The proof is done by recurrence.

• Initialization step. We just have to verify that ∥ΠajetK0∥H tot
η0,r,O0,S

≤ ε
9
10 ν0 which is clear since

K0 = P and P satisfies the hypothesis of Theorem 5.3. We also note that ΠLK0 which satisfies
(80) and that hypothesis (81) is part of the hypothesis of Theorem 5.3.

• Iteration step. Let k ≥ 0, we assume that we have construct Oi, Ki and χi−1 up to i = k (by
convention we take χ−1 = 0) and that the estimate of the Lemma are satisfied for these objects.
Now we want to construct Ok+1, Kk+1 and χk. First we note that

∥Kk −K0∥H tot
ηk,r,Ok,S

≤
k−1∑
i=0

∥Ki −Ki+1∥H tot
ηi,r,Oi,S

≤
k−1∑
i=0

ν
1
4
i
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and thus ∥Kk −K0∥H tot
ηk,r,Ok,S

≤ ν
1
5
0 . Therefore, since ΠLK0 already satisfies (80), we have that

ΠLKk also satisfies (80). Thus, by Lemma 5.6 we can construct a set Ok+1 ⊂ Ok satisfying
Leb(Ok \ Ok+1) ≤ γk and an adapted jet χk ∈Hηk+1,r,Ok+1,S solving the homological equation

εΠajetKk +Πajet{H(0)
ε + ε(Kk −ΠajetKk), χk} = 0

and satisfying
∥χk∥H tot

ηk+1,r,Ok+1,S
≲S

ε

(ηk − ηk+1)848#Sγ408k

ε
9
10 νk.

Using the definition of ηk and γk we get

∥χk∥H tot
ηk+1,r,Ok+1,S

≲S
ε2(k+1)(848#S+408)(r4000)

3
4
( 4
3
)k

(η♮ − η)848#S(r2ε10−3)408
ε

9
10 ν

1
4
k .

Thus by imposing a condition of type r ≲S,η♮−η 1 we obtain, uniformly19 in k,

∥χk∥H tot
ηk+1,r,Ok+1,S

≤ εν
1
4
k .

Then we construct Kk+1 by the formula (88) with R = Kk and we get that (73) is satisfied at
rank k. Furthermore by Lemma 5.7 (note that hypothesis of Lemma 3.12 are clearly satisfied for
r small enough uniformly in k) Kk+1 ∈Hηk+1,r,Ok+1,S and

∥ΠajetKk+1∥H tot
ηk+1,r,Ok+1,S

≲S
ε2(k+1)(1706♯S+816)

r4(r2ε10−3)816(η♮ − η)1706♯S
ε

18
10 ν2k .

Thus by imposing a condition of type r ≲S,η♮−η 1 we obtain, uniformly in k,

∥ΠajetKk+1∥H tot
ηk+1,r,Ok+1,S

≤ ε
18
10 ν

4
3
k ≤ ε

9
10 νk+1.

Similarly, using (87), we prove ∥Kk+1 −Kk∥H tot
ηk+1,r,Ok+1,S

≤ ν
1
4
k .

□

5.3.2. Transition to the limit and end of the proof. We set O = ∩k≥0Ok by Lemma 5.8 we have

Leb(O♮ \ O) ≤
∑
k≥0

Leb(Ok \ Ok+1) =
∑
k≥0

γk = γ = r2ε10
−3
.

Using Lemma 3.10 and Lemma 5.8 we get that Φ1
χk

is a C1 symplectic change of variable mapping

Aξ(ρk) into Aξ(ρk+1) where ρk = r +
∑k−1

i=0 r
−1ν

1
4
i ≤ 2r (for r small enough).

Then for ξ ∈ O and all k ≥ 0 we set

τ
(k)
ξ = Φ1

χ0
◦ · · · ◦ Φ1

χk
.

By construction τ
(k)
ξ : Aξ(r) → Aξ(2r) is a C1 symplectic map commuting with the gauge

transform. By Lemma 10.4 (an adaptation of the mean value theorem for annulus) we have
for all ℓ ≥ 0 and all u ∈ Aξ(2r)

∥τ (ℓ+1)
ξ (u)− τ (ℓ)ξ (u)∥ℓ2ϖ ≲S sup

w∈Aξ(2r)
∥dτ (ℓ)ξ (w)∥ℓ2ϖ→ℓ2ϖ

∥Φ1
χℓ+1

(u)− u∥ℓ2ϖ .

19i.e. one condition on r suffices to obtain the estimate for all k.
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Thus, using Lemma 3.10, we get

∥τ (ℓ+1)
ξ (u)− τ (ℓ)ξ (u)∥ℓ2ϖ ≲S r

−2∥χℓ+1∥H tot
ηℓ+1,r,Oℓ+1,S

.

Similarly, using the control we have on d2τ
(ℓ)
ξ by Lemma 3.10 , we obtain

∥dτ (ℓ+1)
ξ (u)− dτ

(ℓ)
ξ (u)∥ℓ2ϖ ≲S r

−6∥χℓ+1∥H tot
ηℓ+1,r,Oℓ+1,S

.

Therefore, for all u ∈ Aξ(2r) and all 0 ≤ ℓ ≤ k, we get

∥τ (k)ξ (u)− τ (ℓ)ξ (u)∥ℓ2ϖ + r2∥dτ (k)ξ (u)− dτ
(ℓ)
ξ (u)∥ℓ2ϖ→ℓ2ϖ

≲S r
−4

k∑
i=ℓ

∥χi∥H tot
ηi+1,r,Oi+1,S

≤ r−4
k∑

i=ℓ

εν
1
4
i

which leads to

(91) ∥τ (k)ξ (u)− τ (ℓ)ξ (u)∥ℓ2ϖ + r2∥dτ (k)ξ (u)− dτ
(ℓ)
ξ (u)∥ℓ2ϖ→ℓ2ϖ

≤ ε
1
2 ν

1
5
ℓ

for r ≲S 1 small enough. As a consequence (τ
(k)
ξ )k≥0 is a Cauchy sequence in C1(Aξ(r), ℓ

2
ϖ)

and thus converges in this Banach space to an element that we denote τξ. By construction
τξ : Aξ(r) → Aξ(2r) is a C1 symplectic map commuting with the gauge transform and taking
ℓ = 0 and the limit k → +∞ in (91) we get

∥τξ(u)− Id∥ℓ2ϖ + r2∥dτξ(u)− Id∥ℓ2ϖ→ℓ2ϖ
≤ ε

1
2 ν

1
5
0 ≤ ε

1
2 r3.

Using again Lemma 5.8 we have for 0 ≤ ℓ ≤ k

∥Kk −Kℓ∥H tot
η,r,O,S

≤
k∑

i=ℓ

ν
1
4
i ≤ ν

1
5
ℓ

for r small enough and therefore (Kk)k≥0 is a Cauchy sequence and thus converges in Hη,r,O,S .
We call K its limit. Passing to the limit in the previous estimate leads to

∥K − P∥H tot
η,r,O,S

≤ ν
1
5
0

from which we deduce

∥ΠremK∥H tot
η,r,O,S

≤ 1 and ∥Πnor(K − P )∥N tot
r,O,S

≤ r.

On the other hand, since by Lemma 5.8 ∥ΠajetKk∥H tot
η,r,O,S

≤ ν
4
3
k , we get ΠajetK = 0.

Finally by construction (see (73) and (91))

(H(0)
ε + εP ) ◦ τ (k)ξ = (H(0)

ε + εKk)

we deduce, passing to the limit, that for all ξ ∈ O and all u ∈ Aξ(r)

(H(0)
ε + εP )(ξ; τξ(u)) = (H(0)

ε + εK)(ξ;u)

which ends the proof of Theorem 5.3.



INFINITE DIMENSIONAL INVARIANT TORI FOR NLS 53

6. A Birkhoff normal form theorem

In this section we prove a Birkhoff normal form theorem that will be useful to prepare our
Hamiltonian perturbation before each opening step. Roughly speaking, without this Birkhoff
step, after an opening step our adapted jet would be too big to apply our KAM theorem. So we
prepare the Hamiltonian by making the terms, possibly linked to the new site (corresponding to
the index j∗ below) and that will be part of the adapted jet after opening, much smaller.

Definition 6.1 (Terms to be removed). Let S ⊂ Z be a finite set, r ∈ (0, 1/4), O ⊂ ((4r)2, 1)S ,
η ≥ 0 and M ≥ 2. A Hamiltonian P ∈Hη,r,O,S is a term to be removed if ΠintP = 0 and its non
zero coefficients P ℓ,σ

n,k,m ̸= 0 satisfy

(92) q := #ℓ ≤M, #{ℓj | 1 ≤ j ≤ q} ≤ 4 and ∃j∗ ∈ Sc, #ℓ−1(Sc \ {j∗}) ≤ 3.

We denote by ΠM
tbr the associated projection defined by restriction of the coefficients.

In the following lemma we prove that all these terms are non resonant (for the linear equation)
or depend on the angles (θk)k∈S . It will be crucial to get non resonance estimates by Proposition
4.2.

Lemma 6.2. Let S ⊂ Z be a finite set and M ≥ 2. If n ∈ N, k ∈ ZS , m ∈ NS , q ≥ 0, (ℓ ∈ Sc)q,
σ ∈ {−1, 1}q are indices associated with a non-zero coefficient of a Hamiltonian to be removed20,
then k ̸= 0 or σ1ℓ

2
1 + · · ·+ σqℓ

2
q ̸= 0.

Proof. By contradiction assume that k = 0 and σ1ℓ
2
1 + · · · + σqℓ

2
q = 0. We aim at proving that

uσℓ is integrable which is impossible by definition of ΠM
tbr. Thanks to the two last assumptions

of (92), we assume without loss of generality (it would suffices to re-order the indices) that there
exists a ≤ 3 such that

∀j > a, ℓj = ℓa+1 and ∀j ≤ a, ℓj ̸= ℓa+1.

We set p = σa+1 + · · ·+ σq. Without loss of generality, we assume that p ≥ 0. We note that

uσℓ = uσ1
ℓ1
· · ·uσa

ℓa
upℓa+1

|uℓa+1
|q−a−p

and that q − a − p is an even number. Therefore is suffices to prove that uσ1
ℓ1
· · ·uσa

ℓa
upℓa+1

is
integrable.

Then, using the preservation of the mass and the momentum, we have

∀α ∈ {0, 1, 2}, σ1ℓ
α
1 + · · ·+ σaℓ

α
a + pℓαa+1 = 0.

By preservation of the mass (i.e. α = 0), we deduce that p ≤ 3 and so that there are only few
cases to consider.

• Case p = 0. By preservation of the mass, we deduce that a = 0 or a = 2 and σ1 = −σ2.
Moreover by preservation of the momentum, if a = 2 then ℓ1 = ℓ2. In any case, it follows
that uσ1

ℓ1
· · ·uσa

ℓa
upℓa+1

is integrable.
• Case p = 1. By preservation of the mass, either a = 1 or a = 3. If a = 1, by preservation

of the momentum, we get that uσ1
ℓ1
· · ·uσa

ℓa
upℓa+1

is integrable. Now, if a = 3, we can assume
that (without loss of generality) σ1 = σ2 = 1 and σ3 = −1. As a consequence, using the
cases α ∈ {1, 2}, we have

0 = σ1ℓ
2
1 + · · ·+ σ3ℓ

2
3 + pℓ24 = 2(ℓ4 − ℓ1)(ℓ4 − ℓ2)

20i.e. they do not satisfy the integrability condition (58) but they satisfy (92) and
∑

j∈S jαkj +
∑q

i=1 σiℓ
α
i = 0

for α ∈ {0, 1}
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which is impossible by by definition of a (we know that ℓ4 /∈ {ℓ1, ℓ2}).
• Case p ∈ {2, 3}. By preservation of the mass we deduce that a = p and σ1 = · · · = σa =
−1. Moreover using the cases α ∈ {1, 2}, we get that

aℓ2a+1 = a
(ℓ1 + · · ·+ ℓa

a

)2
= ℓ21 + · · ·+ ℓ2a.

By strict convexity of the square function, it implies that ℓ1 = · · · = ℓa+1 which is
impossible by definition of a.

□

Theorem 6.3 (À la Birkhoff). Let S♭ ⊂ Z be a finite set, N,M ≥ 2, ρ ∈ (0, 1/4), O♭ ⊂ ((4ρ)2, 1)S
♭

be a Borel set, ηmax ≥ η♭ > η♮ ≥ η0, ε < 1 and K♭ ∈Hη♭,ρ,O♭,S♭.

Assume that the following assumptions hold
• K♭ is not too large, i.e. ∥ΠnorK

♭∥N tot

ρ,O♭,S♭
≤ 4,

∥Πn=0,m=0(Id−Πnor)K
♭∥H tot

η♭,ρ,O♭,S♭
≤ ρ7/2, ∥(Id−Πn=0,m=0)(Id−Πnor)K

♭∥H tot

η♭,ρ,O♭,S♭
≤ ρ9/2,

• the frequencies can be modulated, i.e.

ε ≤ (24M)−1 and ε
(
sup
i∈S♭

∑
k∈S♭

Γk,i

)
≤ 10−3,

• ρ is small enough, i.e.
ρ ≲S♭,η♭−η♮,N,M 1.

Then, there exist a Borel set O′ ⊂ O♭ and a Hamiltonian R ∈Hη♮,ρ,O′,S♭ , such that

• O′ is relatively large in the sense that

(93) Leb(O♭ \ O′) ≤ ρ10
−3

• the terms to be removed are very small, the normal form part does not have changed too
much and the other terms are not too large, i.e.

∥ΠM
tbrR∥H tot

η♮,ρ,O′,S♭
≤ ρN, ∥(Id−ΠM

tbr−Πnor)R∥H tot

η♮,ρ,O′,S♭
≤ 1 and ∥Πnor(R−K♭)∥N tot

ρ,O′,S♭
≤ ρ1/4

and for all ξ ∈ O′, there exists a smooth symplectic map φξ : Aξ(ρ) → Aξ(2ρ) commuting with
the gauge transform and enjoying, for all u ∈ Aξ(ρ), the bound

(94) ∥φξ(u)− u∥ℓ2ϖ + ρ2∥dφξ(u)− Id∥ℓ2ϖ→ℓ2ϖ
≤ ρ2+

1
21

and the property that

(95) (H(0)
ε + εK♭)(ξ;φξ(u)) = (H(0)

ε + εR)(ξ;u).

Proof. We divide the proof in 5 step and we introduce the local notation

ΠM
kept := Id−ΠM

tbr −Πnor.

• Step 1 : Decompositions. As in proof of the KAM theorem, we decompose H(0)
ε as

H(0)
ε = Z2 +A(0) +Q(0)
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where A(0) = H
(0)
ε (ξ)− µ∥ξ∥ℓ1 , Q(0) = 1

4

∑
k∈Z Y

2
k −

1
2µ

2 and

Z2 :=
1

2

∑
j∈Z

(ε−2j2 + ξj1j∈S♭)Yj .

Then, we decompose K♭ as

K♭ = A♭ + L♭ +Q♭ +K low +Khigh

where A♭ := ΠAK
♭, L♭ := ΠLK

♭, Q♭ := ΠQK
♭ and

K low := Πn=0,m=0(Id−Πnor)K
♭.

Note that by assumption ∥K low∥H tot

η♭,ρ,O♭,S♭
≤ ρ7/2 and ∥Khigh∥H tot

η♭,ρ,O♭,S♭
≤ ρ9/2.

• Step 2 : O′ and small divisor estimates. For ξ ∈ O♭, k ∈ ZS♭ , q ∈ N, ℓ ∈ (Sc)q and σ ∈
{−1, 1}q, we define the small divisor

Ω(ξ;k, ℓ,σ) =
∑
j∈S♭

kjωj(ξ) +

q∑
i=1

σiωℓi(ξ)

where

(96) ωj(ξ) := ε−2j2 + ξj1j∈S♭ + 2εL♭
j(ξ), j ∈ Z.

Let O′ ⊂ O♭ be the Borelian set given by Proposition 4.221 such that

Leb(O♭ \ O′) ≤ ρ10
−3

=: γ

and, if k ̸= 0, q ≤M and #{ℓj | 1 ≤ j ≤ q} ≤ 4, then for all ξ ∈ O′

|Ω(ξ;k, ℓ,σ)| ≳S,M

( γ

∥k∥2#S
ℓ∞

)166
.

It follows that if n ∈ N, k ∈ ZS♭ , m ∈ NS♭ , q ≥ 0, ℓ ∈ (Z \ S♭)q, σ ∈ {−1, 1}q are indices
associated with a non-zero coefficient of a Hamiltonian to be removed (i.e. as in Lemma 6.2) then
for all ξ ∈ O′, we have

(97) |Ω(ξ;k, ℓ,σ)| ≥ ρ2/10

⟨∥k∥ℓ1⟩400#S .

Indeed, we got it by construction of O′ when k ̸= 0 (using the smallness assumption of ρ).
Conversely, if k = 0, we know by Lemma 6.2 that σ1ℓ

2
1+ · · ·+σqℓ

2
q ̸= 0 and, since it is an integer,

it follows that
|Ω(ξ;k, ℓ,σ)| ≥ ε−2 − 2ε∥L∥H sup

ρ,O♭,S♭
M ≥ 1.

• Step 3 : One first step of normal form. We set, for all k ≥ 1,

ηk := 2−kη♭ + (1− 2−k)η♮.

Then, we define, thanks to the small divisor estimate (97), a Hamiltonian χ(0) ∈Hη1,ρ,O′,S♭ by
the relation22

(χ(0))ℓ,σn,k,m := −ε
(ΠM

tbrK
low)ℓ,σn,k,m

iΩ(·;k, ℓ,σ)
.

21Note that the requirement on L and ε of Proposition 4.2 are satisfied by assumption.
22with the implicit convention that (χ(0))ℓ,σn,k,m(ξ) = 0 when Ω(·;k, ℓ,σ)(ξ) = 0.
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Indeed, using the small divisor estimate (97) and proceeding as in the proof of Lemma 5.5, we get
that (thanks to the smallness assumption on ρ)

(98) ∥χ(0)∥H tot

η1,ρ,O′,S♭
≤ ερ−

9
20 ∥K low∥H tot

η♭,ρ,O♭,S♭
≤ ερ3+

1
20 .

Note that it ensures the existence of its flow for |t| ≤ 1 by Proposition 3.10. Moreover, by
construction, we have that Πn=0,m=0χ

(0) = χ(0) and that χ(0) solves the cohomological equation

(99) {Z2 + εL♭, χ(0)}+ εΠM
tbrK

low = 0.

Then, using as in the proof of the KAM theorem the local notation (defined as soon as it makes
sense)

Tχ(F ) := F ◦ Φ1
χ − F − {F, χ} and ∆χ(F ) := F ◦ Φ1

χ − F
we get the expansion

H(0)
ε + εK ′ := (H(0)

ε + εK♭) ◦ Φ1
χ(0) = H(0)

ε + εK♭ + {Z2 + εL♭, χ(0)}︸ ︷︷ ︸
(99)
= −εΠM

tbrK
low

+εΛ
(100)

where
εΛ := Tχ(0)(Z2 + εL♭)︸ ︷︷ ︸

=:εΛ1

+∆χ(0)(Q(0) + ε(Q♭ +K low +Khigh))︸ ︷︷ ︸
=:εΛ2

.

To continue the discussion, we have to show that Λ1,Λ2 ∈Hη2,ρ,O′,S♭ and to prove that they are
small enough. On the one hand, by Taylor, we have

εΛ1 =

∫ 1

0
(1− t)

(
ad2

χ(0)(Z2 + εL♭)
)
◦ Φt

χ(0)dt = −ε
∫ 1

0
(1− t){ΠM

tbrK
low, χ(0)} ◦ Φt

χ(0)dt.

It follows by Lemma 3.11 and Lemma 3.12 that Λ1 ∈Hη2,ρ,O′,S♭ and

∥Λ1∥H tot

η2,ρ,O′,S♭
≲S♭ ε

ρ7/2ρ3+
1
20

ρ2(η♭ − η♮)4
.

On the other hand, since by assumption ∥ΠnorK
♭∥N tot

ρ,O♭,S♭
≤ 4, we have by Corollary 3.27 that

∥Q(0) + εQ♭∥H tot

η♭,ρ,O′,S♭
≲S ρ

4.

It follows by Lemma 3.12 that Λ2 ∈Hη2,ρ,O′,S♭ and

∥Λ2∥H tot

η2,ρ,O′,S♭
≲S♭

ρ7/2ρ3+
1
20

ρ2(η♭ − η♮)5
.

Putting these bounds on Λ1 and Λ2 together, we get

∥Λ∥H tot

η2,ρ,O′,S♭
≤ ρ9/2.

Coming back to (100) and using that χ(0) solves the cohomological equation (99), we deduce
that

ΠM
tbrK

′ = ΠM
tbrK

high +ΠM
tbrΛ, ΠnorK

′ = ΠnorK
♭ +ΠnorΛ, ΠM

keptK
′ = ΠM

kept(K
♭ + Λ)

and thus, we get the bounds

∥ΠM
tbrK

′∥H tot

η2,ρ,O′,S♭
+ ∥Πnor(K

′ −K♭)∥H tot

η2,ρ,O′,S♭
≲ ρ9/2, ∥ΠM

keptK
′∥H tot

η2,ρ,O′,S♭
≲ ρ7/2.(101)
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• Step 4 : Iteration. We are going to design, by induction, two sequences of Hamiltonians χ(j) ∈
Hη2j+1,ρ,O′,S♭ , K(j) ∈Hη2j+2,ρ,O′,S♭ for 1 ≤ j ≤ N, such that K(0) := K ′ and for 1 ≤ j ≤ N

(102) H(0)
ε + εK(j) = (H(0)

ε + εK(j−1)) ◦ Φ1
χ(j) ,

(103) ∥ΠM
tbrK

(j)∥H tot

η2j+2,ρ,O′,S♭
+ ∥Πnor(K

(j) −K(j−1))∥H tot

η2j+2,ρ,O′,S♭
≲j ρ

9/2+j ,

(104) ∥ΠM
keptK

(j)∥H tot

η2j+2,ρ,O′,S♭
≲j ρ

7/2,

(105) ∥χ(j)∥H tot

η2j+1,ρ,O′,S♭
≲j ερ

3+j+ 1
20 .

Note that, since K(0) := K ′, the initialization is given by (101).

Let 1 ≤ j ≤ N and assume that K(i), χ(i) are given for i < j. We set

N (j−1) := Πnor(K
(j−1) −K♭)

and we note that, by (103) and (101), we have

(106) ∥N (j−1)∥H tot

η2j ,ρ,O′,S♭
≲j ρ

9/2.

Note that by construction, we have the following decomposition

(107) K(j−1) = A♭ + L♭ +Q♭ +N (j−1) +ΠM
tbrK

(j−1) +ΠM
keptK

(j−1).

Then, we define, thanks to the small divisor estimate (97), the Hamiltonian χ(j) ∈ Hη2j+1,ρ,O′,S♭

by the relation

(χ(j))ℓ,σn,k,m := −ε
(ΠM

tbrK
(j−1))ℓ,σn,k,m

iΩ(·;k, ℓ,σ)
.

Indeed, using the small divisor estimate (97) and proceeding as in the proof of Lemma 5.5, we get
that (thanks to the smallness assumption on ρ)

∥χ(j)∥H tot

η2j+1,ρ,O′,S♭
≤ ερ−

9
20 ∥ΠM

tbrK
(j−1)∥H tot

η♭,ρ,O♭,S♭
≲j ερ

3+j+ 1
20 .

Note that it ensures the existence of its flow for |t| ≤ 1 by Proposition 3.10. Moreover, by
construction, χ(j) solves the cohomological equation

(108) {Z2 + εL♭, χ(j)}+ εΠM
tbrK

(j−1) = 0.

Then, we get the expansion

H(0)
ε + εK(j) := (H(0)

ε + εK(j−1)) ◦ Φ1
χ(j) = H(0)

ε + εK(j−1) + {Z2 + εL♭, χ(j)}+ εΛ(j)(109)

where
εΛ(j) := Tχ(j)(Z2 + εL♭)︸ ︷︷ ︸

=:εΛ
(j)
1

+∆χ(j)(Q(0) + ε(K(j−1) −A♭ − L♭))︸ ︷︷ ︸
=:εΛ

(j)
2

.

On the one hand, proceeding as previously, we get (by Lemma 3.11 and Lemma 3.12) that Λ(j)
1 ∈

Hη2j+2,ρ,O′,S♭ and

∥Λ(j)
1 ∥H tot

η2j+2,ρ,O′,S♭
≲j,S♭ ε

ρ7/2+jρ3+j+ 1
20

ρ2(η♭ − η♮)4
.
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On the other hand, using the decomposition 107 of K(j−1), the bounds (103), (104) and (106) on
ΠM

tbrK
(j−1), ΠM

keptK
(j−1) and N (j−1), we have that

∥Q(0) + ε(K(j−1) −A♭ − L♭)∥H tot

η2j ,ρ,O′,S♭
≲j,S♭ ρ7/2.

It follows by Lemma 3.12 that Λ
(j)
2 ∈Hη2j+2,ρ,O′,S♭ and

∥Λ(j)
2 ∥H tot

η2j+2,ρ,O′,S♭
≲j,S♭

ρ7/2ρ3+j+ 1
20

ρ2(η♭ − η♮)5
.

Putting these bounds on Λ
(j)
1 and Λ

(j)
2 together, we get

∥Λ(j)∥H tot

η2j+2,ρ,O′,S♭
≤ ρ9/2+j .

Now, coming back to (109) and using that χ(j) solves the cohomological equation (108), we deduce
that

ΠM
tbrK

(j) = ΠM
tbrΛ

(j), ΠnorK
(j) = ΠnorK

(j−1) +ΠnorΛ
(j), ΠM

keptK
(j) = ΠM

kept(K
(j−1) + Λ(j))

and thus, we get the bounds (103) and (104).

• Step 5 : Conclusion. It suffices to set

∀ξ ∈ O′, φξ := Φ0
χ(0) ◦ · · · ◦ Φ1

χ(N)(ξ; ·) and R = K(N).

Indeed, thanks to the bounds (98),(105) on the χ(j), we know by Lemma 3.10 that φξ is well
defined and that it is close enough to the identity (i.e. it satisfies (94)). The fact that (H

(0)
ε +

εK♭) ◦ φ = H
(0)
ε + εR is a direct consequence of the construction (see (100) and (102)). The

bounds ∥ΠM
tbrR∥H tot

η♮,ρ,O′,S♭
≤ ρN and ∥ΠM

keptR∥H tot

η♮,ρ,O′,S♭
≤ 1 are given by (103) and (104). Finally,

by Lemma 3.28 and using by (101) and (103), we get that ∥Πnor(R−K♭)∥N tot

ρ,O′,S♭
≤ ρ1/4. □

7. Opening

In this section we describe the process of opening new sites to increase the cardinal of S. We
distinguish between two cases: the general case, in which we allow an arbitrary number of sites
to be opened (this case will be used for the initialization step in the proof of Theorem 1.6, see
section 9.1.4), and the case of normal forms, in which we allow only one new site but require more
precise estimates.

7.1. General case. In itself this step could be very short : it expresses that if we have a Hamil-
tonian depending analytically on the variables (θ, y, u) then, when we open new sites, i.e. when
we write uj =

√
ξj + yje

iθj for some j ∈ Sc, we get a new Hamiltonian that depends analytically
on the new variables (θ, y, u) in an adapted domain. But since we encode the analyticity in the
estimates of the coefficients of the Hamiltonian (see Definition 3.1), this step becomes heavy and
actually we "waste" a lot of the size of the radius r to make it simpler.

Proposition 7.1. Let S♭ ⊂ S ⊂ Z be some finite sets, Λ > 1, η ∈ [η0, ηmax], r♭, ρ, r ∈ (0, 1/4),

O♭ ⊂ ((4r♭)
2, 1)S

♭ be a Borel set and P ∈Hη,r♭,O♭,S♭ .

Assume that the radii enjoy the estimates

(110) r ≲S,Λ ρ ≲S,Λ r♭.
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Then, there exists a Hamiltonian R ∈Hη,r,O,S , where

O := O♭ × (ρ2,Λρ2)S\S
♭
,

such that

(111) ∥R∥H tot
η,r,O,S

≲ ∥P∥H tot

η,r♭,O
♭,S♭

and for all ξ =: (ξ♭, ξnew) ∈ O and all u ∈ Aξ(3r),

R(ξ;u) = P (ξ♭;u).

Moreover, if ΠintP = 0 then ΠintR = 0.

Proof. The proof is divided in 3 steps. The expansions will naturally make appear the generalized
binomial coefficients which are defined by

Ck
α := (k!)−1

∏
0≤j≤k−1

(α− j), k ∈ N, α ∈ R.

• Step 1 : Identification of R. First, we denote

S \ S♭ =: {i1, · · · , iN}
where i1, · · · , iN are distinct. Then, we note that, by symmetry of the coefficients of P , being
given ξ♭ ∈ O♭ and u ∈ Aξ(3r♭), we have

P (ξ♭;u) =
∑

k♭∈ZS♭

∑
m♭∈NS♭

∑
q≥0

∑
σ∈{−1,1}q

∑
ℓ∈((S)c)q

P̂ ℓ,σ

k♭,m♭
(ξ♭;u)uσℓ y(ξ

♭;u)m eik·θ(u)

where
P̂ ℓ,σ

k♭,m♭
(ξ♭;u) :=

∑
n∈N

∑
a∈NN

∑
ς∈{−1,1}a

C
∥a∥ℓ1
∥a∥ℓ1+qP

ℓ,i.a,σ,ς

n,k♭,m♭
(ξ♭)µ(ξ♭;u)nuςi.a

and {−1, 1}a :=
∏N

p=1{−1, 1}ap ≡ {−1, 1}∥a∥ℓ1 ,
i.a := (i1, · · · , i1︸ ︷︷ ︸

a1 times

, · · · , iN , · · · , iN︸ ︷︷ ︸
aN times

).

Now, assume that 92r ≤ 9ρ ≤ r♭ and let ξ ∈ O and u ∈ Aξ(3r). Thanks these estimates on ρ

and r, we have that for all i ∈ S \ S♭ and all ς ∈ {−1, 1}

uςi =
√
ξi + yi(ξ;u)e

iςθi(u) and µ(ξ;u) = µ(ξ♭;u)− ∥ξi∥ℓ1
where ξi := (ξi1 , · · · , ξiN ) (this convention will be used in all this proof). It follows that

P̂ ℓ,σ

k♭,m♭
(ξ♭;u) =

∑
n∈N

n∑
d=0

∑
a∈NN

∑
ς∈{−1,1}a

C
∥a∥ℓ1
∥a∥ℓ1+qC

d
nP

ℓ,i.a,σ,ς

n,k♭,m♭
(ξ♭)µ(ξ;u)d∥ξi∥n−d

ℓ1

×
N∏
p=1

∑
bp∈N

ei(ςp,1+···+ςp,ap )θip (u)ξ
ap/2
ip

C
bp
ap/2

(yip(ξ, u)
ξip

)bp
and so we get that R(ξ;u) = P (ξ♭;u) with

(112) Rℓ,σ
d,k,m(ξ) =

∑
a∈NN

∑
ς∈Ra,k

∑
n≥d

∥ξi∥n−d
ℓ1

C
∥a∥ℓ1
∥a∥ℓ1+qC

d
nP

ℓ,i.a,σ,ς

n,k♭,m♭
(ξ♭)

N∏
p=1

ξ
ap/2−mip

ip
C

mip

ap/2
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where
Ra,k = {ς ∈ {−1, 1}a | ∀p, ςp,1 + · · ·+ ςp,ap = kip}.

Here, we note that all the integrable terms of R come from integrable terms of P . As a
consequence, we have that if ΠintP = 0 then ΠintR = 0.

Now, the point is to estimate these coefficients to prove thatR ∈Hη,r,O,S and satisfies the bound
(111). To lighten the estimates, without loss of generality, we assume that ∥P∥H tot

η♭,r♭,O
♭,S♭

= 1.

• Step 2 : Uniform estimate of R. We aim at estimating |Rℓ,σ
d,k,m(ξ)|. First, we note that, since

⟨·⟩2δ ≤ ϖ, we have
Θℓ,i·a ≤ Θℓ

∏
1≤p≤N

ϖ
ap

ip
.

Moreover, since ξi ∈ (ρ2,Λρ2)N and ∥P∥H sup

η,r♭,O
♭,S♭
≤ 1, we deduce that

|Rℓ,σ
d,k,m(ξ)|Θ−1

ℓ ≤
∑

a∈NN , n≥d
ς∈Ra,k

(NΛρ2)n−d+
∥a∥ℓ1

2 Cd
nC

∥a∥ℓ1
∥a∥ℓ1+qe

−η(∥k♭∥ℓ1+2∥m♭∥ℓ1+q+∥a∥ℓ1+2n)

× r−2∥m♭∥ℓ1−q−∥a∥ℓ1−2n

♭

∏
1≤p≤N

ρ−2mipϖ
ap

ip
|Cmip

ap/2
|.

Then, using that C∥a∥ℓ1
∥a∥ℓ1+q ≤ 2∥a∥ℓ1+q, Cd

n ≤ 2n and ∥k∥ℓ1 − ∥k♭∥ℓ1 = ∥ki∥ℓ1 ≤ ∥a∥ℓ1 , we have
that

(113) eη(∥k∥ℓ1+2∥m♭∥ℓ1+q+2d)r
2∥m♭∥ℓ1+q+2d

♭ ρ2∥mi∥ℓ1 |Rℓ,σ
d,k,m(ξ)|Θ−1

ℓ

is smaller than∑
a∈NN

∑
n≥d

22∥a∥ℓ1+n+q(NΛρ2)n−d+
∥a∥ℓ1

2 r
−∥a∥ℓ1−2(n−d)

♭

∏
1≤p≤N

ϖ
ap

ip
|Cmip

ap/2
|.

Provided that 9(NΛ)1/2ρ ≤ r♭, summing in n, we get

(113) ≲ 2d
∑
a∈NN

22∥a∥ℓ1+q(NΛρ2)
∥a∥

ℓ1
2 r

−∥a∥ℓ1
♭

∏
1≤p≤N

ϖ
ap

ip
|Cmip

ap/2
|.

Now, to estimate Cm
a/2, when a/2 is possibly not an integer, we apply the Cauchy estimate to the

holomorphic function

g(z) :=
∑
m≥0

Cm
a/2z

m = (1 + z)a/2 on D = {z ∈ C | |z| < 1}

and we get that

|Cm
a/2| =

∣∣g(m)(0)

m!

∣∣ ≤ 2m sup
|z|=1/2

|g(z)| ≤ 2m
(3
2

)a/2
.

It follows that provided that 103N3/2Λ1/2ρ max1≤p≤N (ϖip) ≤ r♭, we have

(113) ≲ 2d+q+∥mi∥ℓ1
∑
a∈NN

(6N1/2Λ1/2ρr−1
♭ )∥a∥ℓ1 ≲ 2d+q+∥mi∥ℓ1 .
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As a consequence, provided that ρ ≤ r♭, we have proven that

|Rℓ,σ
d,k,m(ξ)| ≲ e−η(∥k∥ℓ1+2∥m♭∥ℓ1+q+2d)ρ−2∥m∥ℓ1−q−2d2d+q+∥mi∥ℓ1Θℓ

and provided that 9r ≤ ρe−η, we get (as expected)

|Rℓ,σ
d,k,m(ξ)|Θ−1

ℓ eη(∥k∥ℓ1+2∥m∥ℓ1+q+2d)r2∥m∥ℓ1+q+2d ≲ 2d+q+∥mi∥ℓ1e2η∥mi∥ℓ1
(r
ρ

)2∥mi∥ℓ1+q+2d
≲ 1,

i.e. ∥R∥H sup
η,r,O,S

≲ 1.

• Step 3 : Lipschitz estimates. Being given ξ, ζ ∈ O, we have

(114) |Rℓ,σ
d,k,m(ξ)−Rℓ,σ

d,k,m(ζ)| ≤ |Rℓ,σ
d,k,m(ξ♭, ζnew)−Rℓ,σ

d,k,m(ζ)|︸ ︷︷ ︸
=I

+ |Rℓ,σ
d,k,m(ξ)−Rℓ,σ

d,k,m(ξ♭, ζnew)|︸ ︷︷ ︸
=II

.

First, we note that, by definition of ∥ · ∥H tot

η♭,r♭,O
♭,S♭

, the estimates of the previous step prove that

(115) I ≲ r−2
♭ Θℓe

−η(∥k∥ℓ1+2∥m∥ℓ1+q+2d)r−2∥m∥ℓ1−q−2d∥ξ♭ − ζ♭∥ℓ1 .

So we only have to focus on II. Coming back to the equation (112) giving the coefficients of R,
we get (with multi-index notations)

II ≤
∑
a∈NN

∑
ς∈Ra,k

∑
n≥d

C
∥a∥ℓ1
∥a∥ℓ1+qC

d
n|P

ℓ,i.a,σ,ς

n,k♭,m♭
(ξ♭)|

( N∏
p=1

|Cmip

ap/2
|
)

×
[
|∥ξi∥n−d

ℓ1
− ∥ζi∥n−d

ℓ1
|ξa/2−mi

i |+ ∥ζi∥n−d
ℓ1
|ξa/2−mi

i − ζa/2−mi

i |
]

︸ ︷︷ ︸
=∆

Then, recalling that ζi, ξi ∈ (ρ2,Λρ2)N , by applying the mean value inequality, we have

∆

∥ξi − ζi∥ℓ1
≤ (n− d+ ∥a∥ℓ1

2
+ ∥mi∥ℓ1)(NΛ)

∥a∥
ℓ1

2
+∥mi∥ℓ1+n−d−1(ρ2)

∥a∥
ℓ1

2
−∥mi∥ℓ1+n−d−1

≲ ρ−2(2NΛ2)
∥a∥

ℓ1
2

+∥mi∥ℓ1+n−dξ
a/2−mi

i ∥ξi∥n−d
ℓ1

The estimates are almost the same as the ones at the previous step. The only difference is that
we have to strengthen a little bit the smallness assumptions on r and ρ (see (110)) to absorb the

losses generated by the factor (2NΛ2)
∥a∥

ℓ1
2

+∥mi∥ℓ1+n+d. As a consequence, we have that

(116) II ≲ ρ−2Θℓe
−η(∥k∥ℓ1+2∥m∥ℓ1+q+2d)r−2∥m∥ℓ1−q−2d∥ξi − ζi∥ℓ1 .

Putting together (114), (115) and (116), we have proven that ∥R∥
H lip

η,r,O,S
≲ ρ−2 which is slightly

better than what we aimed at proving. □

7.2. The normal form case.

Proposition 7.2. Let S♭ ⊂ S ⊂ Z be some finite sets, r♭, ρ, r ∈ (0, 1/4), O♭ ⊂ ((4r♭)
2, 1)S

♭ be a
Borel set and N ♭ ∈ NO♭,S♭ .

Assume that the following assumptions hold
• S contains exactly one extra site, i.e. #S = 1 +#S♭,
• the radii enjoy the estimate r ≲ ρ ≲S r♭.
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Then, there exists a Hamiltonian N ∈ NO,S , where

O := O♭ × (ρ2, 2ρ2),

such that

(117) ∥N∥N tot
r,O,S

≤
(
1 +

ρ

r♭

)
∥N ♭∥N tot

r♭,O
♭,S♭

and for all ξ =: (ξ♭, ξnew) ∈ O and all u ∈ Aξ(3r),

N(ξ;u) = N ♭(ξ♭;u).

Moreover, setting L = ΠLN , L♭ = ΠLN
♭, A0 + A1µ = ΠAN and A♭

0 + A♭
1µ = ΠAN

♭, for all
ξ =: (ξ♭, ξnew) ∈ O and k ∈ Z, we have

(118) |A♭
1(ξ

♭)−A1(ξ)|+ ⟨k⟩−δ|L♭
k(ξ

♭)− Lk(ξ)| ≤ ρ∥N ♭∥N tot

r♭,O
♭,S♭

.

Proof. We decompose the proof in 4 steps. We denote by i∗ ∈ Z \ S♭ the index such that

S = {i∗} ∪ S♭.

• Step 1 : Construction. Naturally, we decompose N ♭ as

N ♭ = A♭ + L♭ +Q♭ ∈ AO♭,S♭ ⊕LO♭,S♭ ⊕QO♭,S♭ .

Then, we note that for all ξ ∈ (ξ♭, ξi∗) ∈ O, u ∈ ℓ2ϖ and k ∈ Z we have

µ(ξ;u) = µ(ξ♭;u)− ξi∗ and yk(ξ;u) = yk(ξ
♭;u)− 1k=i∗ξi∗ ,

It follows that for all ξ =: (ξ♭, ξi∗) ∈ O and all u ∈ Aξ(3r),

A♭(ξ♭;u) = A♭
0(ξ

♭) +A♭
1(ξ

♭)µ(ξ;u) +A♭
1(ξ

♭)ξi∗ ,

L♭(ξ♭;u) =
(∑
k∈Z

L♭
k(ξ

♭)yk(ξ;u)
)
+ L♭

i∗(ξ
♭)ξi∗ ,

Q♭(ξ♭;u) =
∑
k,ℓ∈Z

Q♭
k,ℓ(ξ

♭)yk(ξ;u)yℓ(ξ;u) +
∑
k∈Z

Q♭
k(ξ

♭)yk(ξ;u)µ(ξ;u) +Q♭
∅(ξ

♭)µ(ξ;u)2

+ 2
∑
k∈Z

Q♭
k,i∗(ξ

♭)yk(ξ;u)ξi∗ +Q♭
i∗,i∗(ξ

♭)ξ2i∗ +
∑
k∈Z

Q♭
k(ξ

♭)yk(ξ;u)ξi∗ +Q♭
i∗(ξ

♭)ξi∗µ(ξ;u)

+ ξ2i∗Q
♭
i∗(ξ

♭) + ξ2i∗Q
♭
∅(ξ

♭) + 2Q♭
∅(ξ

♭)ξi∗µ(ξ;u).

As a consequence, setting (for k, ℓ ∈ Z)

Qk,ℓ(ξ) := Q♭
k,ℓ(ξ

♭), Qk(ξ) := Q♭
k(ξ

♭), Q∅(ξ) := Q♭
∅(ξ

♭),

(119) Lk(ξ) := L♭
k(ξ

♭) + 2ξi∗Q
♭
k,i∗(ξ

♭) + ξi∗Q
♭
k(ξ

♭),

A1(ξ) := A♭
1(ξ

♭) +Q♭
i∗(ξ

♭)ξi∗ + 2Q♭
∅(ξ

♭)ξi∗ ,

A0(ξ) := A0(ξ
♭) +Qi∗,i∗(ξ

♭)ξ2i∗ + ξ2i∗Q
♭
i∗(ξ

♭) + ξ2i∗Q
♭
∅(ξ

♭) +A1(ξ
♭)ξi∗ + Li∗(ξ

♭)ξi∗

provided that N = A+ L+Q ∈ NO,S (that we will prove at the next steps), we have that

N ♭(ξ♭;u) = N(ξ;u).
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• Step 2 : Non critical estimates. We estimate the different terms of ∥N∥N tot
r,O,S

separately. Only
the estimate of ∥L∥L dir

O,S
and ∥A∥

A lip
O,S

are critical and requires a careful analysis (done in the next

steps). So we begin with the other ones.
• Fist, we note that since the coefficients of Q and Q♭ are the same, we have Q ∈ QO,S and

(since r ≤ r♭)

∥Q∥Qtot
r,O,S

≤ ∥Q♭∥Qtot

r♭,O
♭,S♭
≤ 3−1∥N ♭∥N tot

r♭,O
♭,S♭

.

• Then we note that, provided that ρ ≲S 1, since |ξi∗ | ≤ 2ρ2, we have for all k ∈ Z

|Lk(ξ)− L♭
k(ξ

♭)| ≤ ∥Q♭∥Qsup

O♭,S♭
(2|ξi∗ |⟨i∗⟩4δ⟨k⟩−δ + 2|ξi∗ |⟨k⟩−δ) ≤ ρ

2
⟨k⟩−δ∥Q♭∥Qsup

O♭,S♭
.

and so

∥L∥L sup
O,S
≤ ∥L♭∥L sup

O♭,S♭
+ ρ∥Q♭∥Qsup

O♭,S♭
≤ (1 + ρ)∥N ♭∥N tot

r♭,O
♭,S♭

.

Similarly, we prove that ∥A∥A sup
O,S
≤ (1 + ρ)∥N ♭∥N tot

r♭,O
♭,S♭

and

|A1(ξ)−A♭
1(ξ

♭)| ≤ ρ

2
∥Q♭∥Qsup

O♭,S♭
.

Note that these estimates on A and L implies (118).
• Finally, we estimate ∥L∥

L lip
O,S

. It is not critical because the weight r2 in the definition
on the "total" norm allows to absorb almost any loss. Indeed, being given ξ, ζ ∈ O and
k ∈ Z, noticing that Λi∗,k ≤ ⟨k⟩−δ⟨i∗⟩4δ, we have

|Lk(ξ)− Lk(ζ)| ≤|L♭
k(ξ

♭)− L♭
k(ζ

♭)|+ 2|ξi∗ ||Q♭
k,i∗(ξ

♭)−Q♭
k,i∗(ζ

♭)|+ |ξi∗ ||Q♭
k(ξ

♭)−Q♭
k(ζ

♭)|

+ 2|ξi∗ − ζi∗ ||Q♭
k,i∗(ζ

♭)|+ |ξi∗ − ζi∗ ||Q♭
k(ζ

♭)|

≤∥ξ♭ − ζ♭∥ℓ1(∥L♭∥
L lip

O♭,S♭

⟨k⟩−δ + 4ρ2∥Q♭∥
Qlip

O♭,S♭

Λi∗,k + 2ρ2∥Q♭∥
Qlip

O♭,S♭

⟨k⟩−δ)

+ |ξi∗ − ζi∗ |(2∥Q♭∥Qsup

O♭,S♭
Λi∗,k + ∥Q♭∥Qsup

O♭,S♭
⟨k⟩−δ)

≤∥N ♭∥N tot

r♭,O
♭,S♭
⟨k⟩−δ

(
∥ξ♭ − ζ♭∥ℓ1

[
r−2
♭ + 6

( ρ
r♭

)2⟨i∗⟩4δ]+ 3⟨i∗⟩4|ξi∗ − ζi∗ |
)
.

Provided that r ≲S r♭, we deduce that

r2|Lk(ξ)− Lk(ζ)| ≤ ∥N ♭∥N tot

r♭,O
♭,S♭
⟨k⟩−δ∥ξ − ζ∥ℓ1

and so r2∥L∥
L lip

O,S
≤ ∥N ♭∥N tot

r♭,O
♭,S♭

.

• Step 3 : Estimate on ∥L∥L dir
O,S

. Now, we estimate ∥L∥L dir
O,S

. Let i ∈ S♭, k ∈ Z, (ζ, ξ) ∈ ∆i(O).
We recall that by definition of ∆i(O), ∥ζ − ξ∥ℓ1 = |ξi − ζi| and ξi∗ = ζi∗ . Therefore, we have that

|Lk(ξ)− Lk(ζ)| ≤ |L♭
k(ξ

♭)− L♭
k(ζ

♭)|+ 2|ξi∗ ||Q♭
k,i∗(ξ

♭)−Q♭
k,i∗(ζ

♭)|+ |ξi∗ ||Q♭
k(ξ

♭)−Q♭
k(ζ

♭)|

≤ ∥L♭∥L dir

O♭,S♭
|ξi − ζi|Γi,k + 2ρ2∥Q♭∥

Qlip

O♭,S♭

(2Λi,k + ⟨k⟩−δ)|ξi − ζi|

≤ ∥N ♭∥N tot

r♭,O
♭,S♭
|ξi − ζi|Γi,k(1 + 6

( ρ
r♭

)2
).

(120)
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Now, let k ∈ Z, (ζ, ξ) ∈ ∆i∗(O). We recall that by definition of ∆i∗(O), we have ξ♭ = ζ♭. It
follows that23

|Lk(ξ)− Lk(ζ)| ≤ |ξi∗ − ζi∗ |(2|Q♭
k,i∗(ξ

♭)|+ |Q♭
k(ξ

♭)|)

≤ |ξi∗ − ζi∗ |∥Q♭∥Qsup

O♭,S♭
(2Λi∗,k + ⟨k⟩−δ)

≤ 3|ξi∗ − ζi∗ |∥Q♭∥Qsup

O♭,S♭
Γi∗,k

≤ |ξi∗ − ζi∗ |∥N ♭∥N tot

r♭,O
♭,S♭

(121)

Putting together the estimates (120) and (121), provided that 6ρ ≤ r♭, we get that

∥L∥L dir
O,S
≤
(
1 +

ρ

r♭

)
∥N ♭∥N tot

r♭,O
♭,S♭

.

• Step 4 : Estimate on ∥A∥
A lip

O,S
. First, we focus on A1. Let ξ, ζ ∈ O. Proceeding as previously,

provided that 6ρ ≤ r♭, we get that

|A1(ξ)−A1(ζ)| ≤ ∥N ♭∥N tot

r♭,O
♭,S♭
∥ξ♭ − ζ♭∥ℓ1

(
1 + 6

ρ2

r2♭

)
+ 3∥Q♭∥Qsup

O♭,S♭
|ξi∗ − ζi∗ |

≤ ∥N ♭∥N tot

r♭,O
♭,S♭
∥ξ − ζ∥ℓ1

(
1 +

ρ

r♭

)
.

(122)

Then, we focus on A0. Proceeding as previously, provided that 9ρ ≤ r♭, we get that

|A0(ξ)−A0(ζ)| ≤ ∥N ♭∥N tot

r♭,O
♭,S♭

(
∥ξ♭ − ζ♭∥ℓ1

(
3 + 12

ρ4

r2♭
+ 4

ρ2

r2♭

)
+ (2 + 12ρ2)|ξi∗ − ζi∗ |

)
≤ 3∥N ♭∥N tot

r♭,O
♭,S♭
∥ξ − ζ∥ℓ1

(
1 +

ρ

r♭

)
.

(123)

Finally, putting together the estimates (122) and (123), provided that 9ρ ≤ r♭, we get that

∥A∥
A lip

O,S
≤
(
1 +

ρ

r♭

)
∥N ♭∥N tot

r♭,O
♭,S♭

.

□

8. The loop

In this central section we describe the process to put in normal form (i.e. to eliminate the
adapted jet of) the perturbation after an opening step. More explicitly, given an adapted jet
K♭ ∈Hη♭,r♭,O♭,S♭ with ΠajetK

♭ = 0, we want to construct a symplectic change of variable ψξ and
an other adapted jet K ∈Hη,r,O,S with24 ΠajetK = 0 such that

(H(0)
ε + εK♭)(ξ♭;ψξ(u)) = (H(0)

ε + εK)(ξ;u).

Here it is crucial that we open only one new site: #S = #S♭ + 1. This loop will be achieved
through the combined application of our KAM theorem (Theorem 5.3) and our Birkhoff theorem
(Theorem 6.3).

23recall the factor 3 in the definition of the N tot norm.
24Note that the projection Πajet changes after each opening step.
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Proposition 8.1 (The loop). Let S♭ ⊂ S ⊂ Z be some finite sets, r, r♭ ∈ (0, 1/4) , O ⊂
((4r♭)

2, 1)S
♭ be a Borel set, ηmax ≥ η♭ > η ≥ η0, ε < 1 and K♭ ∈Hη♭,r♭,O♭,S♭.

Assume that the following assumptions hold
• there is no adapted jet, the remainder and the normal form part are not too large, i.e.

ΠajetK
♭ = 0 and ∥ΠnorK

♭∥N tot

r♭,O
♭,S♭

+ ∥ΠremK
♭∥H tot

η♭,r♭,O
♭,S♭
≤ 3,

• the frequencies can be modulated, i.e.

ε ≤ 10−9 and ε sup
i∈S

∑
k∈S

Γk,i ≤ 10−3,

• S contains exactly one extra site, i.e.

#S = 1 +#S♭,

• r is small enough

(124) r ≲S,r♭,ε 1.

Then, there exists a Borel set O ⊂ ((4r)2, 1)S and a Hamiltonian K ∈Hη,r,O,S such that

• O is smaller than O♭ in the sense that25

O ⊂ O♭ × (r2ν , 2r2ν) =: O♭,e, where ν = 19/20.

• O is large in the sense that

Leb(O♭,e \ O) ≤ r2ν+10−5

• there is still no adapted jet and the remainder term is not too large, i.e.

ΠajetK = 0 and ∥ΠremK∥H tot
η,r,O,S

≤ 1,

• the normal form part does not grow too much, i.e.

∥ΠnorK∥N tot
r,O,S

≤ ∥ΠnorK
♭∥N tot

r♭,O
♭,S♭

+ r10
−3
,

• the frequencies do not move too much, i.e. for all ξ =: (ξ♭, ξnew) ∈ O and all j ∈ Z, we
have

(125) ⟨j⟩δ|Lj(ξ)− L♭
j(ξ

♭)|+ |A1(ξ)−A♭
1(ξ

♭)| ≤ r
1
82

where we have set L := ΠLK, L♭ := ΠLK, A♭
0 + µA♭

1 := ΠAK
♭ and A0 + µA1 := ΠAK,

and for all ξ =: (ξ♭, ξnew) ∈ O, there exists a C1 symplectic map ψξ : Aξ(r)→ Aξ♭(r♭) commuting
with the gauge transform and enjoying, for all u ∈ Aξ(r), the bounds

(126) ∥ψξ(u)− u∥ℓ2ϖ + ∥dψξ(u)− Id∥ℓ2ϖ→ℓ2ϖ
≤ r

1
440

and the property that
(H(0)

ε + εK♭)(ξ♭;ψξ(u)) = (H(0)
ε + εK)(ξ;u).

25with a slight abuse of notation.
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Remark 8.2. We are going to use (and abuse) zooms, i.e. contractions of the annulus on which
we consider the Hamiltonian. These contractions allows to decrease the norm of the Hamiltonians
(depending of their homogeneity). More precisely, being given a finite set S ⊂ Z, 0 < ρ ≤ r < 1/4,
a Borel set O ⊂ ((4r)2, 1)S , p ≥ 0, η ≥ η0 and P ∈Hη,r,O,S , we have

∥Π2n+2∥m∥ℓ1+q≥pP∥H tot
η,ρ,O,S

≤
(ρ
r

)p∥P∥H tot
η,r,O,S

.

Proof of Proposition 8.1. The proof is divided in 3 steps. At the first and the last step, the radius
of analyticity of the Hamiltonians will decrease by the same amount given by

η♭ − η♮ = η♮ − η :=
η♭ − η

2
.

• Step 1 : First zoom and Birkhoff normal form. First, we set

ρ := r1/20,

and we note that, since ΠajetK
♭ = 0, by homogeneity, we have

∥Πn=0,m=0(Id−Πnor)K
♭∥H tot

η♭,ρ,O♭,S♭
≤ 3
( ρ
r♭

)4
,

∥(Id−Πn=0,m=0)(Id−Πnor)K
♭∥H tot

η♭,ρ,O♭,S♭
≤ 3
( ρ
r♭

)5
.

Moreover, by monotonicity, we have

∥ΠnorK
♭∥N tot

ρ,O♭,S♭
≤ ∥ΠnorK

♭∥N tot

r♭,O
♭,S♭
≤ 3

Finally, we set
N = M = 105.

As a consequence, provided that r is small enough in the sense that it satisfies an estimate of the
form (124), we have

3
( ρ
r♭

)4 ≤ ρ7/2, and 3
( ρ
r♭

)5 ≤ ρ9/2
and so26 the assumptions of the Birkhoff normal form theorem (i.e. Theorem 6.3) are satisfied.
As a consequence, we get a Borel set O′ ⊂ O♭, a Hamiltonian R ∈ Hη♮,ρ,O′,S♭ and a family of
symplectic maps φξ satisfying the properties described in the statement of Theorem 6.3.

• Step 2 : Second zoom and opening of a new site. First, let us note that, by assumption, there
exists a unique new site i∗ ∈ Z \ S♭ such that

S = {i∗} ∪ S♭.

Then, we split R in several pieces that are

R =: N + I + J + E

where N := ΠnorR is the normal form part of R, I := ΠintR − N contains the other integrable
terms of R and E contains the terms of R which are not integrable and at least of order 4 with
respect to (ui)i∈Sc .

26even if it means adding another smallness assumption on r of the form (124).
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Then we note that (Id − ΠM
tbr)J is a least of order M with respect to ui∗ . It follows that, for

homogeneity reasons, we have

∥J∥H tot

η♮,ρ18,O′,S♭
≤ ρN +

(ρ18
ρ

)M ≤ 2r10
5/20 ≤ r4500ρ,

∥E∥H tot

η♮,ρ18,O′,S♭
≤
(ρ18
ρ

)4
= r3ρ2 and ∥I∥H tot

η♮,ρ18,O′,S♭
≤
(ρ18
ρ

)6
= r5ρ2.

We set
O♮ := O′ × (ρ2·19, 2 ρ2·19) ⊂ RS .

By applying Proposition 7.1, since we can impose that r is small enough in the sense of the
estimate (124), we get 3 Hamiltonians, I♮, J ♮, E♮ ∈H tot

η♮,r,O♮,S , satisfying the estimates

(127) ∥I♮∥H tot
η♮,r,O♮,S

≤ r5ρ, ∥J ♮∥H tot
η♮,r,O♮,S

≤ εr4000 and ∥E♮∥H tot
η♮,r,O♮,S

≤ r3ρ

and such that for all ξ =: (ξ♭, ξnew) ∈ O♮ and all u ∈ Aξ(3r),

I♮(ξ;u) = I(ξ♭;u), J ♮(ξ;u) = J(ξ♭;u) and E♮(ξ;u) = E(ξ♭;u).

Similarly, by applying Proposition 7.2, we get a Hamiltonian N ♮ ∈ Nr,O♮,S in normal form such
that

∥N ♮∥N tot
r,O♮,S

≤ (1 + ρ18)∥N∥N tot

ρ,O′,S♭
≤ (1 + ρ18)(∥ΠnorK

♭∥N tot

r♭,O
′,S♭

+ ρ1/4)

≤ ∥ΠnorK
♭∥N tot

r♭,O
♭,S♭

+ ρ1/5,
(128)

for all ξ =: (ξ♭, ξnew) ∈ O♮ and all u ∈ Aξ(3r),

N ♮(ξ;u) = N(ξ♭;u)

and, for all j ∈ Z

(129) ⟨j⟩δ|L♮
j(ξ)− L

′
j(ξ

♭)|+ |A♮
1(ξ)−A

′
1(ξ

♭)| ≤ ρ

where we have set L♮ := ΠLN
♮, L′ := ΠLN , A′

0 + µA′
1 := ΠAN and A♮

0 + µA♮
1 := ΠAN

♮.

In order to apply the KAM theorem at the last step, we set

P := N ♮ + I♮ + J ♮ + E♮ ∈H tot
η♮,r,O♮,S .

Note that, by construction, P is just a way of rewriting R, i.e. for all ξ =: (ξ♭, ξnew) ∈ O♮ and all
u ∈ Aξ(3r) we have

(130) P (ξ;u) = R(ξ♭;u).

Since E is at least of order 4 with respect to (ui)i∈Sc , the same is also true for E♮ and so
ΠajetE

♮ = 0. Moreover, since I is integrable, I♭ is also integrable27 and so ΠajetI
♮ = 0. It follows

that
ΠajetP = ΠajetJ

♮ and ΠremP = ΠremI
♮ +ΠremJ

♮ +ΠremE
♮.

Moreover, since by construction ΠintJ = ΠintE = 0, we know by Proposition 7.1 that ΠintJ
♮ =

ΠintE
♮ = 0. It follows that

ΠnorP = N ♮ +ΠnorI
♮.

27because, since I and I♭ are the same function, as I, I♮ commutes with all the actions.
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As a consequence, thanks to the estimates (127), we have

∥ΠajetP∥H tot
η♮,r,O♮,S

≤ ∥J ♮∥H tot
η♮,r,O♮,S

≤ ε9/10r4000

∥ΠremP∥H tot
η♮,r,O♮,S

≤ ∥I♮∥H tot
η♮,r,O♮,S

+ ∥J ♮∥H tot
η♮,r,O♮,S

+ ∥E♮∥H tot
η♮,r,O♮,S

≤ r3.

Moreover, applying the continuity estimate on Πnor given by Lemma 3.28, we have

∥ΠnorI
♮∥N tot

r,O♮,S
≲S r

−4∥I♮∥H tot
η♮,r,O♮,S

≲S rρ

and so, thanks to the estimate (128) on N ♮, we have (provided that r is small enough)

(131) ∥ΠnorP∥N tot
r,O♮,S

≤ ∥ΠnorK
♭∥N tot

r♭,O
♭,S♭

+ ρ1/6 ≤ 4.

• Step 3 : KAM and conclusion. The previous estimates on P ensure that the assumptions of the
KAM theorem (i.e. Theorem 5.3) are satisfied. As a consequence, we get a Borel set O ⊂ O♮, a
Hamiltonian K ∈Hη,r,O,S and a family of symplectic maps τξ satisfying the properties described
in the statement of Theorem 5.3.

Now, we just have to check that all the properties claimed in the statement of Proposition 8.1
are satisfied.
• First, O is indeed smaller that O♭ because by construction

O ⊂ O♮ = O′ × (2 · ρ19, 2 ρ2·19) ⊂ O♭ × (ρ2·19, 2 ρ2·19) =: O♭,e.

• Then, provided that r is small enough with respect to r♭, we have the measure estimate

Leb(O♭,e \ O) ≤ Leb
(
[O♭ \ O′]× (ρ2·19, 2 ρ2·19)

)
+ Leb(O♮ \ O) ≤ ρ10−3

ρ2·19 + r2ε10
−3

≤ r2ν+10−5
.

• The KAM theorem directly ensures that ΠajetK = 0 and ∥ΠremK∥H tot
η,r,O,S

≤ 1.
• The normal form part is controlled as followed

∥ΠnorK∥N tot
r,O,S

≤ ∥ΠnorP∥N tot
r,O,S

+ r
(131)
≤ ∥ΠnorK

♭∥N tot

r♭,O
♭,S♭

+ ρ1/6 + r︸ ︷︷ ︸
≤r10−3

.

• Setting L := ΠLK, L♭ := ΠLK, A♭
0 + µA♭

1 := ΠAK
♭ and A0 + µA1 := ΠAK, for all ξ =:

(ξ♭, ξnew) ∈ O and all j ∈ Z, we have

⟨j⟩δ|Lj(ξ)− L♭
j(ξ

♭)| ∨ |A1(ξ)−A♭
1(ξ

♭)| ≤∥Πnor(K − P )∥N tot
r,O,S

+ ∥Πnor(R−K♭)∥N tot

ρ,O′,S♭

+ ⟨j⟩δ|L♮
j(ξ)− L

′
j(ξ

♭)| ∨ |A♮
1(ξ)−A

′
1(ξ

♭)|
(129)
≤ r + ρ

1
4 + ρ ≤ r

1
81

where the estimates of ∥Πnor(K − P )∥N tot
r,O,S

and ∥Πnor(R − K♭)∥N tot

ρ,O′,S♭
are given by Theorem

5.3 and Theorem 6.3 respectively.

Finally, we just have to define the change of variable ψξ and to check its properties. For all
ξ =: (ξ♭, ξnew) ∈ O, we set

ψξ := φξ♭ ◦ τξ.
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By composition ψξ is clearly symplectic and invariant by gauge transform. Then by construction,
for all u ∈ Aξ(r), we have

(H(0)
ε + εK♭)(ξ♭;ψξ(u))

(95)
= (H(0)

ε + εR)(ξ♭; τξ(u))
(130)
= (H(0)

ε + εP )(ξ; τξ(u))
(72)
= (H(0)

ε + εK)(ξ;u).

Finally, the fact that ψξ is close to the identity is a direct corollary of the fact that φξ♭ and τξ are
close to the identity (see (71) and (94) respectively).

□

9. Proof of the main theorem

In this section, we prove Theorem 1.6. Basically, after some reductions, rescaling and an initial
opening (section 9.1), it consists in a first application of our KAM theorem (Theorem 5.3) to
obtain the finite dimensional KAM tori of Kuksin-Pöschel (section 9.2), then we iterate the loop
described in section 8 to obtain tori of arbitrary dimension but whose size does not depend on
the dimension (section 9.3) and we pass to the limit to obtain tori of infinite dimension (section
9.4). Finally, we prove that they contain infinite dimensional invariant tori which are non-resonant
(section 9.5) and we finish the proof (section 9.6).

9.1. Preparation. Let S1 ⊂ Z be a non empty finite set.

9.1.1. Some reductions. To lighten the notations, without loss of generality, we assume that

f ′(0) = −1.
Indeed, the value of this non zero constant plays no role and, as we will see, this normalization
allows to have modulated frequencies of the form ωj = ε−2j2 + ξj + · · · which is convenient.

Then, we will assume that the parameter ε is small enough, i.e. smaller than a constant
depending only on f, Ξ0 and S1. Indeed, it suffices to set, in the main theorem, Ξε = ∅ if ε is too
large.

Finally, we assume, without loss of generality that

Ξ0 = (ϱ21,Λϱ
2
1)

S1 ,

where Λ > 1 and ϱ1 is smaller than a constant depending only on f, S1 and ϖ (see (132)). Indeed,
by applying a change of variable of the form (ξ, ε) 7→ (λ2ξ, λ−1ε) and choosing λ arbitrarily small,
we can assume without loss of generality that Ξ0 is a compact set included in (ϱ21,Λϱ

2
1)

S1 . The
only thing we need to bear in mind it that to prove the bound on the Hausdorff distance (estimate
(5)) and the frequency estimate (6) with constants 1, it suffices to prove these bounds with betters
exponents with respect to ε.

9.1.2. Regularizing normal form. Now, let us explain why, by Theorem 2.1, instead of considering
solution to (NLS), it suffices to consider solutions to a Hamiltonian system of the form

(NLSreg) i∂tu = ∇H(reg)(u)

where

H(reg)(u) =
1

2

∑
k∈Z

(
|k|2 + |uk|

2

2

)
|uk|2 −

1

2
∥u∥4L2︸ ︷︷ ︸

=H
(0)
1 (u)

+R(u)

satisfies R ∈ H cste
η0,r0,∅ for some r0 ∈ (0, 1) and Π2n+q<6R = 0. Note that the function u 7→ R(u)

does not depends on some parameters ξ.
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Indeed, we define (up to a trivial symmetrization), with the notations of Theorem 2.1, the non
zero coefficient of R by the relation

Rℓ,σ
n,∅,∅ := Hℓ,σ

n .

Then by Theorem 2.1 there exists a constant C > 0 such that

|Rℓ,σ
n,∅,∅| ≲ C2n+q

(
⟨ℓ∗3⟩2

⟨ℓ∗1⟩
∧ 1

)
.

Thus to get that R ∈H cste
η0,r0,∅ for some r0, it suffices to note that if σ1ℓ1 + · · ·+ σqℓq = 0 then

ea|ℓ
∗
1| ≤ ea|ℓ

∗
2| · · · ea|ℓ

∗
q | and ⟨ℓ∗1⟩ ≤ (q − 1)⟨ℓ∗2⟩

and therefore, recalling the definition (42) of Θℓ, one verifies(
⟨ℓ∗3⟩2

⟨ℓ∗1⟩
∧ 1

)
≤ qs+1Θℓ ≲ 2qΘℓ.

It follows that (by Theorem 2.1), on a centered ball Bℓ2ϖ
(0, ρ), we have

H(NLS) ◦ τ = H
(0)
1 +R =: H(reg).

Now, assume that Theorem 1.6 has been proven for (NLSreg) instead of (NLS) (with slightly better
constants). To deduce Theorem 1.6 for (NLS), it suffices to invoke the following arguments. First,
we note that thanks to the mean value inequality and the fact that ∥dτ(u)− Id∥ℓ2ϖ→ℓ2ϖ

, we have

1

2
∥u− v∥ℓ2ϖ ≤ ∥τ(u)− τ(v)∥ℓ2ϖ ≤ 2∥u− v∥ℓ2ϖ , ∀u, v ∈ Bℓ2ϖ

(0, ρ).

It follows that it preserves (up to a factor 2) the distance estimates between tori, that τ is an
homeomorphism onto its image and so that the image of a torus by τ is also a torus. Moreover
since it is symplectic and its derivative is invertible (by a Neumann series argument), it transforms
solutions to (NLSreg) in solutions of (NLS) (and so it transforms an invariant torus of (NLSreg) in
an invariant torus of (NLS)). Finally, since it is close to the identity, it satisfies, for ξ ∈ (0, 1)S1 ,
dist(εTξ, τ(εTξ)) ≲ ε3.

Thus, from now, to lighten the notation, we only aim at proving Theorem 1.6 for (NLSreg)
instead of (NLS).

9.1.3. Rescaling. For ε ∈ (0, 1), we set

H(reg)
ε (u) = ε−4H(reg)(εu) and Rε(u) = ε−5R(εu).

As a consequence, we have
H(reg)

ε = H(0)
ε + εRε

where H(0)
ε we recall that

H(0)
ε (u) :=

1

2

∑
k∈Z

(
ε−2|k|2 + |uk|

2

2

)
|uk|2 −

1

2
∥u∥4L2 .

Note that if v ∈ C0(R; ℓ2ϖ) is solution to the rescaled equation

(NLSregε ) i∂tv = ∇H(reg)
ε (v)

then u := t 7→ εv(ε2t) is solution to (NLSreg).
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Thanks to this dilatation, we have that, provided that ε is small enough, Pε ∈ H cste
4η0,

1
5
,∅ and,

since Π2n+q<6R = 0, that
∥Rε∥H cste

4η0,
1
5 ,∅
≤ ε29/30.

9.1.4. First opening. Let denote by cη,S,Λ and CS,Λ > 1 the two constants appearing implicitly
in the assumption (110) of Proposition 7.1, i.e. so that (110) rewrites cη,S,Λ r ≤ ρ ≤ CS,Λ r♭. It
allows us to make explicit the smallness assumption on ϱ1, that is

(132) ϱ1 ≤
C−1
S1,Λ

5
.

Proposition 7.1 ensure the existence of a constant

r1 ≲S1,Λ ϱ1

and a Hamiltonian Pε ∈H4η0,r1,Ξ0,S1 such that

∥Pε∥H tot
4η0,r1,Ξ0,S1

≤ ε28/30

and for all ξ ∈ Ξ0 and all u ∈ Aξ(3r1),

Pε(ξ;u) = Rε(u).

9.2. Finite dimensional tori based on S1. We aim at applying Theorem 5.3 (i.e. our KAM
Theorem), with η♮ = 4η0, η = 3η0, S = S1, P = Pε, O♮ = Ξ0 and r = r1 where r1 ≤ r1 is a constant
depending only on S1 and Ξ0 which just has to be small enough so that the smallness assumption
(70) on r is satisfied. The only assumption we have to check is the smallness assumption (69) on
Pε. But since r1 ≤ r1, by monotony, we have

∥Pε∥H tot
4η0,r1,Ξ0,S1

≤ ε28/30.

Therefore, provided that ε is small enough with respect to r1, the smallness assumption (69) is
satisfied. In particular, thanks to the continuity estimate of Lemma 3.28, we have

∥ΠnorPε∥N tot
r1,Ξ0,S1

≤ 1.

Hence, by Theorem 5.3, we get Borel set Oε ⊂ Ξ0 and a Hamiltonian Kε ∈ H3η0,r1,Oε,S1 , such
that

• Oε is relatively large in the sense that

(133) Leb(Ξ0 \ Oε) ≤ ε10
−3

• the adapted jet has been removed, the remainder term and the normal form part are not
too large, and the normal form part is not too large, i.e.

ΠajetKε = 0, ∥ΠremKε∥H tot
3η0,r1,Oε,S1

+ ∥ΠnorKε∥N tot
r1,Oε,S1

≤ 2

and for all ξ ∈ Oε, there exists C1 smooth symplectic map τ
(ε)
ξ : Aξ(r1) → Aξ(2r1) commuting

with the gauge transform and enjoying, for all u ∈ Aξ(r1), the bound

(134) ∥τ (ε)ξ (u)− u∥ℓ2ϖ + r21∥dτ
(ε)
ξ (u)− Id∥ℓ2ϖ→ℓ2ϖ

≤ ε1/2

and the property that

(H(0)
ε + εPε)(ξ; τ

(ε)
ξ (u)) = (H(0)

ε + εKε)(ξ;u).
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In the next subsection, we will design a Borel subset Ξε ⊂ Oε. For the moment, we can just check
properties (i), (ii) and (iv) of Theorem 1.6 for ξ ∈ Oε (which is slightly stronger).

9.2.1. The frequencies. For ξ ∈ Oε, we define the renormalized frequencies of H(reg)
ε by

(135) ω
(ε)
j (ξ) := j2 + ε2

(
ξj1j∈S1 − 2

∑
i∈S1

ξi
)
+ 2ε3(L

(ε)
j (ξ) +A

(ε)
1 (ξ)), j ∈ Z,

where L(ε) = ΠLKε and A(ε)
0 +A

(ε)
1 µ = ΠAKε. This definition is natural, in order that equation

(137) below holds. Then we set

λ
(ε)
j (ξ) = 2ε1/4(L

(ε)
j (ξ) +A

(ε)
1 (ξ))

in such a way we have

ω
(ε)
j (ξ) = j2 + ε2

(
ξj − 2

∑
i∈S1

ξi
)
+ ε11/4λ

(ε)
j (ξ).

We just have to check that

Lemma 9.1. λ(ε) is 1−Lipschitz and bounded by one.

Proof. Indeed, by definition of the N tot
r1,Oε,S1

norm (see Definition 3.23), since ∥ΠnorKε∥N tot
r1,Oε,S1

≤
2, for all ξ, ζ ∈ Oε, we have (provided that ε is small enough)

|λ(ε)j (ξ)| ≤ 2ε1/4∥ΠnorKε∥N tot
r1,Oε,S1

≤ 1

and
|λ(ε)j (ξ)− λ(ε)j (ζ)| ≤ 2r−2

1 ε1/4∥ΠnorKε∥N tot
r1,Oε,S1

∥ξ − ζ∥ℓ1 ≤ ∥ξ − ζ∥ℓ1 .
□

9.2.2. The homeomorphisms. Being given S ⊂ Z (not necessarily finite), ξ ∈ ℓ1ϖ2(S;R∗
+), we set

ΥS
ξ :


TS → Tξ ⊂ ℓ2ϖ
θ 7→

∑
j∈S

√
ξje

−iθjeixj

where Tξ (the image of Υξ) is defined by (2). Note that ΥS
ξ is a homeomorphism. Indeed, it is

clearly bijective, continuous by the Lebesgue’s convergence theorem and defined on TS which is
compact by Tychonoff’s theorem. Thus its inverse is also continuous by a standard argument.

For ξ ∈ Oε and we set

T ε
ξ := ετ

(ε)
ξ (Tξ) and Ψε

ξ := ετ
(ε)
ξ ◦ΥS1

ξ .

Lemma 9.2. Ψε
ξ : TS1 → T ε

ξ is a homeomorphism.

Proof. It suffices to prove that (τ
(ε)
ξ )|Tξ

is an homeomorphism on its image (that is ε−1T ε
ξ ).

Applying Lemma 10.4 of the appendix with g = τ
(ε)
ξ − id, we have that for all u, v ∈ Tξ,∣∣∣∥τ (ε)ξ (u)− τ (ε)ξ (v)∥ℓ2ϖ − ∥u− v∥ℓ2ϖ
∣∣∣ ≲S1 ε

1/2r−2
1 ∥u− v∥ℓ2ϖ .

As a consequence, provided that ε is small enough, we have

(136)
1

2
∥u− v∥ℓ2ϖ ≤ ∥τ

(ε)
ξ (u)− τ (ε)ξ (v)∥ℓ2ϖ ≤ 2∥u− v∥ℓ2ϖ .
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It implies that (τ
(ε)
ξ )|Tξ

is injective. Since ε−1T ε
ξ is its image, it is a bijection between TS1 and

ε−1T ε
ξ . Moreover, (136) implies that it is continuous and that its inverse is also continuous : it is

an homeomorphism. □

9.2.3. Invariance. Now, we aim at proving the following lemma.

Lemma 9.3. Let ξ ∈ Oε, θ ∈ TS1 and ω(ε) defined by (135). Then

t 7→ Ψε
ξ(ω

(ε)t+ θ) is global solution to (NLSreg).

Proof. We set, for t ∈ R,
z(t) = ΥS1

ξ (ε−2ω(ε)t+ θ) ∈ Tξ.

Since ΠajetKε = 0, we have that

(137) i∂tz = ∇(H(0)
ε + εKε)(ξ; z).

Then, we set for t ∈ R
v(t) := ε−1Ψε

ξ(ε
−2ω(ε)t+ θ) = τ

(ε)
ξ (z(t)).

Since τ
(ε)
ξ is symplectic and dτ

(ε)
ξ (w) is surjective for all w ∈ Aξ(r1) (by a Neumann series

argument using (134)), by applying Lemma 10.5 of the appendix, we deduce that v is solution to
the equation

i∂tv = ∇(H(0)
ε + εPε)(ξ; v) = ∇H(reg)

ε (v)

Finally, it suffices to note that, thus, t 7→ εv(ε2t) = Ψε
ξ(ω

(ε)t+ θ) is solution to (NLSreg). □

9.3. Tori of arbitrarily large dimension. Now, we aim at constructing finite dimensional tori
of arbitrarily large dimension whose size does not go to zero as its dimension goes to infinity.

9.3.1. Choice of the other sites. Now, we aim at proving the following lemma.

Lemma 9.4. There exists a strictly increasing family (Sp)p≥2 of finite subsets of Z of the form

∀p ≥ 1, Sp+1 =: Sp ∪ {ip+1}.
and satisfying

CS∞ := sup
i∈S∞

∑
k∈S∞

Γk,i <∞

where Γk,i = Λk,i ∨ ⟨k⟩−δ is the weight associated with the ∥ · ∥L dir
O,S

norm and was defined by (61),

Λk,i = 1 ∧ ⟨i⟩−δ⟨k⟩4δ ∧ ⟨k⟩−δ⟨i⟩4δ and

S∞ :=
⋃
p≥1

Sp.

Once Lemma 9.4 will be proven, we will consider a sequence of sites (Sp)p≥2 satisfying properties
of Lemma 9.4 as fixed. In particular we will not track the dependency of the parameters with
respect to (Sp)p≥1. Moreover, we will assume that ε is small enough so that

(138) ε ≤ 10−9 ∧ 10−3C−1
S∞

which implies that the bound of Proposition 8.1 to modulate the frequencies is satisfied. To lighten
the notations, we will use the following convention.

Definition 9.5 (ξ(p)). If ξ ∈ RZ and p ≥ 1, we denote by ξ(p) ∈ RSp its restriction to Sp, i.e.

ξ(p) := ΠSpξ.
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Proof of Lemma 9.4. A possible choice is

ip = 25
p+n0

where n0 ≥ 1 is an index such that
max
i∈S1

⟨i⟩ ≤ 2n0 .

Indeed, first it is clear that ∑
k∈S∞

⟨k⟩−δ <∞.

So we just have to focus on the coefficients Λk,i. On the one hand, if i ∈ S1, we have the bound
Λk,i ≤ ⟨k⟩−δ⟨i⟩4δ ≲S1 ⟨k⟩−δ so the estimate is almost the same. On the other hand, if i ∈ S∞ \S1,
we have∑

k∈S∞

Λk,i =
∑
k∈S1

Λk,i +
∑

k∈S∞\S1

k<i

Λk,i + Λi,i +
∑
k∈S∞
k>i

Λk,i

≤ 24δn0
∑
k∈S∞

⟨k⟩−δ +
∑

k∈S∞\S1

k<i

⟨i⟩−δ⟨k⟩4δ + 1 +
∑
k∈S∞
k>i

⟨k⟩−δ⟨i⟩4δ =: I + II + III + IV.

The terms I and III are clearly uniformly bounded with respect to i. Then, let p ≥ 2 be such
that i = ip. It follows that 28

IV =
∑
q>p

⟨iq⟩−δ⟨ip⟩4δ ≤
∑
q>p

2−5qδ−n0δ24·5
pδ+4n0δ+4δ ≲S1

∑
q>p

2−(5q−4·5p)δ ≲S1

∑
j≥0

2−(5j−1)δ

which is uniformly bounded with respect to p. Finally, if p = 2 then II = 0 and if p ≥ 3, by
monotonicity, we have

II =
∑
q<p

⟨ip⟩−δ⟨iq⟩4δ ≤ p⟨ip⟩−δ⟨ip−1⟩4δ −→
p→∞

0.

□

9.3.2. Iterations of the loop. Let ϱ > 0 be a small parameter. Up to a positive exponent, ϱ will be
the distance between T ε

ξ and the infinite dimensional torus we are going to construct. Without
loss of generality, we will assume small enough with respect to r1 and ε. We set,

∀p ≥ 2, ηp := 3η0 − η0
p−2∑
q=1

2−q,

K1 := Kε, O1 := Oε and r2 := ϱ.

Applying iteratively Proposition 8.1, we get for all p ≥ 2, a radius rp ∈ (0, 1/4), a Borel
set Op ⊂ ((4rp)

2, 1)Sp , a Hamiltonian Kp ∈ Hηp,rp,Op,Sp and for all ξ ∈ Op a C1 symplectic
map ψp

ξ : Aξ(rp)→ Aξ(p−1)(rp−1) (commuting with the gauge transform) satisfying the following
properties.

28using the basic bound 5q − 4 · 5p ≥ 5q − 5p+1 = 5p+1(5q−p−1 − 1) ≥ (5q−p−1 − 1).
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• The sequence (rp)p≥2 is decaying moreover it satisfies

(139) ∀p ≥ 3, rp ≤ g(p, rp−1,Sp, ε)

where g is a given function of p, rp−1, ε and Sp that could be specified (but we will not29).
It is just a way to say that we can still impose a finite number of upper bounds on rp with
respect to rp−1, ε and Sp30. We have indeed this degree of freedom because Proposition
8.1 only requires an upper bound on r with respect to r♭, ε and S.
• The sequence (Op)p≥2 is decaying in the sense that for all p ≥ 2

(140) Op ⊂ Op−1 × (r2νp , 2r
2ν
p ).

• The sets Op are asymptotically of full measure

(141) ∀p ≥ 2, Leb(Op−1 × (r2νp , 2r
2ν
p ) \ Op) ≤ r2ν+105

p

• Kp is not too large

∀p ≥ 1, ∥ΠnorK
p∥N tot

rp,Op,Sp
+ ∥ΠremK

p∥H tot
ηp,rp,Op,Sp

≤ 2 +

p−2∑
q=1

2−q ≤ 3

and its adapted jet is equal to zero

∀p ≥ 1, ΠajetK
p = 0.

• ψp
ξ is a change of variable such that, for all p ≥ 2, for all ξ ∈ Op, all u ∈ Aξ(rp),

(H(0)
ε + εKp)(ξ;u) = (H(0)

ε + εKp−1)(ξ(p−1);ψp
ξ (u)).

Moreover, it is close to the identity, i.e. for all p ≥ 2 and all u ∈ Aξ(rp),

(142) ∥ψp
ξ (u)− u∥ℓ2ϖ + ∥dψp

ξ (u)− Id∥ℓ2ϖ→ℓ2ϖ
≤ r

1
440
p

• the frequencies do not move too much : we have, for all p ≥ 2, all ξ ∈ Op and all j ∈ Z,
we have

(143) ⟨j⟩δ|L(p)
j (ξ)− L(p−1)

j (ξ(p−1))|+ |A(p)
1 (ξ)−A(p−1)(ξ(p−1))| ≤ r

1
82
p

where we have set, for all p ≥ 1,

L(p) := ΠLK
p and A

(p)
0 + µA

(p)
1 := ΠAK

p.

Remark 9.6. Of course, all these object depend on ϱ and ε (excepted (rp)p≥2 which only depends
on ϱ) as well as many object we are going to construct from now. To lighten the notations (for
readability), we only specify this dependency with subscripts ε, ϱ when necessary (essentially in the
last step of this proof, i.e. subsection 9.6). For example, we have rϱ,p = rp and Kp

ϱ,ε = Kp.

29since many of our estimate are far from sharp (to simplify the proof), it would not really make sense.
30This is actually the big advantage of the Pöschel iterative method : at each iteration we can choose rp as

small as it suits us. The disadvantage is that we do not have a realistic lower bound on rp.
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9.3.3. Homeomorphisms. We aim at proving the following lemma.

Lemma 9.7. For all p ≥ 1 and all ξ ∈ Op, the map

(144) τpξ := τ
(ε)

ξ(1)
◦ ψ2

ξ(2)
◦ · · · ◦ ψp

ξ(p)
: Aξ(p)(rp)→ Aξ(1)(2r1).

is well defined, satisfies for all u, v ∈ Aξ(rp)

(145)
1 + 2−(p−1)

4
∥u− v∥ℓ2ϖ ≤ ∥τ

p
ξ (u)− τ

p
ξ (v)∥ℓ2ϖ ≤ 4(1− 2−(p−1))∥u− v∥ℓ2ϖ .

Moreover, (τpξ )|Tξ
is an homeomorphism on its image.

Of which we directly deduce the following corollary.

Corollary 9.8. For all p ≥ 1 and all ξ ∈ Op, setting T (p)
ξ := ετpξ (Tξ), we have that

(146) Ψ
(p)
ξ := ετpξ ◦Υ

Sp

ξ

is a homeomorphism from TSp onto T (p)
ξ .

Proof of Lemma 9.7. To prove that this definition makes sense it suffices to proceed by iteration
noticing that being p ≥ 2 and ξ ∈ Op, we have (thanks to the decay property (140)) ξ(p−1) ∈ Op−1

and

(147) Aξ(2rp) ⊂ Aξ(p−1)(rp−1).

Indeed, if u ∈ Aξ(2rp) then∑
i∈Sp−1

ϖ2
i |ξi − |ui|2|+

∑
j∈Sc

p−1

|uj |2 ≤ 2r2p + ξip ≤ 2r2p + 2r2νp
(139)
≤ r2p−1,

i.e. u ∈ Aξ(p−1)(rp−1).

The fact that (τpξ )|Tξ
is an homeomorphism on its image is a direct consequence of (145). So

we focus on proving (145). Actually, it suffices to proceed by induction, noticing that thanks to
(142), by Lemma 10.4 of the appendix applied with g = ψp

ξ − id, we have that for all u, v ∈ Aξ(rp),∣∣∣∥ψp
ξ (u)− ψ

p
ξ (v)∥ℓ2ϖ − ∥u− v∥ℓ2ϖ

∣∣∣ ≤ (1 + (2π)#Sp)rp−1∥u− v∥ℓ2ϖ
(139)
≤ 2−p−2∥u− v∥ℓ2ϖ .

The case p = 1 (i.e. the initialization) has been done in the proof of Lemma 9.2 (see (136)). □

9.3.4. Invariance and frequencies. Since ΠajetK
p = 0, proceeding as in the proof of Lemma 9.3,

we have the following result.

Lemma 9.9. For all p ≥ 2, ξ ∈ Op and all θ ∈ TSp ,

t 7→ Ψ
(p)
ξ (ω(p)(ξ)t+ θ) is a global solution to (NLSreg)

where ω(p) ∈ RSp is defined by

(148) ∀j ∈ Sp, ω
(p)
j (ξ) := j2 + ε2

(
ξj − 2

∑
i∈Sp

ξi
)
+ 2ε3(A

(p)
1 (ξ) + L

(p)
j (ξ)).
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Remark 9.10. Note that since Ψ
(p)
ξ : TSp → T (p)

ξ is a homeomorphism on its image, we have
construct invariant tori for (NLS) of dimension #Sp ≥ p with p arbitrarily large and size ε
independent of p. This result is interesting in itself because in all the previous works ε goes to 0
as p goes to +∞ (thus preventing a non-trivial result in the limit p→ +∞).

9.4. Infinite dimensional tori. Now, we pass to the limit as p goes to +∞.

9.4.1. The parameters. We set
O∞ :=

⋂
p≥1

Õp

where (with the same abuse of notations as usual)

Õp := Op ×
∏
q>p

(r2νq , 2r
2ν
q ) ⊂ (0, 1)S∞ .

We note that, thanks to the decay property (140) of the sets Op, the sets Õp are decaying

(149) Õ1 ⊃ Õ2 ⊃ · · · ⊃ · · · ⊃ Õ∞ := O∞.

It is crucial to note that, thanks to this decay property, if ξ ∈ O∞ and p ≥ 1 then

ξ(p) ∈ Op.

Recalling that by construction
Õ1 = Oε ×

∏
p≥2

(r2νp , 2r
2ν
p )

we equip Õ1 of the the probability measure

P := U(Oε)⊗
⊗
p≥2

U(r2νp , 2r2νp )

where U(Oε) denotes the uniform law on Oε (i.e. the normalized Lebesgue measure) and similarly
U(r2νp , 2r2νp ) denotes the uniform law on the interval (r2νp , 2r2νp ).

Lemma 9.11. O∞ is asymptotically of full measure in O1, i.e.

P(Õ1 \ O∞) ≲ ϱ10
−5
.

Proof. Since the sets Õp are decaying, we have

P(Õ1 \ O∞) =
∑
p≥2

P(Õp−1 \ Õp)

= Leb(Oε)
−1
∑
p≥2

( ∏
2≤q≤p

r−2ν
q

)
Leb(Op−1 × (r2νp , 2r

2ν
p ) \ Op)

(141)
≤ Leb(Oε)

−1
∑
p≥2

( ∏
2≤q≤p

r−2ν
q

)
r2ν+10−5

p .

(150)

Then, we just have to use that Leb(Oε) goes to Leb(Ξ0) > 0 as ε goes to 0 (see (133)) and r2 = ϱ
to get that, provided that (rq)q is decaying enough (see (139)),

r10
−5

p ≤ ϱ10−5
∏

2≤q≤p−1

r2νq

and so that P(Õ1 \ O∞) ≲ ϱ10
−5 . □
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9.4.2. The frequencies. Thanks to the estimate (143) and the fast decay of the radii (rp)p (see
(139)), we have the following result.

Lemma 9.12. For all ξ ∈ O∞, there exists A(∞)
1 (ξ) ∈ R and L(∞) ∈ ℓ∞(Z;R) such that

A
(p)
1 (ξ(p)) −→

p→∞
A

(∞)
1 (ξ) and L(p)(ξ(p)) −→

p→∞
L(∞)(ξ) in ℓ∞(Z).

Moreover, setting, for all j ∈ S∞ and ξ ∈ O∞,

ω
(∞)
j (ξ) := j2 + ε2

(
ξj − 2

∑
i∈S∞

ξi
)
+ 2ε3(A

(∞)
1 (ξ) + L

(∞)
j (ξ))

we have, for all p ≥ 1,

(151) sup
ξ∈O∞

sup
j∈Sp

|ω(p)
j (ξ(p))− ω(∞)

j (ξ)| ≤ r1/83p+1 .

Proof. The convergence of A(p)
1 (ξ(p)) and L(p)(ξ(p)) are direct consequences of (143). Note that it

implies the pointwize convergence of ω(p)
j (ξ(p)) to ω(∞)

j (ξ). Hence we only focus on the quantitative

estimate (151). So let p ≥ 1 and j ∈ Sp. Since ω(p)
j (ξ(p)) converges to ω(∞)

j (ξ) we have

|ω(p)
j (ξ(p))− ω(∞)

j (ξ)|

≤
∑
q≥p

|ω(q+1)
j (ξ(q+1))− ω(q)

j (ξ(q))|

=2ε3
∑
q≥p

| − ε−1ξiq+1 + L
(q+1)
j (ξ(q+1))− L(q)

j (ξ(q)) +A
(q+1)
1 (ξ(q+1))−A(q)

1 (ξ(q))|

(143)
≤
∑
q≥p

r2νq+1 + r
1/82
q+1

(139)
≤ r

1/83
p+1 .

□

9.4.3. The homeomorphisms. Let ξ ∈ O∞. We consider the functions τp
ξ(p)

defined by (144). We
note that by (147), we have

∀p ≥ 2, Aξ(p)(rp) ⊂ Aξ(p−1)(rp−1).

It follows that (since rp goes to 0 as p goes to +∞)

Tξ =
⋂
p≥1

Aξ(p)(rp).

In particular all the functions τp
ξ(p)

are well defined on Tξ.

Lemma 9.13. There exists T (∞)
ξ ⊂ ℓ2ϖ and a homeomorphism τ∞ξ such that τp

ξ(p)
converges

uniformly to τ∞ξ : Tξ → ε−1T (∞)
ξ on Tξ. In particular, for all p ≥ 1, we have the quantitative

bound
sup
u∈Tξ

∥τp
ξ(p)

(u)− τ∞ξ (u)∥ℓ2ϖ ≤ r
1/450
p+1 .
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Proof. Let u ∈ Tξ and p < q. Using that τp
ξ(p)

is a 4−Lipschitz map (see (145)) and that

ψp+1

ξ(p+1) , · · · , ψ
q

ξ(q)
are close to the identity (see (142)), we have

∥τp
ξ(p)

(u)− τ q
ξ(q)

(u)∥ℓ2ϖ = ∥τp
ξ(p)

(u)− τp
ξ(p)

(ψp+1

ξ(p+1) ◦ · · · ◦ ψ
q

ξ(q)
(u))∥ℓ2ϖ

(145)
≤ 4∥u− ψp+1

ξ(p+1) ◦ · · · ◦ ψ
q

ξ(q)
(u)∥ℓ2ϖ

≤ 4

q∑
j=p+1

∥ψj

ξ(j)
◦ · · · ◦ ψq

ξ(q)
(u)− ψj+1

ξ(j+1) ◦ · · · ◦ ψ
q

ξ(q)
(u)∥ℓ2ϖ

(142)
≤ 4

q∑
j=p+1

r
1/440
j

(139)
≤ r

1/450
p+1 −→

p→+∞
0.

(152)

Since ℓ2ϖ is a Banach space, it implies that (τp
ξ(p)

)|Tξ
converges uniformly. We denote by τ∞ξ :

Tξ → ℓ2ϖ its limit, i.e.
τ∞ξ := lim

p→+∞
(τp

ξ(p)
)|Tξ

in C0(Tξ; ℓ
2
ϖ).

Then, passing to the limit in (145), we get that for all u, v ∈ Tξ,

(153)
1

4
∥u− v∥ℓ2ϖ ≤ ∥τ

∞
ξ (u)− τ∞ξ (v)∥ℓ2ϖ ≤ 4∥u− v∥ℓ2ϖ .

In implies that τ∞ξ is a homeomorphism on its image that we denote ε−1T (∞)
ξ := τ∞ξ (Tξ). □

This lemma allows us to deduce the following proposition which prove that the embeddings
Ψ

(∞)
ξ and Ψ

(p)

ξ(p)
are close (and therefore, that the tori T (∞)

ξ and T (p)

ξ(p)
are close).

Proposition 9.14. For all ξ ∈ O∞, the map Ψ
(∞)
ξ := ετ∞ξ ◦Υ

S∞
ξ : TS∞ → T (∞)

ξ is a homeomor-

phism satisfying, for all θ ∈ TS∞ and all p ≥ 1 (recall the definition of Ψ(p)

ξ(p)
in (146)),

(154) ∥Ψ(∞)
ξ (θ)−Ψ

(p)

ξ(p)
(θ(p))∥ℓ2ϖ ≤ ε r

1/460
p+1

where θ(p) := ΠSpθ.

Proof. Let ξ ∈ O∞. Since by Lemma 9.13, τ∞ξ : Tξ → ε−1T (∞)
ξ is a homeomorphism, it is clear

by composition that Ψ
(∞)
ξ is a homeomorphism. So we only focus on proving the quantitative

bound (154). Let θ ∈ TS∞ and p ≥ 1. We set

u := ΥS∞
ξ (θ) and u(p) := Υ

Sp

ξ(p)
(θ(p)).

Note that this notation is consistent because by definition of Υ, θ(p) and ξ(p), we have that

u(p) = ΠSpu.

By definition of u and u(p), we have that Ψ(∞)
ξ (θ) = ετ∞ξ (u) and Ψ

(p)
ξ (θ(p)) = ετpξ (u

(p)). Applying
the triangular inequality, we have

ε−1∥Ψ(∞)
ξ (θ)−Ψ

(p)

ξ(p)
(θ(p))∥ℓ2ϖ ≤ ∥τ

∞
ξ (u)− τpξ (u)∥ℓ2ϖ︸ ︷︷ ︸

=:I

+ ∥τpξ (u)− τ
p
ξ (u

(p))∥ℓ2ϖ︸ ︷︷ ︸
=:II

.
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On the one hand, by Lemma 9.13, we have I ≤ r
1/450
p+1 . On the other hand, using the Lipschitz

estimate (145) on τpξ , since u(p) = ΠSpu, we have

II

4
≤ ∥u− u(p)∥ℓ2ϖ = ∥ΠSc

p
u∥ℓ2ϖ =

(∑
q>p

ξiq
)1/2 (139)

≤ r
1/2
p+1

where we have used that, by construction, for all q ≥ 2, ξiq ≤ 2r2νq .
□

9.4.4. Invariance. Now we prove that T (∞)
ξ is a Kronecker torus for (NLSreg).

Proposition 9.15. For all θ ∈ TS∞ and all ξ ∈ O∞,

t 7→ Ψ
(∞)
ξ (ω(∞)(ξ)t+ θ) is a global solution to (NLSreg).

Proof. By Lemma 9.9, setting θ(p) := ΠSpθ, we know that t 7→ Ψ
(p)
ξ (ω(p)(ξ(p))t+ θ(p)) =: v(p)(t) is

a global solution to (NLSreg). By continuity of ∇R on ℓ2ϖ, mild solutions of (NLSreg) are strong
solutions and so it suffices to prove that v(p) converges to v(∞) := t 7→ Ψ

(∞)
ξ (ω(∞)(ξ)t + θ) in

C0(R; ℓ2ϖ) (i.e. locally uniformly).

So let θ ∈ TS∞ , ξ ∈ O∞, t ∈ R and p ≥ 2. We use proposition 9.14, the Lipschitz estimate
(145) on τp

ξ(p)
and the uniform bound (151) of Lemma 9.12 on the convergence of the frequencies,

to get that we have that

∥v(p)(t)− v(∞)(t)∥ℓ2ϖ ≤ r
1/460
p+1 + ∥Ψ(p)

ξ (ω(p)(ξ(p))t+ θ(p))−Ψ
(p)

ξ(p)
(ΠSpω

(∞)(ξ)t+ θ(p))∥ℓ2ϖ
≤ r1/460p+1 + 4∥ΥSp

ξ(p)
(ω(p)(ξ(p))t+ θ(p))−Υ

Sp

ξ(p)
(ΠSpω

(∞)(ξ)t+ θ(p))∥ℓ2ϖ
≲ r

1/460
p+1 + |t| sup

j∈Sp

|ω(p)
j (ξ(p))− ω(∞)

j (ξ)|

≲ r
1/460
p+1 + |t|r1/83p+1 −→p→∞

0.

□

9.5. Non resonant tori. At the previous step, we have proven that for all ξ ∈ O∞, T (∞)
ξ =

Ψ∞
ξ (TS∞) is an infinite dimensional invariant torus on (NLSreg) whose frequencies are ω(∞). If

the frequencies ω(∞) were rationally independent, T (∞)
ξ would be non resonant and we could easily

conclude the proof of Theorem 1.6. Unfortunately, we do not know how to prove that there exists
ξ ∈ O∞ such that the frequencies ω(∞) are rationally independent. To explain it more in details
(and to introduce notations useful later), let us decompose ω(∞) into two parts

(155) ω
(∞)
j (ξ) = j2 + ε2ξj + 2ε3L

(∞)
j (ξ)︸ ︷︷ ︸

=:ω
(nat)
j (ξ)

+2ε3A
(∞)
1 (ξ)− 2ε2

∑
i∈S∞

ξi︸ ︷︷ ︸
=:a(ξ)

.

Actually, we will prove in subsection 9.5.1 that for P-almost all ξ ∈ O∞, the frequencies ω(nat)(ξ)
are rationally independent. Since a(ξ) does not depend on j, it will imply that the space of the
linear combination vanishing the frequencies ω(∞)(ξ) is of dimension smaller than or equal to 1 and
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so that trajectories of (NLSreg) living in T (∞)
ξ fill infinite dimensional tori which are potentially

smaller than T (∞)
ξ (and that we are going to identify).

Finally let us just note that since the maps ψp
ξ are invariant by gauge transform, we have that

for all t ∈ R, all ξ ∈ O∞ and all θ ∈ TS∞

Ψ
(∞)
ξ (ω(∞)(ξ)t+ θ) = e−it a(ξ)Ψ

(∞)
ξ (ω(nat)(ξ)t+ θ).

Therefore, the potential default of rational independency is only due to a gauge transform. Note
that it could be compensated by choosing f(0) ̸= 0.

9.5.1. The parameters. In this subsection, we aim at proving that P−almost all ξ ∈ O∞, the
families ω(nat)(ξ) and (ω

(∞)
i (ξ))i∈S1 are rationally independent, or in other words, that :

Lemma 9.16. Setting

(156) O♯
∞ := {ξ ∈ O∞ | ω(nat)(ξ) and (ω

(∞)
i (ξ))i∈S1 are Q− free},

we have

P(O∞ \ O♯
∞) = 0.

Proof. • Step 1 : Lipschitz estimates. We are going to apply Lemma 4.1. So first, we have to prove
Lipschitz estimates for L(∞) and A(∞)

1 . We recall that by construction ∥ΠnorK
p∥N tot

rp,Op,Sp
≤ 3 for

all p ≥ 1 and that L(p) = ΠLK
p and A(p)

0 +A
(p)
1 µ = ΠLK

p. By definition of the N tot
rp,Op,Sp

norm,

it implies that ∥L(p)∥L dir
Op,Sp

≤ 3 and ∥A(p)
0 + A

(p)
1 µ∥

A lip
Op,Sp

≤ 3. In particular, for all i ∈ S∞, all

(ξ, ζ) ∈ ∆iO∞, for all k ∈ Z, and p large enough so that i ∈ Sp we have

|L(p)
k (ξ(p))− L(p)

k (ζ(p))| ≤ 3Γk,i|ξi − ζi| and |A(p)
1 (ξ(p))−A(p)

1 (ζ(p))| ≤ 3|ξi − ζi|.

Passing to the limit as p goes to +∞ in these estimates (thanks to Lemma 9.12), we get

(157) |L(∞)
k (ξ)− L(∞)

k (ζ)| ≤ 3Γk,i|ξi − ζi| and |A(∞)
1 (ξ)−A(∞)

1 (ζ)| ≤ 3|ξi − ζi|.

• Step 2 : Independence for ω(nat). Let k ∈ ZS∞ \ {0} be sequence of integers with finite support.
We aim at proving that

B := P({ξ ∈ O∞ |
∑
i∈S∞

kiω
(nat)
i (ξ) = 0}) = 0.

Since the set of such k is countable, it will imply that for P-almost all ξ ∈ O∞, ω(nat) is Q-free.

Since k has finite support, there exists p ≥ 2 such that k ∈ ZSp . Moreover, by definition of the
product measure P, there exists two probability measures PSp and PS>p supported on RSp and
RS>p respectively such that P = PSp ⊗ PS>p (where S>p = S∞ \ Sp). Therefore, setting

∀ξ′ ∈ RS>p , Oξ′,p := {ξ ∈ Rp | ξ + ξ′ ∈ O∞},
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we have, for all γ > 0

B ≤ P({ξ ∈ O∞ |
∣∣ ∑
i∈S∞

kiω
(nat)
i (ξ)

∣∣ < ε2γ})

=

∫
ξ′∈ΠS>pO∞

PSp({ξ ∈ Oξ′,p |
∣∣ ∑
i∈Sp

kiω
(nat)
i (ξ + ξ′)

∣∣ < ε2γ})dPS>p(ξ
′)

≤ sup
ξ′∈ΠS>pO∞

Leb({ξ ∈ Oξ′,p |
∣∣ ∑
i∈Sp

kiε
−2ω

(nat)
i (ξ + ξ′)

∣∣ < γ}).

(158)

In order to estimate this supremum, recalling the definition (155) of ω(nat), we aim at applying
Lemma 4.1 with S = Sp, O = Oξ′,p, a = ε−2

∑
j∈Sp

kjj
2 and g = ε(L

(∞)
i (·+ξ′))i∈Sp . We just have

to check the Lipschitz assumption of Lemma 4.1. So let i ∈ Sp and (ξ, ζ) ∈ ∆iOξ′,p. Observing
that by construction (ξ + ξ′, ζ + ξ′) ∈ ∆iO∞, we have

∥k∥−1
ℓ∞ |a(ξ)− a(ζ)|+

∑
k∈Sp

|gk(ξ)− gk(ζ)| = ε
∑
k∈Sp

|Lk(ξ + ξ′)− Lk(ζ + ξ′)|

(157)
≤ 3ε

∑
k∈Sp

Γk,i|ξi − ζi|
(138)
≤ |ξi − ζi|

2
.

Finally, by Lemma 4.1 to estimate the last term of (158), we have that

∀γ > 0, B ≲ γ,

i.e. B = 0.
• Step 3 : Independence for (ω

(∞)
i (ξ))i∈S1. Let k ∈ ZS1 \ {0} be sequence of integers with finite

support. We aim at proving that

C := P({ξ ∈ O∞ |
∑
i∈S1

kiω
(∞)
i (ξ) = 0}) = 0.

Let

D =


RS1 → RS1

ξ →
(
ξi − 2

∑
j∈S1

ξj
)
i∈S1

We note that D is a symmetric and invertible31 linear operator.

Proceeding as in (158), for all γ > 0, we have

C ≤ sup
ξ′∈ΠS>1

O∞

Leb({ξ ∈ Oξ′,1 |
∣∣∑
i∈S1

kiε
−2ω

(∞)
i (ξ + ξ′)︸ ︷︷ ︸

=:hξ′ (ξ)

∣∣ < γ}).
(159)

From now, we fix ξ′ ∈ ΠS>1O∞ (recall that S>1 = S∞ \ S1). Then, we note that, by definition of
ω(∞), for all ξ ∈ S1 such that ξ + ξ′ ∈ O∞ (with ξ ∈ RS1), we have

hξ′(ξ) =
∑
i∈S1

ki

(
ε−2i2 − 2

∑
j∈S∞\S1

ξ′j + 2εA∞
1 (ξ + ξ′)

)
︸ ︷︷ ︸

=:a(ξ)

+
∑
i∈S1

ki((Dξ)i + 2εL∞
i (ξ + ξ′)︸ ︷︷ ︸
=:vi(ξ)

).

31we can easily check that D−1 = Id− (D − Id)/(1− 2#S1).
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and so, using that D is symmetric invertible,

hξ′(ξ) = a(ξ) +
∑
i∈S1

(Dk)i(ξi + gi(ξ)) where gi(ξ) = (D−1v(ξ))i.

Now we have to check the Lipschitz assumption of Lemma 4.1. So let i ∈ Sp and (ξ, ζ) ∈ ∆iOξ′,1.
We recall that, as previously, by construction, we have (ξ+ ξ′, ζ + ξ′) ∈ ∆iO∞. On the one hand,
provided that ε is smaller than a constant depending only on S1, we have

∥Dk∥−1
ℓ∞ |a(ξ)− a(ζ)| ≲S1 ε|A∞

1 (ξ + ξ′)−A∞
1 (ζ + ξ′)|

(157)
≤ |ξi − ζi|

4
.

On the other hand, provided that ε is smaller than a constant depending only on S1, we have∑
k∈S1

|gk(ξ)− gk(ζ)| ≲S1 sup
k∈S1

|L∞
k (ξ + ξ′)− L∞

k (ξ + ξ′)|
(157)
≤ |ξi − ζi|

4
.

There, the Lipschitz assumption of Lemma 4.1 holds and, by applying Lemma 4.1 to estimate the
last term of (159), we have that

∀γ > 0, C ≲S1 γ,

i.e. C = 0. □

9.5.2. The homeomorphisms and the non resonant frequencies. For all ξ ∈ O♯
∞, we aim at con-

structing a non-resonant infinite dimensional Kronecker torus close to T ε
ξ(1)
≡ T (1)

ξ(1)
(the invariant

torus based on the sites S1; see Lemma 9.2).

Proposition 9.17. For all ξ ∈ O♯
∞, there exists a set T (nr)

ξ ⊂ ℓ2ϖ, a homeomorphism Ψ̃ξ :

TN∗ → T (nr)
ξ and a sequence ω̃(ξ) ∈ RN∗ of rationally independent numbers satisfying the following

properties.
(a) For all θ ∈ TN∗, t 7→ Ψ̃ξ(ω̃(ξ)t+ θ) is a global solution to (NLSreg).
(b) T nr

ξ is close to T ε
ξ(1)

(for the Hausdorff distance), i.e.

dist(T (nr)
ξ , T ε

ξ(1)
) ≤ ε ϱ1/460.

Proof. • Step 1 : Re-indexation. Let N = #S1, (j1, · · · , jN ) ∈ ZN be a sequence of distinct
integers such that

S1 = {j1, · · · , jN}
and set, for k > N ,

jk := ik−N+1.

Note that it is just a way to index the sites of S∞, in the sense that the numbers (jk)k≥1 are
distinct and that we have

S∞ = {jk | k ≥ 1}.

Then, for ξ ∈ O♯
∞ and 1 ≤ p ≤ ∞, we define the re-indexed quantities

ω(ri) := (ω
(∞)
jk

)k≥1, Ψ
(p,ri)
ξ = Ψ

(p)
ξ ◦P

−1
p

where Pp : TSp → T#Sp is the natural homeomorphism defined by permutation32, i.e.

∀θ ∈ TSp ,∀k ≤ #Sp, (P(θ))k := θjk .

32with the convention that #S∞ = ∞.



84 JOACKIM BERNIER, BENOÎT GRÉBERT, AND TRISTAN ROBERT

With these notations, by Proposition 9.14 and Corollary 9.8, we know that Ψ
(∞,ri)
ξ : TN∗ → T ∞

ξ

and Ψ
(1,ri)

ξ(1)
: TN → T (1)

ξ(1)
are homeomorphisms, for all θ ∈ TN∗

(160) t 7→ Ψ
(∞,ri)
ξ (ω(ri)(ξ)t+ θ) is a global solution to (NLSreg)

and

(161) ∥Ψ(∞,ri)
ξ (θ)−Ψ

(1,ri)

ξ(1)
(Π≤Nθ)∥ℓ2ϖ ≤ ε ϱ

1/460

where Π≤Nθ = (θk)k≤N . Finally, we recall that by construction T ε
ξ(1)

= T (1)

ξ(1)
(see Corollary 9.8).

• Step 2 : Disjunction and linear algebra. Now, we define

Onr
∞ := {ξ ∈ O♯

∞ | ω(∞)(ξ) is Q− free}.

If ξ ∈ Onr
∞, it suffices to set T (nr)

ξ = T (∞)
ξ , Ψ̃ε = Ψ

(∞,ri)
ξ and ω̃(ξ) = ω(ri)(ξ). Indeed, since ξ ∈ Onr

∞
the frequencies are rationally independent, the property (a) is given by (160) and the property
(b) is a direct consequence of (161).

So from now we assume that ξ ∈ O♯
∞ \Onr

∞. By definition of Onr
∞, it implies that there exist an

integer M ≥ 1 and a sequence of setwise coprime integers d(ξ) ∈ ZM \ {0} such that

d1(ξ)ω
(ri)
1 (ξ) + · · ·+ dM (ξ)ω

(ri)
M (ξ) = 0.

Since (ω
(∞)
i (ξ))i∈S1 are rationally independent (by definition of Õ∞), we note that

(162) M > N and ∃i∗ > N, di∗(ξ) ̸= 0.

Since d(ξ) is a sequence of coprime numbers, as a consequence of Bézout’s identity (and an
induction), there exists a matrix D(ξ) ∈ SLM (Z) with integer coefficients and of determinant
detD(ξ) = 1 whose first line is d(ξ), i.e.

∀k ≤M, D1,k(ξ) = dk(ξ).

Then, we define an operator by blocks

∆ξ :=

(
D(ξ)

IdRKM,+∞J

)
: RN∗ → RN∗

.

Note that this operator is invertible, of invert

(163) ∆−1
ξ :=

(
(D(ξ))−1

IdRKM,+∞J

)
: RN∗ → RN∗

.

Since the coefficients of D(ξ) are integers the map

Dξ :=

{
TN∗ → TN∗

θ 7→ ∆ξθ

is well define. Moreover, since detD(ξ) = 1, the coefficients of D−1(ξ) are integers and so Dξ is
invertible, of invert D−1

ξ = θ 7→ ∆−1
ξ θ. We note that Dξ and D−1

ξ are clearly continuous : they
are homeomorphisms.

Now, we define the shift operator

S :=

 TN∗ → TN∗

θ 7→
(
0
θ

)
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and we set

Ψ̃ξ := Ψ
(∞,ri)
ξ ◦D−1

ξ ◦S, T (nr)
ξ := Ψ̃ξ(TN∗

) and ∀k ≥ 1, ω̃k(ξ) = (∆ξω
(ri)(ξ))k+1.

Finally, we have to check all the claims of Proposition 9.17.
• First, we note that by composition Ψ̃ξ is injective and continuous. Since, by Tychonoff’s

theorem, TN∗ is a compact set, it follows that Ψ̃ξ is a homeomorphism.
• Now, we check that T (nr)

ξ is Kronecker torus (i.e. property (a)). So let θ ∈ TN∗ and t ∈ R.
We observe that by definition of d(ξ) and D(ξ), we have (∆ξω

(ri)(ξ))1 = 0. Thus, by
construction, we get

Ψ̃ξ(ω̃(ξ)t+ θ) = Ψ
(∞,ri)
ξ ◦D−1

ξ (∆ξω
(ri)(ξ) +Sθ) = Ψ

(∞,ri)
ξ (ω(ri)(ξ)t+D−1

ξ Sθ).(164)

It follows by (160) that, for all θ ∈ TN∗ , t 7→ Ψ̃ξ(ω̃(ξ)t+θ) is a global solution of (NLSreg).
• Then, we prove that the frequencies ω̃(ξ) are rationally independent. Indeed, let M ′ ≥ 1

and c ∈ ZM ′ be such that

(165) c1ω̃1(ξ) + · · ·+ cM ′ω̃M ′(ξ) = 0.

We aim at proving that c = 0. Without loss of generality, we assume that M ′ ≥M . Then
we set d̃ = (d(ξ), 0, · · · , 0) ∈ ZM ′ ,

B :=

(
D(ξ)

IM ′−M

)
and e := (0, c)B.

By definition of ω̃(ξ), the linear combination (165) rewrites

e1ω
(ri)
1 (ξ) + · · ·+ eM ′ω

(ri)
M ′ (ξ) = 0.

Moreover by definition of d̃, we also have

d̃1(ξ)ω
(ri)
1 (ξ) + · · ·+ d̃M ′(ξ)ω

(ri)
M ′ (ξ) = 0.

Then, since ξ ∈ O♯
∞, the frequencies ω(nat) are rationally independent and so the frequen-

cies (ω
(ri)
k (ξ)−m(ξ))1≤k≤M ′ are rationally independent. It follows that the vectors e and

d̃ are collinear, i.e. there exists α ∈ Q such that

e = αd̃.

Finally, since d(ξ) is the first line of the matrix D, we have

(0, c) = eB−1 = αd̃B−1 = α(d(ξ)D−1(ξ), 0, · · · , 0) = α(1, 0, · · · , 0),

of which we deduce that α = 0 and so c = 0.
• Finally, we aim at proving that T nr

ξ is close to T ε
ξ(1)

(property (b)). Since T nr
ξ ⊂ T

(∞)
ξ , by

Proposition 9.14, recalling that by construction r2 = ϱ, we have that

∀u ∈ T nr
ξ , ∃v ∈ T ε

ξ(1)
, ∥u− v∥ℓ2ϖ ≤ ε ϱ

1/460.

Now, we have to prove that for all v ∈ T ε
ξ(1)

there exists u ∈ T nr
ξ such that ∥u − v∥ℓ2ϖ ≤

ε ϱ1/460. Since Ψ
(ri,1)

ξ(1)
is a bijective, there exists φ ∈ TN such that

v = Ψ
(ri,1)

ξ(1)
(φ).
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Then, assume for the moment that λ 7→ Π≤N∆−1
ξ

(
0
λ

)
: RN∗ → RN is surjective. Passing

to the quotient, it implies that there exists θ ∈ TN∗ such that Π≤ND−1
ξ Sθ = φ. Moreover,

applying (164) when t = 0, we have

Ψ̃ξ(θ) = Ψ
(∞,ri)
ξ (D−1

ξ Sθ).

Thus, setting u = Ψ̃ξ(θ) and applying (161), we have ∥u− v∥ℓ2ϖ ≤ ε ϱ
1/460.

Finally, we focus on proving that λ 7→ Π≤N∆−1
ξ

(
0
λ

)
: RN∗ → RN is surjective. So let

g ∈ RN be such that

(166) ∀λ ∈ RN∗
, g1(∆

−1
ξ

(
0
λ

)
)1 + · · ·+ gN (∆−1

ξ

(
0
λ

)
)N = 0.

By duality, we have to prove that g = 0. We extend g as a vector of RM by g̃ =
(g, 0, · · · , 0) ∈ RM . Recalling the block structure (163) of ∆−1

ξ , it follows that (166)
rewrite

∀λ ∈ RM−1, g̃1(D
−1(ξ)

(
0
λ

)
)1 + · · ·+ g̃M (D−1(ξ)

(
0
λ

)
)M = 0.

By duality, it means that there exists β ∈ R such that

g̃D−1(ξ) = β(1, 0, · · · , 0).

Recalling that d(ξ) is the first line of D(ξ), it means that

(g, 0, · · · , 0) = g̃ = βd(ξ).

But since there exists i∗ > N such that di∗(ξ) ̸= 0 (see (162)), it implies that β = 0 and
so that, as expected, g = 0.

□

9.6. Conclusion of the proof. To conclude the proof of Theorem 1.6, we still have to define
the set Ξε ⊂ Oε and to prove items (iii) and (v).

We recall that all the objects we constructs from subsection 9.3.2 actually depend on the
parameters ϱ and ε. Nevertheless, for readability, as explained in Remark 9.6, we did not mention
explicitly these dependencies. However, from now, these dependencies are crucial. So we add
subscripts ϱ, ε. For example, the Kronecker torus T (nr)

ξ of Proposition 9.17 is denoted by T (nr)
ϱ,ε,ξ

and the set of parameters O♯
∞ is denoted by O♯

ϱ,ε,∞.

Then, we set

Ξε :=
⋂
k0≥1

Ξ(k0)
ε where Ξ(k0)

ε :=
⋃
k≥k0

ΠS1O
♯
2−k,ε,∞.
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9.6.1. Measure estimates. First, we focus on property (iii).

Lemma 9.18. Ξε is a Borel subset of Oε of full measure, i.e.

Leb(Ξε) = Leb(Oε).

Since Oε is asymptotically of full measure in Ξ0 (see (133) ), as corollary, we directly get
property (iii) of Theorem 1.6, i.e.

lim
ϵ→0

Leb(Ξϵ) = Leb(Ξ0),

Proof of Lemma 9.18. Recalling that O♯
ϱ,ε,∞ is a subset of Oϱ,ε,∞ (see (156)) and the decay prop-

erty (149), it is clear that Ξε (and actually each set Ξ(k0)
ε ) is a Borel subset of Oε. Now, we aim at

proving that it is of full measure. It suffices to prove that each set Ξ
(k0)
ε is of full measure. So let

k0 ≥ 1. By definition, of the probability measure Pϱ,ε and of the set Õε,1, we have, for all k ≥ k0,

Leb(Ξ
(k0)
ε )

Leb(Oε)
≥

Leb(ΠS1O
♯
2−k,ε,∞)

Leb(Oε)
= P2−k,ε(Õε,1 ∩Π−1

S1
ΠS1O

♯
2−k,ε,∞) ≥ P2−k,ε(O

♯
2−k,ε,∞).

Then using the measure estimates of Lemma 9.11 and Lemma 9.16, we have

P2−k,ε(O
♯
2−k,ε,∞) = P2−k,ε(O2−k,ε,∞) ≥ 1− 2−10−5k.

Thus, it suffices to let k go to +∞ to have

Leb(Ξ
(k0)
ε )

Leb(Oε)
≥ 1− 2−10−5k −→

k→+∞
1.

□

9.6.2. Accumulation of infinite dimensional non resonant tori. Finally, to conclude the proof of
Theorem 1.6, we just have to check property (v). So let ρ < 1 and ξ ∈ Ξε. By monotony, there
exists k0 ≥ 1 such that 2−k0/460 < ρ. But by definition of Ξε, there exists k ≥ k0 such that

ξ ∈ ΠS1O
♯
2−k,ε,∞,

i.e. there exists ζ ∈ O♯
2−k,ε,∞ such that ξ = ΠS1ζ. Thus, by Proposition 9.17, T ε,ρ

ξ := T (nr)

2−k,ε,ζ
is a

non resonant infinite dimensional Kronecker torus close enough to T ε
ξ , i.e.

dist(T ε,ρ
ξ , T ε

ξ ) ≤ ε(2−k)
1

460 ≤ ρ.

10. Appendix

10.1. A Cauchy Kowaleskaya lemma. In this section, we state and prove a Cauchy Kowaleskaya
lemma. Actually this result is standard and a very similar one can be found in [Saf95]. We prefer
to state and prove our version which is adapted to our Lemmas 2.17 and 3.12.

Lemma 10.1. Let E := Πp≥1E
(p) where, for each p ≥ 1, E(p) is a Banach space for the norm

∥ · ∥E(p) and, for η > 0,

Eη := {H ≡ (Hp)p≥1 ∈ E | ∥H∥η := sup
p≥1

epη∥Hp∥E(p) <∞}.

Let H(0) ∈ Eη with η > 0. Let L be a linear map which maps Eβ into Eβ−α for all 0 < α ≤ β ≤ η,
and satisfies, for some constant CL, the estimate

(167) ∥(LH)p∥E(p) ≤ CLpe
−pβ∥H∥β, H ∈ Eβ, 0 < β ≤ η, p ≥ 1.
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Take ν = 2CL and T < η
ν then there exists a solution H ∈ C1([0, T ];Eη−νT ) to the linear

differential equation

(168)
{
∂tH(t) = LH(t), t ∈ [0, T ]

H(0) = H(0)

satisfying

(169) sup
0≤t≤T

∥H(t)∥η−νt ≤ 2∥H(0)∥η.

Notice that (167) implies that L is continuous from Eβ to Eβ−α for all 0 < α ≤ β ≤ η and

∥LH∥β−α ≤
CL

α
∥H∥β

which is actually the hypothesis in [Saf95].

Proof. As usual we prefer to solve the integral equation. We set

Fν(T ) := {H ∈ C([0, T ];Eη−νT ) | ∥H∥η,ν,T := sup
0≤t≤T

∥H(t)∥η−νt ≤ 2∥H(0)∥η}

and we search for H ∈ Fν(T ) solution of

(170) H(t) = H(0) +

∫ t

0
LH(τ)dτ =: G(H)(t), t ∈ [0, T ].

We note that Fν(T ) is a complete space. For t ∈ [0, T ] and τ ∈ (0, t) we have LH(τ) ∈ Eη−νt and

∥LH(τ)∥η−νt = sup
p≥1

e−νtpepη∥(LH(τ))p∥E(p) .

Then using (167) we have

∥(LH(τ))p∥E(p) ≤ CLpe
−(t−τ)νp∥H(t)∥η−ντ .

Thus, since sup0≤t≤T ∥H(t)∥η−νt ≤ 2∥H(0)∥η, we get

∥
∫ t

0
LH(τ)dτ∥η−νt ≤ 2CL∥H(0)∥η sup

p≥1

∫ t

0
pe−pν(t−τ)dτ.

We conclude, using
∫ t
0 pe

−pντdτ ≤ 1
ν , that

∥G(H)(t)∥η−νt ≤ ∥H(0)∥η + ∥
∫ t

0
LH(τ)dτ∥η−νt ≤ (1 +

2CL

ν
)∥H(0)∥η = 2∥H(0)∥η

and thus G(H) is still in Fν(T ). Furthermore following the same lines we obtain the Lipschitz
estimate

∥G(H)−G(H ′)∥η,ν,T ≤
CL

ν
∥H −H ′∥η,ν,T ≤

1

2
∥H −H ′∥η,ν,T .

Therefore by the fix point Theorem we obtain that (170) has a unique solution in Fν(T ). Then we
easily verify that a function in Fν(T ) solution of (170) belongs to C1([0, T ];Eη−νT ) and satisfies
(168) and (169). □
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10.2. Infinite dimensional invariant tori and almost periodic functions. In this subsec-
tion, we give a general lemma useful to prove that some functions are almost periodic but not
quasi periodic.

Lemma 10.2. Let E be a real normed vector space, T ⊂ E, Ψ : TN → T be a homeomorphism
and ω ∈ RN be a sequence of real numbers generating an infinite dimensional Q-vector space (i.e.
dimQ ω = ∞). Then, the function u : R → E defined by u(t) = Ψ(ωt), t ∈ R, is an almost
periodic function which is not quasi periodic.

Corollary 10.3. The solutions of (NLS) generated by initial data in non resonant infinite di-
mensional Kronecker tori are almost periodic and are not quasi periodic.

Proof of Lemma 10.2. First, we recall that TN is a metric space for the distance

d(θ, φ) :=
∑
n∈N

2−n|eiθn − eiφn |, θ, φ ∈ TN.

In other word, the topology induced by d in the product topology. Being given a function Φ :
(M1, d1)→ (M2, d2) between two metric spaces, we define its modulus of continuity by

mΦ(ε) := sup
d1(θ,φ)≤ε

d2(Φ(θ),Φ(φ)), ε > 0.

We recall that, if, moreover, Φ is continuous and M1 is compact, we have (by Heine’s theorem)

mΦ(ε)−→
ε→0

0.

• Step 1 : u is almost periodic. We denote by ω(N) ∈ RN the vector defined by ω(N)
n = 1n≤Nωn

and we set
u(N)(t) = Ψ(ω(N)t), t ∈ R.

First, we note that by continuity of Ψ, u(N) is a quasi-periodic function. Moreover, still by
continuity of Ψ and by compactness of TN (by Tychonoff’s theorem), we have

∥u(N)(t)− u(t)∥E ≤ mΨ(d(ωt, ω
(N)t)) ≤ mΨ(2

−N+2) −→
N→+∞

0.

Therefore, u(N) converges uniformly to u as N goes to +∞. Hence, u is almost periodic.

• Step 2 : u is not quasi periodic. Let n ≥ 1, λ ∈ Rn and Q : Tn → E be a continuous function.
We aim at proving that there exists t ∈ R such that Q(λt) ̸= Ψ(ωt).

First, even if it means reindexing the indices, we note that there exists m ≤ n such that
(λj)0≤j<m is a basis of SpanQ λ. As a consequence, there exist a ∈ Z∗ and b ∈ Zm×n, such that
for all j < n,

(171) aλj =
∑
i<m

bi,jλi.

Furthermore, since dimQ ω =∞, we note that there exists N ∈ N such that

ωN /∈ SpanQ λ.

Then we define ν ∈ Rm+1 by

∀i < m, νi = λia
−1 and νm := ωN .
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We note that by construction the frequencies (νi)i≤m are rationally independent. It follows that
(tν)t∈R is dense in Tm+1. As a consequence, for all ε > 0, there exists tε ∈ R such that

∀j < m, |eitενj − 1| ≤ ε and |eitενm + 1| ≤ ε.

By (171) and by construction of ν, it follows that

∀j < n, |eitελj − 1| ≲b ε and |eitεωN + 1| ≤ ε.

Therefore, tελ goes to 0 (in Tn) as ε goes to 0 and, so by continuity of Q, we have

Q(tεω)−→
ε→0

Q(0).

Moreover, provided that ε ≤ 1, we have

mΨ−1(∥Ψ(0)−Ψ(tεω)∥E) ≥ d(0, tεω) ≥ 2−N > 0.

Noticing that, by continuity of Ψ−1 and compactness of T , mΨ−1(ϵ) goes to 0 as ϵ goes to 0, it
follows that

inf
0<ε≤1

∥Ψ(0)−Ψ(tεω)∥E > 0.

As a consequence either Ψ(0) ̸= Q(0), or, provided that ε is small enough, Ψ(tεω) ̸= Q(tελ).
□

10.3. Technical lemmas. This subsection contains two useful technical lemmas. First, we men-
tion a quite direct application of the mean value inequality on annuluses (which are not convex).

Lemma 10.4. Let S ⊂ Z be a finite set, r ∈ (0, 14), ξ ∈ ((4r)2, 1)S and g ∈ C1(Aξ(r); ℓ
2
ϖ). Then

for all u, v ∈ Aξ(r), we have

∥g(u)− g(v)∥ℓ2ϖ ≤ (1 + (2π)#S)∥u− v∥ℓ2ϖ sup
w∈Aξ(r)

∥dg(w)∥ℓ2ϖ→ℓ2ϖ
.

Then, we prove in our context that symplectic changes of variable preserve the Hamiltonian
structure.

Lemma 10.5. Let A,B ⊂ ℓ2ϖ be open, I ⊂ R be an interval, H : B → R be C1, Ψ : A → B be
C1 and u : I → A be C1. Assume that

• u is solution to
i∂tu = ∇(H ◦Ψ)(u)

• Ψ is symplectic and for all w ∈ A, dΨ(w) is surjective.
Then, v = Ψ(u) is solution to

i∂tv = ∇H(v).

Proof. Let t ∈ I and z ∈ ℓ2ϖ. Since dΨ(v(t)) is surjective, there exists w ∈ ℓ2ϖ such that z =
dΨ(u(t))(w). It follows that, since Ψ is symplectic we have

(i∂tv(t), z)ℓ2 = (i∂tdΨ(u(t))(∂tu(t)),dΨ(v(t))(w))ℓ2 = (i∂tu(t), w)ℓ2 = (∇(H ◦Ψ)(u(t)), w)ℓ2

= d(H ◦Ψ)(u(t))(w) = dH(v(t))(dΨ(u(t))(w)) = dH(v(t))(z) = (∇H(v(t)), z)ℓ2 .

This property being true for all z ∈ ℓ2ϖ, we have proven, by duality, that i∂tv(t) = ∇H(v(t)).
□
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