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Abstract Decades of geophysical monitoring have revealed the importance of slow aseismic fault slip in the
release of tectonic energy. Although significant progress have been made in imaging aseismic slip on natural
faults, many questions remain concerning its physical control. Here we present an attempt to study the evolution
of aseismic slip in the controlled environment of the laboratory. We develop a kinematic inversion method, to
image slip during the nucleation phase of a dynamic rupture within a saw-cut sample loaded in a tri-axial cell.
We use the measurements from a strain gauge array placed in the vicinity of the fault, and the observed
shortening of the sample, to invert the fault slip distribution in space and time. The inversion approach relies
both on a deterministic optimization step followed by a Bayesian analysis. The Bayesian inversion is initiated
with the best model reached by the deterministic step, and allows to quantify the uncertainties on the inferred
slip history. We show that the nucleation consists of quasi-static aseismic slip event expanding along the fault at
a speed of the order of 200 m.day~!, before degenerating into a dynamic rupture. The total amount of aseismic
slip accumulated during this nucleation phase reaches 7 + 2 pm locally, about 8%—15 % of the coseismic slip.
The resolution of the method is evaluated, indicating that the main limitation is related to the impossibility of
measuring strain inside the rock sample. The results obtained however show that the method could improve our
understanding of earthquake nucleation.

Plain Language Summary Major faults situated at tectonic plate boundaries accommodate relative
plate motion by a series of earthquakes, where an offset is created in a few seconds to minutes, or by aseismic
slip episodes accumulating the same amount of slip over hours to several days. Aseismic slip events are of
particular interest since they are suspected to play a role in the preparatory phase of damaging earthquakes.
Measurements of ground deformation reveal how these events develop on real faults, but the physical control on
this process remains elusive. Here we present an attempt to image the development of aseismic slip events in the
controlled context of a laboratory experiment where a centimetric scale fault is activated by slow loading, using
local deformation measurements. Our study reveals that a laboratory earthquake was preceded by an aseismic
slip event expanding along the fault at a speed of the order of 200 m.day~!, and accumulating locally 5 to 9 ym
of relative displacement. We also discuss extensively the resolution of our method, and provide
recommendations to optimize the measurements. Our method has the potential to improve significantly the
interpretability of rock mechanics experiments.

1. Introduction

A significant fraction of the elastic energy stored in the upper earth crust is released in fault zones through se-
quences of aseismic slip events, spanning a wide range of spatial and temporal scales (Biirgmann, 2018). Many
natural and induced earthquake swarms are likely to be driven by such aseismic slip events (De Barros et al., 2020;
Lohman & McGuire, 2007; Sirorattanakul et al., 2022). Aseismic slip is also frequently observed during the
preparatory phase of major earthquakes, or during the following postseismic period (Hsu et al., 2006; Ozawa
et al., 2012). However, many aspects of the physical control on aseismic slip evolution are still poorly known, in
particular regarding the expansion and acceleration of a particular event, that can either degenerate into a dynamic
rupture, or stabilize. Understanding the mechanical control on aseismic slip evolution prior the nucleation and the
propagation of instability is thus crucial to estimate the seismic potential of active fault zones (Avouac, 2015).

A first approach to unravel the physics of aseismic fault deformation consists of estimating the spatial and
temporal evolution of slip along natural faults. However, because fault slip occurs at depth under extreme
environmental conditions, direct in-situ measurements remain nowadays impossible, and these estimates are

DUBLANCHET ET AL.

1 of 27


https://orcid.org/0000-0003-4903-0246
https://orcid.org/0000-0001-6652-0381
https://orcid.org/0000-0002-4507-1414
https://orcid.org/0000-0003-2324-9290
mailto:pierre.dublanchet@minesparis.psl.eu
https://doi.org/10.1029/2024JB028733
https://doi.org/10.1029/2024JB028733
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1029%2F2024JB028733&domain=pdf&date_stamp=2024-12-04

N\\I Journal of Geophysical Research: Solid Earth 10.1029/2024JB028733

ADVANCING EARTH
AND SPACE SCIENCES

Validation: P. Dublanchet,

F. X. Passelegue, H. Chauris, A. Gesret,
C. Twardzik, C. Noel

Visualization: P. Dublanchet

Writing — original draft: P. Dublanchet,
F. X. Passelegue

‘Writing — review & editing:

P. Dublanchet, F. X. Passelegue,

H. Chauris, A. Gesret, C. Twardzik,

C. Noel

solely based on inverse problem theory (Ide, 2007; Tarantola, 2005). Such kinematic slip inversions involve dense
geodetic measurements performed at the earth surface (GNSS, InSAR interferometry, creepmeters, tiltmeters)
(Biirgmann, 2018). The displacements of the earth surface (attributed to fault activation) are inverted to determine
slip history on faults, assuming that the bulk crust behaves as an elastic, or a visco-elastic material. When focusing
on aseismic slip episodes, the inversions are generally performed in a quasi-static framework since no significant
wave radiation occurs. Fully dynamic elasticity could also be accounted for to image the co-seismic earthquake
ruptures (Caballero et al., 2023; S. Hartzell & Heaton, 1983; S. Hartzell et al., 2007; Liu et al., 2006; Mai
et al., 2016; Olson & Apsel, 1982; Vallée & Bouchon, 2004; Vallée et al., 2023). Kinematic slip inversion has
allowed to reveal in details the dynamics of aseismic slip in various contexts: slow slip events (SSE) in subduction
zones (McGuire & Segall, 2003; Nishimura et al., 2013; Radiguet et al., 2011; Wallace et al., 2016), continuous or
bursts of aseismic slip along strike slip faults (Jolivet et al., 2015; Schmidt et al., 2005), normal faults (Anderlini
et al., 2016), or reverse faults (Thomas et al., 2014), afterslip (Hsu et al., 2006) and precursory slip (Boudin
et al., 2022; Ozawa et al., 2012; Twardzik et al., 2022) associated with megathrust earthquakes. The resolution
that could be achieved is generally limited by the resolution and the density of the data inverted, as well as the
complexity of the forward problem (geometry, medium heterogeneity). In any case, translating the slip history in
terms of mechanical properties of fault zones would require additional knowledge on structure, frictional
properties, stress state at depth, features that are generally poorly constrained.

Alternatively, the mechanics of fault slip could also be studied in the controlled environment of the laboratory,
where loading conditions and material properties can be measured. However, despite major advances in imaging
fault slip on natural faults, attempts to apply the inverse methods to experimental data sets remain limited.
Technical advances in experimental rock mechanics make it possible to reproduce the various stages of the
seismic cycle in a high-pressure environment while monitoring the evolution of strain in the bulk of the sample.
Strain gauges are commonly used to evaluate the sample mechanical response during rock deformation experi-
ments, the elastic properties of the rock sample and the deviations from elasticity in the final stage of the
experiment to macroscopic failure (Lockner et al., 1992). In addition, such strain gauges can also be used to track
the change in strain during the development of the slip front (Passelegue et al., 2019, 2020) as well as during the
propagation of the dynamic fracture (Passelegue et al., 2016). Here we argue that these measurements, performed
under known conditions and near the fault plane, could also be used to invert the spatial and temporal evolution of
slip during different stages of laboratory experiments, and in particular during the nucleation phase of stick-slip
events.

Several experimental studies have attempted to characterize the evolution of slip, moment release and the dy-
namics of precursory acoustic emissions during this early preparatory phase (Acosta et al., 2019; Dresen
et al., 2020; Guérin-Marthe et al., 2023; Latour et al., 2013; Marty et al., 2023; McLaskey, 2019; McLaskey &
Lockner, 2014; Mclaskey & Yamashita, 2017; Passeleégue et al., 2017; Selvadurai et al., 2017). In some of these
studies, the evolution of fault slip is either derived from local slip measurements (McLaskey & Kilgore, 2013;
Selvadurai et al., 2017), or from photo-elasticity (Guérin-Marthe et al., 2019; Gvirtzman & Fineberg, 2021, 2023;
Latour et al., 2013; Nielsen et al., 2010), in a 2D setup. Photo-elasticity requires the use of polycarbonate or poly-
methyl-methacrylate (PMMA), considered as a rock material analog. These experiments performed at low normal
stress (less than 20 MPa), and metric samples, show an early quasi-static nucleation phase (Latour et al., 2013),
where an aseismic slip event initiates on a critical region of the interface, and expands along the fault at speeds
ranging from 0.1 mm.s™! to 10 m.s~!. During this process, slip rate reaches a few mm.s~!. Once the slip event has
grown to a critical nucleation size, it degenerates into a dynamic rupture (the stick-slip event) (Gvirtzman &
Fineberg, 2021). Additionally, several studies report a stressing rate dependence of this aseismic nucleation
process, where the duration of the nucleation phase and critical nucleation length decrease with increasing
stressing rate (Guérin-Marthe et al., 2019, 2023), while aseismic slip fronts migrate faster (Kaneko et al., 2016).

Alternatively, a tri-axial setup allows higher confining conditions (more than 100 MPa) and slip on a 2D elliptical
fault (3D setup). Photo-elasticity or direct slip measurements cannot be used in this case, but the nucleation can be
tracked by strain sensors, and by acoustic monitoring systems. This latter approach aims at capturing the
migration, rate and magnitudes of acoustic emissions, considered as a by-product of aseismic slip acceleration
(Marty et al., 2023; McLaskey & Lockner, 2014). It has been shown that acoustic emissions reproduce many
characteristics of observed foreshock sequences, including a migration towards the hypocenter of the main
rupture, an inverse Omori like acceleration of AE rate (Marty et al., 2023), and a decrease of the b-value of AE
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before the mainshock (W. Goebel et al., 2013; Marty et al., 2023). The assumption of AE driven by aseismic slip
is suggested by the low ratio between seismic and aseismic average energy release in these experiments. How-
ever, as acoustic emissions could also be triggered by cascading stress transfers independent of aseismic slip, the
detailed dynamics of aseismic slip remains largely unknown. Inverting the evolution of aseismic slip during such
a nucleation stage could aid in comprehending its dynamics, and its relationship with acoustic emissions.

In this paper, we make the attempt to invert the evolution of fault slip during the nucleation phase of laboratory
earthquakes, using strain gauge measurements. We first computed the Green's functions of the fault system using
the 3D finite element method and used these functions to invert the fault slip resulting from the spontaneous
nucleation of an instability along the experimental fault. For that we use a specific parametrization to reduce the
non-uniqueness of the problem, as suggested by previous studies focusing of real faults. We show that the
inversion of the experimental data highlights the growth of a slip patch along the fault during the nucleation of
laboratory earthquakes. This new method opens the doors to fault slip imagery at the laboratory scale, allowing a
better description of the transient phenomena during the seismic cycle in the laboratory, which will improve our
understanding of the mechanical control on aseismic slip development.

2. Data Set: Aseismic Nucleation of Laboratory Earthquakes

We consider here stick-slip experiments performed in a tri-axial cell in the laboratory. In this section, we provide a
short summary of the experimental setup and results.

A cylindrical saw-cut Westerly Granite sample was first loaded in a tri-axial cell located in ESEILA (Experi-
mental SEIsmology LAboratory, Géoazur, Nice). The faults surfaces were polished using a silicon carbide
powder with grains having a 5-u m diameter (equivalent to #1200 grit). The fault presents an angle of 6 of 30° with
respect to the applied axial stress o;. Experiment was conducted at 90 MPa confining pressure, imposing a
constant volume injection rate in the axial chamber. The experiment resulted in the spontaneous nucleation of 5
events (Figure 1a). During the whole experiment, the shortening of the sample was monitored using three gap
transducers located outside of the cell. In addition, an array of strain gauges (G1-G8) also measured the evolution
of local strain (inset in Figure 1b). Each strain gages is composed of one resistors (€ = 120 ohms), presenting an
accuracy in measurement of about 1 ue. Strain gauges were distributed around the fault (Figure 1b), about 2.4 mm
from it, and measured preferentially the strain €;; (Figure 1b) in the direction of the principal stress oy, as pre-
sented in Figure 1b. In the latter, both slip and axial strain measurements will be used in the inversion procedure.
All measurements were recorded at a sampling rate of 2,400 Hz during the entire experiments, using an acqui-
sition system developed by HBM company.

By utilizing these measurements, we can estimate the elastic constants of the rock during the elastic phase of the
experiments and adjust the externally measured shortening for the apparatus's rigidity using the following
equation:

Ao
Eoy = Eux E— (1)

ap

FS _ _sample +

where e is the average axial strain measured on gap sensors, £“"7/ is the axial strain of the sample measured by
the strain gages, Ao is the differential stress (Ac = o — P.) and E,, is the rigidity of the apparatus. The rigidity
of the apparatus ranges between 25 and 40 GPa depending of the applied load. By applying the principles of linear
elasticity, strain measurements can effectively estimate the local static stress changes during experiments. The
axial shortening is measured by external capacitive gap sensors and combined with axial strain gauge data to
estimate the axial displacement as follows:

. A
Oux = gi;impleL = (855 - _o-> L ()

E,,
where L is the length of the rock sample. The spatial average of displacement along the fault during the exper-
iments can then be estimated by projecting this value as §,, = J,,/cos0, where 6 is the angle of the fault compared
to 0. The gap sensors allow an accuracy of 0.1 ym on §,,,.

DUBLANCHET ET AL.

3 of 27

85U8017 SUOWIWOD BA 10 3ol dde aup Aq peusenob afe sejole YO @SN JO S8|nJ 0} A%Iq1T8UlUO 8|1 UO (SUO1 PUOD-PUR-SLUIRYW0 A8 |1 Afe.d 1 |Bu JUO//SdnY) SUORIPUOD PUe swis | 8y} &8s *[7202/2T/#0] Uo Ariqi]aulluo A8|Im ‘Inze,d 8100 31seAIuN Ad €€282090¥202/620T OT/I0p/LI0d A8 | im Are.q jpuljuo'sgndnBe//:sdny woy pepeojumod ‘2T ‘7202 ‘95€669T2



V od |
AGU

ADVANCING EARTH
AND SPACE SCIENCES

Journal of Geophysical Research: Solid Earth

10.1029/2024JB028733

a.

200

< 190

MP

T
Evt 1 Evt 2 Evt 3 A

—_
o

Evt4 9

!
o
(o]

= 180 —40.6
&
» 170 H0.4
6
=
n 160 —40.2
150 | | | 1 O
150 200 250 300 350 400

axial displacement (mm)

AE‘I‘I

Figure 1.

15 20 25

Time (sec)

30

Slip (pm)

DUBLANCHET ET AL.

4 of 27

85U8017 SUOWIWOD BA 10 3ol dde aup Aq peusenob afe sejole YO @SN JO S8|nJ 0} A%Iq1T8UlUO 8|1 UO (SUO1 PUOD-PUR-SLUIRYW0 A8 |1 Afe.d 1 |Bu JUO//SdnY) SUORIPUOD PUe swis | 8y} &8s *[7202/2T/#0] Uo Ariqi]aulluo A8|Im ‘Inze,d 8100 31seAIuN Ad €€282090¥202/620T OT/I0p/LI0d A8 | im Are.q jpuljuo'sgndnBe//:sdny woy pepeojumod ‘2T ‘7202 ‘95€669T2



NI

ADVANCING EARTH
AND SPACE SCIENCES

Journal of Geophysical Research: Solid Earth 10.1029/2024JB028733

Stick-slip events were all preceded by a nucleation phase, characterized on the strain measurements by a deviation
from elasticity (deviation from the linear trend shown as black dotted lines in Figure 1a), suggesting that inelastic
processes occur along the fault before the mainshock. The nucleation phases of events 1 to 4 are highlighted in
Figure 1a by the yellow and red patches labeled Evtl, Evt2, Evt3 and Evt4 respectively. In the following sections,
we design a method to invert the fault slip history during these nucleation periods and we detail the results
obtained for Evt4. This event occurs at ¢t = 367 seconds exactly, and the departs from linearity on the first strain
gauge is observed at approximately ¢+ = 322 seconds (1a).

3. Method: Kinematic Slip Inversion for the Nucleation of Stick-Slip Events in Saw-
Cut Samples

The setup we intend to model in this study is a typical rock-mechanics setup consisting of a cylindrical saw-cut
rock sample loaded in a tri-axial cell (Figure 1b). The rock sample is modeled as an elastic cylinder of height
h = 8.56 cm, radius @ = 1.98 cm, under confining pressure o3 = P, = 90 MPa and axial load o; (Figure 1b).
The Young's modulus is noted £ and the Poisson ratio v (Table 1). The sample is saw cut at angle € with the
(vertical) axial load, creating an elliptical fault Z. In this section, we use the Cartesian coordinate system asso-
ciated to the principal stresses (€;,é,,¢é;) shown in Figure 1b. As the load increases, slip & is initiated on the fault.
It is defined as the displacement discontinuity across the fault plane Z:

31 =uE ) —u 1), 3)

where 1 is the displacement field, E the position along the fault and 7 time. Superscripts + and — refer to the two
sides of the fault. Because of the geometry of the sample and the loading device, we assume that slip only occurs
within the fault plane (no opening), in the direction of the great axis of the ellipse, so that:

8(E1) = 8(E.1) %, 4)

where X; is a unit vector tangent to the fault plane (Figure 1b). The no opening assumption is relevant here since
the fault is a smooth interface under high normal stress. As mentioned in the previous section, 8§ strain gauges are
distributed along the fault (Figure 1b) and continuously measure the strain component ¢, related to fault reac-
tivation. Note that the index 1 refers here to the vector ¢; in Figure 1b (the strain gauges were specifically oriented
to measure elongation or shortening in this direction). Displacement sensors allow to monitor the sample
shortening, that can be used to estimate the average fault slip history. Here we derive a method to image the slip
evolution on the fault from the strain and average slip measurements, relying on a Green's function approach. For
that we consider the static equilibrium of the lower-half sample (i.e., the part of the sample situated below the fault
as show in Figure 1b). In this domain, delimited by the surfaces S, S; and X (Figure 1b), the stress components
satisfy:

The rock being elastic, the stress components o;; are related to the strain components ¢; with the Hooke's law:

Ev

TU+u)(1-20) ©

E
%y A+

5ij€kk +

The strain components relate to the displacement components as:

Figure 1. Experimental data set of stick-slip nucleation and description of the experimental setup and the forward problem. (a) Evolution of the axial stress ¢ and of the
external axial displacement during the loading along the fault interface. Orange and red time-windows correspond to the stages during which the fault exhibits inelastic
slip, that is, so-called preseismic or nucleation stage. The black dotted line indicates the elastic response. The red time-window corresponds to the experimental data
used in the kinematic model presented in panel (b). Red stars indicate dynamic events. (b) Schematic view of the fault system geometry and of the boundary conditions
applied in the finite element simulations. The inset presents the evolution of the inelastic axial strain & prior to the stick-slip event (Evt4) (colorcode corresponds to the
position of the strain gauges represented in the scheme of the sample assemblage. The black solid line in the inset corresponds to the fault slip prior instability.
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Table 1
Rock Sample Properties (RP), Mesh Properties (MP) and Inversion Parameters (IP)
Sample height (RP) & 8.56 cm
Sample section radius (RP) a 1.98 cm
Fault angle 8 w.r.t principal stress (RP) 30°
Young's modulus (RP) E 65 GPa
Poisson ratio (RP) v 0.25
Confining pressure (RP) P. 90 MPa
Number of elements for Green's function computation (MP) N, 52,576
Number of nodes on the fault for Green's function computation (MP) N? 3,137
Number of nodes on the fault for inversion (IP) N 24
Standard deviation of strain measurements (IP) 10-°
Standard deviation of mean slip measurements (IP) 0.1 um
Regularization parameter (IP)A 1076-10?
1
Eij = E(Mi‘i + Mj,i)' (7)
We also assume the following boundary conditions, guided by the experimental setup:
i=0 on X€S,
T = —P¢é, on XE€S (8)
- 1 >
u = 56}1 on X€eX
where 7 (Pa) is the traction on the lateral boundary of the domain,and ¢, is the unit radial vector of the cylindrical
coordinate system related to the sample (Figure 1b). The sample is fixed at the bottom (S, no displacement),
undergoes a constant confining pressure P, (Pa) on the lateral boundary ;. Slip d (m) is prescribed on the fault X
in the direction X;. The 1/2 factor appearing in the third equation of Equation 8 arises from the symmetry of the
rock sample with respect to the fault plane. To compute the Green's functions necessary for our problem, we
prescribe the following unit slip distribution on the fault:
8= Adp (i1 - €), 9)
where Jp is the Dirac delta function, _.f is the position of a point on the fault, 7 is the position of a point in the
(é1,6,,¢;) space, and A a constant (A = 1m?*). The Green's function G(E 1) is then obtained as the £;; component
of the strain tensor satisfying Equation 5 in the lower-half sample, assuming Equations 6-9. Note that G has units
of strain per meter. By superposition, the strain &;; for a general distribution of slip ¢ along the fault is then
given by:
e = [ GEROG) (10)
b
The average slip J,, writes:
1 N
5,(0) = 5 | SENPE, (11)
0Jx
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where X is the measure of the fault surface . Equations 10 and 11 are our forward problem, relating the slip
distribution (8) to the observables &;; and &,,. Note that the forward problem is linear as long as the parameters
considered are the values of § at a specific position _é along the fault and time 7. As shown later, we will however
use a different parametrization making the inverse problem non-linear. The static problem Equation 5 is solved
with a 3D finite element approach. For that we used the MATLAB Partial Differential Equation Toolbox
(Inc, 2023). We discretize the domain Q into N, = 52576 quadratic tetrahedral elements, so that the fault surface
contains 3,137 nodes. The typical spacing between nodes is between 1 and 2 mm. The Green's functions G(E,ﬁ)

can then be obtained by solving the static equilibrium problem, for positions E corresponding to each Ny node of
the fault. However, the large number of fault nodes (3,137) would make the inversion of fault slip not tractable, or
poorly constrained, as we are interested in inferring slip history at each node location. To reduce the number of
parameters, we use in the inversion process a coarser triangular mesh for the fault, consisting of Ny = 24 nodes.
We therefore only solve the static problem for the 24 E values of the coarse grid. Doing so, the imposed slip on the
fault is first bi-linearly interpolated on the finer mesh, involving 3,137 nodes. Note that in the finite elements
approach used here, imposing unit slip on one node (with vanishing elsewhere) corresponds to consider a
quadratic slip distribution with a compact support, made of the elements connected to the slipping node. It is this
quadratic function that is interpolated on the finer grid, before solving the static problem. The choice of 24 nodes
is a compromise between the resolution (discussed in the next section) and the number of parameters to be
inverted. These Green's functions are finally evaluated at the N, positions ﬁg of the strain gauges, and stored in a

(N, X N;) matrix G. We have:
Gy =G(E.7y), i=1,....N, j=1...N. (12)

Before using the Green's function in the inversion process, we determined the minimum mesh size necessary to
achieve a reasonable accuracy of the Green's functions. For that we considered the same coarse fault mesh, and
computed the Green's function for different meshes in the bulk sample. The dependence of the Green's function on
the bulk mesh size is shown in the supplementary material (Figures S3-S5 in Supporting Information S1).
Overall, the Green's functions are stable for bulk mesh sizes lower than about 3 mm. We therefore used a bulk
mesh size between 0.75 and 1.5 mm to compute the Green's functions. As shown in the supplementary material,
the accuracy achieved is between 107® and 107 strains, depending on the components.

The strains € at positions ﬁg and the slip ¢ at the fault nodes are also stored into a N, X 1 vector S, anda Ny X 1

vector U respectively. Thus, Equation 10 becomes:
S(») = GU(). (13)
Similarly, Equation 11 could be written as:
U, (n) = MTU(®), (14)

where U,,(¢) is the value of average slip at time ¢, the vector M (N X 1) is the spatial average operator, and T’

denotes the transpose. Imaging the fault slip evolution 6(%, t) thus reduces to infer N, X N, parameters, where N,
is the total number of strain measurements on one strain gauge, or the number of time steps considered. The
number of observations is (N, + 1) X N,. Since N, < Ny, the problem is largely under-determined. In order to
reduce the number of unknown parameters, we follow the parametrization proposed by Liu et al. (2006) for the
kinematic coseismic slip inversion of the 2,004 Parkfield earthquake. Namely, the slip history at node j (U;) is
parametrized as:

0 if r<ty

a(t — ty)
J

ift>1t5+T;

1
U = EAuj 1 — cos

Auj

if tyy<t<to+T; 15)
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Table 2 From Equation 15, the fault slip at node j is identically zero before an arrival
Gauge Quality Factor and Cq; Components (onset) time f;, then reaches a maximum value Au; over the rise time 7. After
Gauge number Quality factor cg! that, it remains constant at Au;. The cosine function used here implies a
] 0.920 03441 x 10-11 smooth transition from zero slip to Au;. Doing so, we reduce the number of
5 0756 AIEE s TG unknown parameters from N, X Ny to 3N;. We therefore define a (3N X 1)
3 0.890 0.3557 Lot parameter vector X as:
b ) x 10~

-1
4 1 0.3168 x 10 Au, ifk=1,...N,
5 0.778 0.4068 x 10711 .
6 0355 0.8918 )(10_11 Xk= tOk lszNf+],,2Nf (16)
7 0.836 0.3787 x 107! T itk =2Ny+1,....3Ng
8 0.958 0.3306 x 107

The inverse problem then consists of finding X minimizing the objective
function J defined as:

J(X) = %E [So (1) — GU(1, X)]" Ca [So (1) — GU(1,, X))
k
+12 [U (1) — MTU(, X)]TC_I[U (1) — M U(z X)] (17)
2 T mO\*k k> du | Ym0k s
+A(VX)T (VX),

where Sy (#;) is a (N, X 1) vector containing the values of &;; at the gauges positions and time f;, U, () the
observed mean slip on the fault at time #;, and 4 a regularization parameter. The regularization here consists of
minimizing the gradient norm of the parameters X, to favor smoothly varying parameters with position along the
fault. Cy; is the (N, X N,) covariance matrix for the strain data. We only consider for Cy4s a diagonal matrix to
represent the variances of the observed strains (calculated from the accuracy of the strain sensors 107°), ignoring
the cross terms. Cy, is the variance of the observed mean slip. The standard deviation of the strain measurements
(related to the noise in the sensors) is less than 1076, and 0.1 x m for the mean slip. In order to account for the
limitations of the forward model (homogeneous medium, quasi static approximation, fully rigid boundary con-
dition on the bottom boundary of the sample), we first increased these values by an amount obtained from the final
RMS of a first inversion, that is 0.76 x 10~ for the strain, and 0.2 u m for slip. Then, we had to account for the
quality of the gauges, that could be estimated by their ability to capture the elastic deformation of the sample,
before the onset of slip on the fault. This gauge quality was computed as the ratio £%/e,,, corresponding to the
ratio between the strain measured by each strain gauge G; during the elastic loading, and the axial strain measured
FS _ Ac

via the gap sensors (g, = ¢,; — %, see Part 2 for details). We therefore weight each component of C,, by a
ap

factor between 0 and 1, where 0 means the gauge does not record any elastic signal, and 1 the gauge records the
maximum elastic signal. The diagonal components of C,, given in Table 2 finally range between 0.33 x 107!!
and 0.89 x 107!, Similarly, we get C,;, = (0.3)* (um)*. We also normalized the strain and slip measurements
(Sp and U,,5) by the maximum magnitude of all the strain time series and the mean slip time series, noted &, and &,
respectively. Accordingly, the slip vector U is normalized by &), and each row of the matrix G by &y/8j. Time was
also normalized by the duration of the measurement time series f,,,, so that our parameter vector X was

normalized using &, and t,,,,. Accordingly, we normalized C,, and each component of Cys by 53 and eg.

The optimization of the objective function is performed with a BFGS (Quasi-Newton-Broyden Fletcher-Gold-
farb-Shanno) algorithm (Broyden, 1970; Fletcher, 1970, 1982; Goldfarb, 1970; Shanno, 1970). The optimization
step results in a first estimation of the best model of fault slip. In order to estimate the uncertainty on the fault slip
distribution, we conduct in a second step a probabilistic inversion. For that we use the outcome of the first
inversion step as an initial model in a Metropolis-Hasting algorithm (application of the Markov Chain Monte
Carlo (MCMC) methods (Hastings, 1970; Metropolis et al., 1953)), allowing to sample the posterior distribution
of the model parameters X. Using the best model from the BFGS algorithm to initiate the Bayesian inversion
reduces the duration of the burn-in phase in the MCMC exploration.

DUBLANCHET ET AL.

8 of 27

85U8017 SUOWIWOD BA 10 3ol dde aup Aq peusenob afe sejole YO @SN JO S8|nJ 0} A%Iq1T8UlUO 8|1 UO (SUO1 PUOD-PUR-SLUIRYW0 A8 |1 Afe.d 1 |Bu JUO//SdnY) SUORIPUOD PUe swis | 8y} &8s *[7202/2T/#0] Uo Ariqi]aulluo A8|Im ‘Inze,d 8100 31seAIuN Ad €€282090¥202/620T OT/I0p/LI0d A8 | im Are.q jpuljuo'sgndnBe//:sdny woy pepeojumod ‘2T ‘7202 ‘95€669T2



V od |
AGU

ADVANCING EARTH
AND SPACE SCIENCES

Journal of Geophysical Research: Solid Earth

10.1029/2024JB028733

(a)

resolution r/max(r)

Z9 (cm)

L\o_\

X9 (cprflr)nam(p)

restitution
1
N

restitution p/max(p)

'
N
]
-

— — —
Sy QL Sy
— — —
3 3 3

0 £ =] g
~ ~ a ~
QU QU S 0 QU
=} o =}

-1.8 g o .9
- = 8 -
= =] =
+ + +
n w0 n
o) o) o)
= = =

173 < 17
S = =
5 g 5
0 3 3 1 3
g £~ 0 &
< <g =
1< <5 <
= o= 0 2
2 Lo 1.8
-2 3 =8 -
= =% 1 =
B 5 5
3 e ) =
17 7] 2 Q
[} [} [}
- — —

Figure 2. Resolution of the experimental array. (a) Diagonal elements r; of the resolution matrix defined in Equation 18, represented on the fault plane. The solid black
lines indicate the mesh, and the red dots the experimental gauges array (strain gauges are labeled G1 to G8). The heavy red dashed line indicates a normalized resolution
of 0.05. (b) to (j): Restitution p; (off-diagonal elements of the resolution matrix) for the central nodes of the fault (magenta dots).

In the next sections, we perform a resolution analysis of our inverse problem, and discuss synthetic tests to
evaluate the performance of the deterministic part of the kinematic inversion method. Then we present the
application to the experiment described in the previous section and Figure 1a. In both sections, we consider the
same rock material: the granite sample characterized by the properties listed in Table 1. Table 1 also summarizes
the computational parameters used in the following.

4. Resolution Analysis

As illustrated in Figures 1a and 1b, the strain gauge array used in the experiments is located on the outer ream of
the fault, on the sample edges. Since the stress (and thus strain) field associated with a growing crack decreases as
an inverse power of the distance to the crack tip (Lawn, 1993), we expect strain gauges to be less sensitive to slip
occurring on the central part of the fault. To quantify this, we calculate the resolution matrix R for our problem
(Tarantola, 2005) as follows:

R=G"C}'G+C;'MM". (18)

The normalized diagonal elements 7; of R are represented in Figure 2a. It clearly indicates that fault regions
situated at more than a few cm away from the gauges are poorly resolved, and thus if slip occurs it may not be
correctly mapped to these parts of the fault (Radiguet et al., 2011; Twardzik et al., 2021). Note also that nodes
situated very close to strain gauges dominate the resolution (r; is about two times larger there than elsewhere on
the fault). In the following, we will separate fault regions with non zero resolution from non resolved areas by
drawing the line (r; = 0.05) (heavy red dashed line in Figure 2).
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An important issue for the application presented in the next section, is the reliability of inverted slip in the central
region of the fault. Therefore, we show in Figures 2b—2i the restitution p, of the eight nodes located in this area.
The restitution p, corresponds here to the k™ line of the resolution matrix R, and indicates to what extent slip on
the k™ node might be wrongly assigned to other nodes on the fault, possibly with opposite direction (leading to
negative values) (Radiguet et al., 2011; Twardzik et al., 2021). For six nodes out of the eight nodes considered, the
restitution is maximum at the node concerned, even if it is somewhat leaking on the closest nodes. Slip on these
nodes can therefore eventually be attributed to neighboring nodes, but it can not be wrongly assigned to other
remote regions of the fault. The two exceptions concern the nodes situated at (x; ~ —2.5 cm, x, ~0 cm)
(Figure 2b) and at (x; ~ — 0.5 cm, x, >~ —0.75 cm) (Figure 2h). If slip occurs at these nodes, the array might not
be able to correctly locate it, and attribute slip to the neighboring nodes.

The resolution analysis discussed here motivates the use of a regularization (smoothing) term in the definition of
the objective function (17), that can limit the effects of poor resolution.

5. Synthetic Test With Elliptical Shear Crack Growth

We next generate synthetic data using the Green's functions G from a slip distribution é corresponding to an
elliptical crack of aspect ratio a growing from the fault center with constant rupture speed v, and stress drop Ar.
The slip distribution is given by:

At .
7\/ V222 — 32 — (ax,)? if X2 + a?xF <V

0, if X7 + o’ 2 v

5@, 1) = (19)

where x; and x, are the coordinates within the fault plane (Figure 1b),and x4 = E/2(1 + v) the shear modulus. In
these tests, « = 2, which is the aspect ratio of the experimental fault. We considered v, = 4 X 107* m.s~!, so
that the crack front reaches the edges of the fault after #,,,, = 100 s, and a stress drop Az = 2.6 MPa. The other
parameters used are listed in Table 1. The strain component £, and the spatial average of slip are used as data S,
and U, in our inversion procedure. We also added 5% of Gaussian noise on the synthetic strain and average slip

data. We start from an initial model where Au, f, and T are constant on the fault.

Then, we perform the inversion of the synthetic data for two different virtual observational networks, hereafter
labeled SGAL1 (strain gauge array 1) and SGA?2 (strain gauge array 2) involving N, = 16 and N, = 10 strain
gauges respectively. In SGA1, gauges are all situated 2.4 mm below the fault, and evenly distributed in the whole
fault area. Gauges locations are not restricted to the outer ream of the fault. SGA?2 consists of 10 gauges located all
around the fault, but at different distances from it. In SGA1 and SGA2, gauges are considered perfect, with quality
factor 1, so that C,;; components are all equal to the fourth component given in Table 2. We also consider a case with
the gauges distribution used for the real experiment of the next section (RSG, N, = 8). For each gauge distribution,
we also considered 9 different values of the regularization parameter A ranging from 107 to 10?. The inverted slip
distribution, and the comparison between strain data and inverted model predictions are shown in Figures 3-5. In
these Figures, we present the results obtained with A = 107! (this choice will be justified later in this section).

For a dense distribution of strain gauges (N, = 16) covering the whole fault area, the slip distribution is
reasonably well retrieved (Figure 3 second row, Figure 4), with a satisfactory fit between the synthetic strain data
and the simulated strain (Figure 5). The propagation of a slip front from the center of the fault is clearly iden-
tifiable. As the strain gauges distribution becomes sparser (RSG and SGA2), the inversion procedure has more
difficulties in retrieving the synthetic model (third and fourth row in Figures 3 and 4), although the synthetic strain
data are reasonable well reproduced (third row in Figure 5). Placing the gauges away from the fault (SGA2) even
makes the inversion result worse, although the number of sensors is the same as in RSG. The correct amount of
total slip is predicted by the inverted model, but instead of retrieving a crack like pattern at # = 100s, the inverted
slip is more diffuse. We interpret this feature as a consequence of the rapid decay of strain changes away from the
crack front. It is thus important to keep strain gauges close to the fault. In the case of the real strain gauge array
(RSG), the inversion has a tendency to miss slip at the node situated at (x; ~ — 0.5 cm, x, = —0.75 cm), and to
compensate by increasing slip on the neighboring nodes. This is particularly clear at + = 50 s and r = 75 s. This
feature was already suggested by the resolution analysis, indicating a poor restitution for this node (Figure 2h).
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Figure 3. Synthetic test with elliptical crack growth: fault slip distribution. Each panel is a top view of the fault, showing the fault slip distribution & (color-scale) at the
time indicated in the title. The top row shows the true model to be retrieved, the others the inverted model with different strain gauges arrays. The triangular mesh used
for the inversion is shown with solid black lines, and the projection of the strain gauges position is shown with red dots. The second row corresponds to the result of a
deterministic inversion with the N, = 16 gauges of SGAL, the second row with the N, = 10 gauges of SGA2, and the last row with the N, = 8 gauges (labeled G1 to
G8) used in the real experimental setup (RSG, Figure 1a). The magenta symbols in all the panels indicate the position of gauges G1 (dot), G2 (square), G3 (star) and G4
(diamond) mentioned in Figure 5. The transparent cache on the panels of the last row indicates a resolution below 0.05 (see Figure 2 for details). The regularization
parameter used here is 4 = 107"

Residual slip is also wrongly assigned at the left and right edges of the fault, in regions characterized by a poor
resolution (shaded areas in the last row of Figure 3, reporting the resolution of 2a). Finally, slip is underestimated
in the low resolution zone of the central region of the fault (0 < x; < 2 cm).

Note that the high frequency component of strain changes is not always well retrieved by the inversion, even for a
dense strain gauge array. This feature is well illustrated in Figure 5, panel G4 of the first line (SGA1): the abrupt
change and peak in strain at t = 35 s associated with the crack front are not retrieved. We attribute this to the
parametrization used for the inversion (implying a smooth cosine function), to the regularization or to a local
mimimum of the objective function. However, as shown later, the experimental data used do not exhibit such
rapid variation of strain, so that our parametrization should not affect the quality of the data fitting.

As shown in the supplementary material, the results of this synthetic test do not depend on the level of noise added
to the synthetic data, at least in the range 0-10 % of Gaussian noise (Figures S7 and S8 in Supporting
Information S1).

In order to further quantify the performance of our inversion method, and to identify the most relevant value of the
regularization parameter A, we calculate the RMS distance between the synthetic model Equation 19 and the
inverted models, as:

RMS = \/ N%N; [Ui(t) = Us )] [Ui (1) = U (1)), (20)
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Figure 4. Synthetic test with elliptical crack growth: slip profiles. The top row shows slip profiles along x;, the second row
along x,, obtained from Figure 3 at different times. The true model to be retrieved (from Equation 19) is shown in black,
inverted model predictions in red (SGA1, N, = 16), green (SGA2 N, = 10) and blue (experimental setup RSG, N, = 8).

where U and U; are the synthetic and inverted slip vectors at time #;, (the synthetic slip is obtained using
Equation 19). N, and N, are the number of nodes on the fault and the number of time steps considered. The RMS
dependence on the regularization parameter 4 and the number of gauges N, is shown in Figure 6a, along with the
minimum value of the objective function reached during the inversion iterations (L-curve) in Figure 6b. First, the
RMS (Figure 6a) is essentially dependent on the number of strain gauges used in the inversion: it decreases
roughly by a factor of two when the number of strain gauges is increased by the same factor (RSG vs. SGA1).
Then, for a given configuration of strain gauges, the RMS is approximately constant (or slightly decreasing) for a
wide range of A values, and only increases at large A. This latter tendency is also true for the objective function
(Figure 6b), indicating the maximum value of 4 one can use confidently without altering the fit to observations
(and the RMS in the case of the synthetic test). As long as A <1072, it has a limited influence on the RMS
(Figure 6a), and does not drastically modifies the performance of the inversion (Figure 6b). For the real strain
gauge network (N, = 8), when A < 1072 the RMS is such that the synthetic model is retrieved with a typical error
of 4 ym. For denser strain gauges, the RMS error could be reduced to 1 ym, provided that the number of gauges is
large enough (yellow symbols in Figure 6a). For 1> 1072, the smoothing constrain becomes significant
(Figure 6b), resulting in much higher values of the objective function. Based on the results of Figure 6b, we
therefore choose in the following 4 = 10! as the best compromise, since some smoothing is needed to balance
the low resolution offered by the strain gauge array.

In the supplementary material, two additional synthetic tests are shown, attempting at retrieving a Gaussian slip
distribution of various size, either centered on a node or between two nodes (Figures S9-S12 in Supporting
Information S1). These tests provide additional constraints on the ability of the inversion to resolve slip on the
fault. It is shown that when the Gaussian is centered on a node, the method has no difficulty to detect a slip patch,
even with a length scale smaller than the typical inter-node distance. However, if the maximum of slip is located
between two nodes, the true slip pattern is badly captured as long as its typical length scale is smaller than about
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Figure 5. Synthetic test with elliptical crack growth: observed and simulated strain and slip. Each row corresponds to one
synthetic test performed with one gauge array (first row: SGA1 N, = 16, second row: SGA2 N, = 10 and last row:
experimental setup RSG, N, = 8). Panels labeled G1, G2, G3 and G4 show the strain measured at the corresponding gauges
(magenta symbols in Figure 3). The three right panels show the average slip J,,. The black lines (observed) are the predictions of
the true model, the red lines (simulated) are the predictions of the inverted models, shown in Figures 3 and 4.

0.47 cm (half the typical inter-node distance). Since the probability of nucleating an arbitrary slip event exactly on
a node location in a real experiment is negligible, we take this value (0.47 cm) as an order of magnitude for the
minimum length scale that can be resolved in the inversion. Recall that this value is essentially controlled by the
mesh size used in the inversion.

A third series of tests considers a bimodal Gaussian slip distribution with varying distance between the maxima
(Figures S13-S18 in Supporting Information S1). The bimodal shape is only retrieved by the inversion when the
Gaussian maxima are separated by more than 1 cm from each other (Figures S13-S18 in Supporting Informa-
tion S1), but because of the poor resolution between gauges G2 and G3, one of the maximum is wrongly located in
the middle of the fault. We conclude that the method could in principle resolve two distinct slipping patches, as
long as they are separated by more than a centimeter, and situated in a region with reasonable resolution.

6. Application on the Nucleation of a Laboratory Earthquake

We now apply the kinematic inversion procedure on the experimental results described in Section 2, and shown in
Figure 1b. Using this data set, we performed a kinematic inversion of the nucleation period of Evt4 shown in
Figure 1a (between 322 and 367 s).

Following the methodology detailed in Section 2, we proceeded in two steps. First we used the deterministic
approach to obtain the model minimizing the objective function J given in Equation 17. Then we used this result
as an initial model in the probabilistic (MCMC) approach. We performed 10% steps for the MCMC algorithm,
resulting in an acceptance rate of 0.25. For the MCMC step, we used the non-regularized objective function
(Equation 17 with 4 = 0). We also restricted the MCMC exploration between 0 and 45,,** for Au, between 0 and
Imax fOr 7y and between 0 and 41, for T, §,,** and t,,,,, being the maximum average fault slip and the duration of
the observation window. The onset time #, can not by definition exceed #,,,c. Au and T can however be arbitrarily
large, in order to allow for ever accelerating slip on the fault during the observation window. The bounds on Au
and T were chosen large enough to capture late acceleration, but small enough to make the MCMC algorithm
converge. This choice will be further discussed later. The result of the second step is a posterior Probability
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Figure 6. Synthetic tests summary. (a) RMS distance between true and inverted models. (b) Objective function per number of
observations. The objective function is here the minimum value of J reached during the optimization, from Equation 17.
Colors refer to the strain gauge array. The red dashed vertical line indicates the optimal value of 2 = 107! used in the inversion
of the real experimental data set.

Density Function (PDF) for each parameter (each component of X). The joint PDFs are presented in the sup-
plementary material (Figures S21-S23 in Supporting Information S1). Before computing the PDFs, we removed
the 6 X 10° first models corresponding to the burn-in phase in the MCMC chain. In order to translate these results
in terms of slip and slip uncertainty, we reconstructed the slip history for each model X in the MCMC chain
following Equation 15. From that we derived the mean and standard deviation of slip at any time and any given
position along the fault.

The results of the deterministic step for Evt4 are presented in Figures 7 and 8. Figures 9-15 show the outcome of
the MCMC step.

The best model resulting from the deterministic step (Figure 7) shows the nucleation of a slip event on a small
patch situated in the top central part of the fault, starting at about = 11s. This slipping patch later expands to the
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3.74 s 749 s 11.24 s 14.99 s

Figure 7. Kinematic inversion of Evt4 (nucleation phase), A = 107!, Best model obtained from the deterministic inversion
step. Each panel shows the inverted slip distribution at one time step indicated in the title. The mesh used for the inversion is
shown as black solid lines and the experimental strain gauges (labeled G1 to G8) as red dots. The transparent cache indicates
a resolution below 0.05, as defined in Figure 2a.

left, then to the lower part of the fault, resulting in a crack like pattern after 44 s, with a maximum slip of 3.5 g m
(last panel in Figure 7). The mean slip rate during the experiment is thus about 0.08 x m.s™!, a typical value for
slow aseismic slip (Avouac, 2015).

The expansion of the slipping patch is of the order of a few centimeters in 45 s, that is between 10 and 100 m per
day. The propagation speed of the slip events observed in the experiment will be further discussed later
(Figure 16).

Note however that a significant part of this slip event affects a fault region with poor resolution (between x; = 0
and x; = 2 cm). The maximum of slip at the end of the observation window is located on the two nodes within
this poor resolution area. Based on the restitution calculated for these particular two nodes (Figures 2e and 2g), the
location of this slip maximum is probably not a robust feature, and could either be shifted on neighboring nodes,
or smoothed over the central part of the fault. Furthermore, between t = 22.49 s and t = 37.49 s, the slip pattern
seems to avoid the node situated at (x; ~ —0.5 cm, x, = —0.75 cm). This pattern was also generated by the
inversion on the synthetic data, instead of an elliptical growing crack. Based on the restitution of this particular
node (Figure 2h), we conclude again that the U-shaped slip distribution is not reliable, and might correspond to a
more simple distribution of slip. The last feature that has to be taken with care is the activation of the three nodes
situated at the left and right edges of the fault (close to strain gauges G3 and G6), from ¢ = 11.24 s and
t = 29.99 s. The three nodes are once again poorly resolved (Figure 2a), as they are the three boundary nodes the
farther away from a strain gauge. It has been shown in the synthetic test that the inversion can wrongly attribute
slip on these nodes.

As shown in Figure 8, the inverted model provides a satisfactory fit to the strain and average slip measurements, at
least up to 40 s, where average slip tends to be slightly underestimated by the best model. Late strain predictions
(> 40 s) also deviates from the observations. These discrepancies could be related to the regularization term that
does not allow to obtain the smallest possible objective function (Figure 6b). It could also be a sign that the BEGS
algorithm converged to a local minimum of the objective function. In order to quantify the quality of the fit, we
computed the RMS; between data and best deterministic model predictions as:
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Figure 8. Observed (black) and modeled (red) strain and slip for the nucleation phase of Evt4. The model here is the outcome
of the deterministic kinematic inversion of Evt4, shown in Figure 7. The strain gauges labels refer to Figure 7. The blue solid
line indicates the prediction of the initial model used in the inversion. The gray shaded zone indicates the uncertainty on
strain measurements used to construct the covariance matrices.

@1

where J is the objective function defined in Equation 17, and evaluated for the best model, N, is the number of
strain gauges and N, is the number of time steps. In computing the RMS, we assumed a regularization parameter
A = 0. We obtained a RMS; = 0.558 for this deterministic step. This value corresponds to J/N, ~ 700, in the

upper range of what was obtained during the synthetic tests (Figure 6).

These first results motivate the need for a more global exploration of the parameter space, and a quantitative
assessment of the uncertainty on the slip distribution. We therefore performed in a second step the MCMC
Bayesian inversion. The range of possible slip history at each fault node reconstructed from the accepted models
in the MCMC chain is illustrated in the density plots of Figure 9. These results first show that the MCMC
exploration identified one main slip pattern, since the distribution of possible slip at a given time and a given node
shows a single maximum. The only node showing two maxima is node 3, situated in a low resolution region of the
fault plane, already identified in the previous sections. Overall the nodes situated in low resolution areas are
characterized by an important uncertainty on the slip amount at each time step.

The mean reconstructed slip distribution has a slightly different pattern than the best deterministic model pre-
diction (Figure 10). Once again, we obtain an aseismic slip event nucleating between t = 10 s and ¢ = 20 s,
before propagating in the central region of the fault. However slip initiates closer to the left edge of the fault, and
the slipping patch essentially propagates to the right. The slip maximum is larger than what was predicted by the
best deterministic model, and occurs close to the initiation location (node 19, x; ~ —2.7 cm, x, ~ 0 cm). As
before, part of the slip event affects poorly resolved areas of the fault, but interestingly, less slip occurs in the low
resolution area at the right end of the fault.

The slip rate evolution along the fault, computed from the mean reconstructed slip is shown in Figure 11. Slip rate
increases to approximately 0.25 gm.s~! in the region of node 19 until 7~ 15s. Slip rate then remains constant in
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Figure 9. Kinematic inversion of Evt4: final slip distribution (mean model, middle map) and slip history at fault nodes (slip
vs. time panels, one for each node). The colorscale of the panels refers to the posterior Probability Density Function on slip,
reconstructed from the Markov Chain Monte Carlo exploration. The black solid line indicates the mean slip, as represented in
Figure 10. The black dashed lines indicate the mean +105. The node number and coordinates (in cm) are indicated in each

panel. In the middle panel, strain gauges are shown as red dots, and the nodes numbering is also indicated in black.
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Figure 10. Kinematic inversion of Evt4 (nucleation phase). Mean model obtained from the Bayesian inversion step (Markov

Chain Monte Carlo). See Figure 7 for details about the representation.

DUBLANCHET ET AL.

17 of 27

85U8017 SUOWIWOD BA 10 3ol dde aup Aq peusenob afe sejole YO @SN JO S8|nJ 0} A%Iq1T8UlUO 8|1 UO (SUO1 PUOD-PUR-SLUIRYW0 A8 |1 Afe.d 1 |Bu JUO//SdnY) SUORIPUOD PUe swis | 8y} &8s *[7202/2T/#0] Uo Ariqi]aulluo A8|Im ‘Inze,d 8100 31seAIuN Ad €€282090¥202/620T OT/I0p/LI0d A8 | im Are.q jpuljuo'sgndnBe//:sdny woy pepeojumod ‘2T ‘7202 ‘95€669T2



V od |
AGU

ADVANCING EARTH
AND SPACE SCIENCES

Journal of Geophysical Research: Solid Earth 10.1029/2024JB028733

3.7 s 749 s 1124 s 14.99 s

T Ga18.74 §°

-2 0 2 -2 0 2 -2 0 2 -2 0 2
z1 (cm) 1 (cm) 1 (cm) 1 (cm)

Figure 11. Kinematic inversion of Evt4 (nucleation phase). Slip rate derived from the mean Markov Chain Monte Carlo
model (Figure 10). See Figure 7 for details about the representation.

this area between = 15s and t = 38s, before decreasing, while another patch starts to slip at about 0.25 ym.s™!
in the right region of the fault after + = 40s. This feature highlights the expansion of the slipping region to the
right. Overall the slip rate distribution is coherent with an expanding crack pattern, with high slip rate in the slip
front region, and non-vanishing slip rate on the whole slipping patch.

The Bayesian approach also provides estimates of the slip uncertainty, as evaluated from the predictions of the
MCMC chain. Overall, when considering the full space time evolution of fault slip, the resulting standard de-
viation on slip o5 ranges between 0 and 3.2 ym, with a mean value of 0.28 um (Figure 13). Figure 12 shows o5
maps at different time steps. The left end region of the fault is characterized by the highest uncertainty that in-
creases up to 3.2 um as the slip event develops on the fault. Another region of high o, is the central right region,

3.74s 749 s 1124 s 14.99 s

G418.74 §°

w

N
std o5 (um)

o

-2 0 2 -2 0 2 -2 0 2 -2 0 2
21 (cm) 21 (cm) 21 (cm) 21 (cm)

Figure 12. Kinematic inversion of Evt4: standard deviation on slip distribution 65 resulting from the Bayesian inversion step
(Markov Chain Monte Carlo). See Figure 10 for details about the representation.
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cdf

0.4

with a local maximum of o5 reaching 2.5 ym at the end of the observation
window (last panel in Figure 12). Elsewhere on the fault, the uncertainty does
1 not exceed 1.5 ym. Importantly, the maxima of o5 are located within low
resolution zones, outlined by the shaded zones in Figure 12, indicating that the
distance to strain gauges is the main limitation to image accurately slip on the
fault.

The mean model resulting from the Bayesian inversion improves the fit to the
. observation (Figure 14), compared to the best model resulting from the
deterministic step. In particular, the higher amount of fault slip allows a better
1 agreement on average slip after 40 s. Moreover, the models accepted during
the MCMC iterations predict strain and slip evolutions within the uncertainty
all nodes my on the measurements (a zoomed version of Figure 14 between ¢ = 20 s and
resolution < 0.05
resolution > 0.05 t = 24 sis provided in Figure 15). As for the deterministic step, we computed

0.3 ' '
0 0.5 1

1.5

5 21 5 3 35 the RMS; value for each of the model accepted during the MCMC exploration,

standard deviation of slip o5 (pm) following Equation 21. The results are shown in Figure S19 in Supporting

Information S1. Overall, the models accepted have a RMS; ranging from 0.35

Figure 13. Distribution of standard deviation on inverted fault slip to 0.5, which is 20 % to 40 % smaller than the best deterministic model. The

(cumulative density function cdf), derived from the Bayesian Markov Chain
Monte Carlo step for the kinematic inversion of Evt4 (nucleation phase). The
black line corresponds to the all the o5 values obtained (all nodes, all time

model resulting from this first inversion step therefore likely corresponds to a
local minimum of the cost function, which justifies the need for a more global

steps), The blue line corresponds to the nodes with resolution below 0.05 (all ~ exploration, performed by the MCMC step. In order to assess the ability of the
time steps), the red line with resolution larger than 0.05 (all time steps). MCMC step to perform a global exploration, we ensured that the MCMC

exploration did not converge to a different chain when starting from a
different initial model (Figure S20 in Supporting Information S1).

In order to assess the occurrence of propagating aseismic slip along the fault during Evt4, we computed for each
node the time 1, at which slip exceeds 2.0 ym. 1, is represented in Figure 16a (map view) and as a function of
the distance to the node accumulating the largest slip (node 19) at the end of the observation window. The
errorbars are here derived from the Baysesian inversion. To the first order, the evolution of 7, ; with distance to the
maximum slip location is consistent with an aseismic slip front propagating at a speed of the order of
200 m.day~".

The results of this inversion and the synthetic tests conducted before, although affected by a very low resolution
and possible artifacts, are to some extent promising. With a denser strain gauge array, our method could constrain
the spatial and temporal evolution of the slip patch during the nucleation of laboratory earthquakes.

7. Discussion: Towards Imaging Fault Slip During Laboratory Fault Reactivation

In this work, we have tested a method to image centimetric scale aseismic quasi-static fault slip growth from local
strain measurements in a tri-axial experimental setup, and to characterize the related uncertainty. Our inversion
approach involves Green's function accounting for the real geometry of the saw-cut rock sample and the spec-
ificity of the triaxial loading device. The Green's functions are computed numerically with a FEM approach,
where the accuracy obtained has been quantified. Beyond the numerical method, the unknown details of the
granite structure introduces uncertainty in the Green's function computation. Here we simplified the rock sample
as a homogeneous and isotropic medium loaded in a quasi-static manner, with rigid boundary conditions at the
bottom. We balanced these simplifying assumptions by adding an epistemic component in the uncertainty on slip
and strain data. However, if available, the knowledge of a detailed structure for the granite could eventually be
accounted for in the FEM computation of the Green's functions.

We evaluated the capabilities of the inversion method through a resolution analysis, different synthetic tests with
a prescribed slip evolution, and different configurations of monitoring arrays. We considered the strain gauge
array of the real experiment (RSG) analyzed later in the manuscript, and also two virtual arrays (SGA1 and SG2).
The results obtained with these three arrays suggest that using a higher number of strain gauges improves the
inversion, and the best performance is obtained for gauges situated as close as possible from the fault, as
anticipated by the resolution analysis (Figure 2). To go further on the question of what would be the optimal strain
gauge array design, we computed the resolution matrix (Equation 18) for two additional virtual arrays SGA3 and
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Figure 14. Observed (black) and modeled (red) strain and slip for Evt4. The models here are the outcome of the Bayesian
Markov Chain Monte Carlo step of the kinematic inversion of Evt4, (from Figures 10 and 12). The blue solid line indicates
the prediction of the best model obtained in the deterministic step. The red solid line is the mean model prediction (S), the

dashed and dotted lines labeled § + o indicate the strain range predicted by the models within one standard deviation, as
defined in the main text. The gray shaded zone indicates the uncertainty on measurements, used to construct the covariance
matrices.

SG4 (Figure S2 in Supporting Information S1). SGA3 is inspired from new techniques of fiber-optic sensing
(Rast et al., 2024) and consists of 90 gauges distributed around the fault in a similar manner as RSG (Figure S1 in
Supporting Information S1). The high number of gauges mimics the high measurement density of fiber-optics.
SGAA4 is similar as RSG with additional gauges placed on the surface of the sample so as to be as close as possible
from the fault center (Figure S1 in Supporting Information S1). We computed the resolution for SGA1, SGA3 and
SGA4 using three different fault meshes, to investigate whether one of the arrays could allow to image finer
details of the slip distribution. Here again, the distance to strain gauges is the main factor controlling resolution
(Figure S2 in Supporting Information S1). SGA3 allows a high resolution on the whole external part of the fault,
and would allow to refine the mesh in this region to the size 2 — 4 mm. We could thus expect to decrease the
minimum detectable lengthscale in this region from 46 to 2 — 4 mm. The central part of the fault however,
remains poorly resolved, and a finer mesh there would only increase the number of unknown parameters, and
make the inversion even more under-determined. Placing additional sensors as in SGA4 does not improve the
resolution with respect to RSG, whatever the fault mesh size considered. The additional gauges indeed remain too
far away from the fault.

We have not investigated yet whether measuring other components of the strain tensor would improve the res-
olution. When considering the different components of the strain tensor at the RSG gauges location during the
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Figure 15. Detail of Figure 14, between 20 and 24 s.
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Figure 16. Time 1, where slip exceeds 2 ym for Evt4, computed from the Bayesian step. (a): #, o contours on the fault. The
mesh is represented as black solid lines, red dots indicate the strain gauges. The star indicates the node experiencing the
maximum slip on the fault; Coutours are plotted every 4.5 s (b): #, versus distance to the node experiencing maximum slip
(star in Figure (a)). Only fault nodes experiencing more than 2 um of slip in the mean Markov Chain Monte Carlo model are
represented here. The color indicates the inverted final slip 6(#,, )- Errorbars are derived from the o5 estimation. The red dashed
lines indicate propagation speeds of 100, 200 and 500 m.day~"'.
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growth of an elliptical shear crack (Figure S6 in Supporting Information S1), no component dominates the signal.
It is thus not obvious whether axial strain should be favored, but this conclusion could eventually be different for
other sensors positions. Note also that the gauges used do not allow to measure two different components at the
same position. Overall, the optimization of strain array design (strain gauge number, position, and strain
component to be measured) to achieve the best resolution on fault slip evolution is an important issue, deserving
more investigation.

When applying this method to a real laboratory experiment, we were able to identify some features of the
nucleation process of a stick-slip event. It consists of a shear crack initiating in the left-central region of the fault,
and expanding at a speed of the order of a few hundreds of m.day~!, accumulating between 5 and 9 gm of slip in
45 s, representing about 8%—15% of the coseismic slip. The maximum slip rate during the nucleation process is
about 0.25 um.s~!. Following Lawn (1993), the corresponding stress drop could be estimated as GV,/V,, where
G is the shear modulus of the sample, V the slip rate and V, the expansion (rupture) speed of the slipping patch.
We end up with a stress drop of a few MPa, which is closer to the stress drop expected for regular earthquakes than
for SSE (Gao et al., 2012).

Interestingly, the nucleation does not occur here as a large scale aseismic slip initiating on the whole fault, nor as a
slip pulse: both the best model from the deterministic inversion and the mean model from the MCMC exploration
indicate a crack like pattern, with maximum slip occurring close to the slip initiation location. A robust feature is
the absence of slip before 20 s on nodes 5, 10 to 15 and 21 while significant slip occurs on node 19 (Figure 9),
suggesting that the nucleation does not activate a slowly creeping fault but a locked interface.

Due to the rapid decay of strain with distance from the slipping region, and the large number of parameters to
invert (72), the inverse problem we tried to solve is slightly under-determined, and only outer regions close to a
strain gauges can be resolved with limited uncertainty. In the central part of the fault, where the maximum of slip
occurs, uncertainty is of the order of 2 um, which represents roughly 30% of the slip magnitude. This issue could
probably be partly addressed by a denser strain gauge array, or by a different parametrization of fault slip, relying
on the elliptical sub-fault approximation used for earthquake source characterization (Di Carli et al., 2010;
Twardzik et al., 2014; Vallée & Bouchon, 2004). This would however be a strong assumption about the slow slip
pattern, and the method should be adapted to the particularities of aseismic slip, as derived from geodetical studies
in subduction zones for instance (Radiguet et al., 2011). We have also not tested yet whether Green's functions
calculated assuming constant slip on one element instead of point delta sources would improve the inversion.

Furthermore, as revealed by the posterior joint PDF (Figures S21-S23 in Supporting Information S1), model
parameters are to some extent correlated. The maximum slip Au for instance is for some nodes positively
correlated to the ramp duration 7 (Figure S21 in Supporting Information S1). This suggests that the relevant
parameter is the ratio Au/T, which is an order of magnitude of the slip rate. Similarly, the arrival time ¢y and T are
slightly negatively correlated for some nodes (Figure S23 in Supporting Information S1), indicating that a too
early slip could be partly compensated by a longer ramp duration. Future attempts to perform kinematic inversion
of nucleation in the laboratory could consider these correlations to adapt the parametrization.

Previous experimental studies dedicated to the nucleation of stick-slip instabilities identified three successive
stages of slip evolution (Guérin-Marthe et al., 2019; Latour et al., 2013; McLaskey, 2019; Ohnaka, 2000): A quasi
static phase where the slipping patch expands at constant (or slightly increasing) speed, followed by an accel-
erating phase where rupture speed increases exponentially and finally the dynamic rupture once the rupture speed
reaches a few km.s~!. The size of the slipping patch at the transition to dynamic rupture is called the critical
nucleation length. In our imaging of slip evolution in space and time, we do not observe this evolution in three
phases, but only a quasi-static expansion characterized by a roughly constant rupture speed (Figure 16). At the end
of this process, the dynamic rupture occurs quasi instantaneously, without any accelerating transition. We
interpret this behavior as a consequence of a sample size being smaller than the critical nucleation length L.. To
estimate L., we assume that the granite is characterized by a shear modulus 4 = 26 GPa and a critical slip for
friction evolution d, = 5 um of the order of the grain size resulting from fault polishing, as suggested by Ohnaka
and Shen (1999). Rate-and-state parameters b — a range between 0.002 and 0.01 and b between 0.005 and 0.015
(Marone, 1998; Mitchell et al., 2013). Furthermore, the loading setup leads to normal stress o, ranging between
100 and 120 MPa. With this range of values, the lowest possible estimate of the critical nucleation length from
Rubin and Ampuero (2005) is about L, = 1.33ud./bo, ~9.5 cm, which is slightly larger than the fault length
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(8 cm). In estimating L. we excluded the expression derived by Ampuero and Rubin (2008) for the slip-law, since
we do not observe a shrinking nucleation patch. The quasi-static nucleation we observe can not develop to the
accelerating stage because it reaches the fault edges, and a stick slip controlled by the stiffness of the loading
system immediately occurs. This behavior would correspond to the domain I (rigid block stick slip) defined in
Figure 1 of Mclaskey and Yamashita (2017). We thus observe here a frustrated nucleation process, that could be
forced by the increase of stress related to the triaxial loading (about 10 and 5.6 MPa of shear and normal stress
increase during the 20 s of the nucleation). This interpretation should however be confirmed by a proper measure
of frictional parameters, and in particular d.. that can range between 1 and 100 ym for bare, dry granite surfaces
(Beeler et al., 1994; Dieterich, 1979; Harbord et al., 2017; Marone, 1998; Marone & Cox, 1994).

Furthermore, the experiments performed under direct shear conditions report expansion speed of aseismic slip
fronts during the quasi static stage of nucleation ranging between 1 mm.s~! (Selvadurai et al., 2017) and roughly
10 m.s™! (Cebry et al., 2022; Guérin-Marthe et al., 2019; Latour et al., 2013; McLaskey, 2019; Mclaskey &
Yamashita, 2017), and slip rates of the order of 10 # m.s™! to 10 mm.s~!. In the triaxial experiment analyzed here,
the aseismic slip front migrates at a few hundreds of m.day~!, that is about a few mm.s~!, and slip rate reaches
0.25 ym.s~!, which is in the lower range of what has been observed in previous experiments. The ratio between
slip rate and expansion speeds is close to 107, which is also consistent with previous experimental studies.
Overall, our results are close to what is observed by Selvadurai et al. (2017), where the nucleation process is also
stopped when the quasi-static aseismic slip front reaches the boundaries of the sample. In all other studies, the
nucleation develops entirely up to the dynamic rupture. The rupture speed is thus likely influenced by boundary
effects related to the small finite size of the sample.

The differences between the nucleation observed here and in other setups can also be related to the material used
(PMMA, rock), the geometry (2D direct shear, 3D for triaxial setup), the range of normal stress, and the loading
rate. Granite is stiffer than PMMA (larger elastic moduli). The loading rate imposed in the present experiment
during inter sticks-slip phase is between 0.5 and 0.6 MPa.s~! (Figure 1), which is slightly larger than in the
experiments of Cebry et al. (2022), McLaskey (2019), and Selvadurai et al. (2017) where loading rates remain in
the range 0.01-0.1 MPa.s™!, but similar to the 0.36 MPa.s™! used by Guérin-Marthe et al. (2019), and Latour
et al. (2013) tested a larger range of loading rates between 0.01 and 6 MPa.s~!. Overall, the main differences are
probably the normal stress level that is significantly larger here (100-120 MPa) than the range considered by
previous studies on nucleation (limited at 20 MPa for direct shear), and the relatively high loading rate of about
0.5 MPa.s~!. Normal stress and loading rate have a strong influence on the nucleation process as evidenced by
Guérin-Marthe et al. (2019), Kaneko et al. (2016), Latour et al. (2013), and Marty et al. (2023): It is shown in these
studies that increasing the normal stress and loading rate tend to increase the rupture speed and slip rates during
the quasi-static phase. We would therefore expect to observe larger rupture speed in our experiment, which is not
the case, providing further support to the hypothesis of a strong boundary effect.

The range of propagation speed estimated here during the nucleation phase is also several orders of magnitude
smaller than the rupture speeds characterizing the stick slip events themselves (cm.s~! to km.s™!), as shown by
Passelegue et al. (2020). The same experimental setup therefore generates a wide spectrum of fault slip events,
from slow aseismic to dynamic ruptures. The kinematic inversion of fault slip presented here could be extended to
image the dynamic rupture occurring during the stick-slip events. This would require to compute fully dynamic
Green's functions instead of the static Green's function used here. Determining the coseismic slip of the stick-slip
event would also allow to determine the stress field left on the fault by the dynamic rupture, and evaluate whether
it controls the nucleation location of the next event, as observed here in the central left part of the fault.

The high normal stress prevailing on the fault, the absence of fluid over pressure and the limited roughness of the
interface were motivations to neglect fault opening in the computation of Green's functions. This assumption will
however have to be revised when considering experiments with significant dilation or compaction originating
from fault roughness (Goebel et al., 2017; Ohnaka & Shen, 1999) or over-pressurized fluids (Proctor et al., 2020).

Finally, the aseismic slip front propagation speed obtained here can be compared to the aseismic slip front speeds
observed on natural faults. Aseismic slip driving earthquake swarms or tremor bursts migrate at speeds between
100 111.day*1 and 10 km.day*] (De Barros et al., 2020; Lohman & McGuire, 2007; Obara, 2010; Sirorattanakul
et al., 2022). Slow slip events in subduction zones expand at speeds ranging from 100 m.day~' to 10 km.day ™!
(Fukuda, 2018; Radiguet et al., 2011). Aftershocks are sometimes observed to migrate away from the main
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rupture, at speeds of several km per decade, a feature that is generally interpreted as resulting from the propa-
gation of a postseismic aseismic slip front (Fan et al., 2022; Peng & Zhao, 2009; Perfettini et al., 2019; Wes-
son, 1987). Joint coseismic and postseismic dynamic rupture inversion of the Napa earthquake also revealed
shallow afterslip propagating at about 1.5 km.day ™' (Premus et al., 2022). The speed observed in the experiment
analyzed here is in the lower range of estimates for natural faults. However further investigation on the role of
normal stress, loading rate would be necessary before upscaling the experimental results to natural faults. Pre-
vious studies have revealed how normal stress, fault roughness, and loading rate influence the critical nucleation
length (Guérin-Marthe et al., 2019; Latour et al., 2013), the duration and amount of precursory aseismic slip
(Guérin-Marthe et al., 2023). Our approach could be applied to other experiments performed under different stress
conditions and loading rates to better characterize the mechanical control on aseismic slip development during
nucleation. Furthermore, these experiments generate acoustic emissions (Marty et al., 2023) that could be located
with respect to the aseismic nucleation zone inferred from our kinematic inversion, in order to better constrain the
relationship between aseismic slip and seismic activity. Exploring these questions will be the purpose of our
future studies.

8. Conclusion

We have presented a kinematic inversion method to image aseismic slip on a centimetric scale laboratory fault
loaded within a tri-axial setup. The forward model involves the computation of quasi-static Green's functions
using 3D finite elements analysis accounting for the cylindrical geometry of the rock sample, and the experi-
mental loading conditions. After a series of synthetic tests allowing to better constrain the performance of the
inversion method with respect to the configuration of the strain gauge array, we tested our method on a fault
reactivation experiment. We showed that the nucleation of a stick-slip event consists of an aseismic slip event
propagating as a quasi-static crack like pattern, at a speed of the order of 200 m.day~' and leading to about
7 = 2 um of slip over a few tens of seconds before degenerating into a dynamic rupture. This first attempt to
image the dynamics of fault slip in the laboratory demonstrates the potential of strain inversion to better char-
acterize earthquake nucleation process.

Data Availability Statement

To ensure full reproducibility and ease-of-use of our framework, we provide the data used to perform the in-
versions at (Dublanchet et al., 2024). The MATLAB modules (KISLAB) used for the inversion are accessible at
https://github.com/Pierre-Dublanchet/kislab/releases (Dublanchet, 2024).
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