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KLR and Schur algebras for curves and semi-cuspidal representationsKLR and Schur algebras for

curves and semi-cuspidal representations

KLR AND SCHUR ALGEBRAS FOR CURVES AND SEMI-CUSPIDAL REPRESENTATIONS

RUSLAN MAKSIMAU AND ALEXANDRE MINETS

Abstract. Given a smooth curve 𝐶, we define and study analogues of KLR algebras and quiver Schur

algebras, where quiver representations are replaced by torsion sheaves on 𝐶. In particular, they provide

a geometric realization for certain affinized symmetric algebras. When 𝐶 = P1
, a version of curve Schur

algebra turns out to beMorita equivalent to the imaginary semi-cuspidal category of the Kronecker quiver

in any characteristic. As a consequence, we argue that one should not expect to have a reasonable theory

of parity sheaves for affine quivers.
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0. Introduction

0.1. Motivation. KLR algebraswere introduced by Khovanov and Lauda [KL09] and Rouquier [Rou08]

as a tool for categorification of quantum groups. The geometric construction of this algebras was given

by Varagnolo and Vasserot [VV11] and Rouquier [Rou12]. The positive characteristic version of this

construction was done in [Mak15].

Let us recall this geometric construction. Let Γ be a quiver without loops and let 𝛼 be the dimension

vector. To this data we can associate a complex variety 𝐙𝛼 . Its points are parameterized by triples,

consisting of a representation of Γ having dimension 𝛼 togetherwith two full flags of subrepresentations

on it. Then the algebra 𝑅(𝛼) is isomorphic to the equivariant Borel-Moore homology 𝐻
𝐺𝛼
∗ (𝐙𝛼), where

𝐺𝛼 is a certain group of gauge transformations. The union of categories of (graded, projective, finitely

generated) 𝑅(𝛼)-modules can be then equipped with induction and restriction functors. These functors

categorify product and coproduct in the quantum group𝑈−
𝑞 (gΓ), where gΓ is the Kac-Moody Lie algebra

associated to Γ.

One of our motivations was to generalize this construction to other objects. Namely, recall that by a

theorem of Ringel-Green [Rin90, Gre95] the quantum group𝑈−
𝑞 (gΓ) can be also realized as the spherical

Hall algebra of the category of representations of Γ. Another class of categories whose Hall algebras

were actively considered is categories Coh𝐶 of coherent sheaves over smooth curves, see [Sch12] for

an overview. In particular, starting with an elliptic curve, we get the elliptic Hall algebra, which was ex-

tensively studied under many different guises [MS17, BS12, Neg14, SV13]. Proceeding by analogy with

quivers, we expect that KLR-like algebras associated to the category Coh𝐶 will provide an interesting

categorification of the Hall algebra of 𝐶.
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2 RUSLAN MAKSIMAU AND ALEXANDRE MINETS

In the present paper, we are making first steps in this direction. Namely, given a smooth curve

𝐶 we consider the moduli stack T𝐶 = Tor𝐶, which parameterizes torsion sheaves on 𝐶. Repeating

the construction of KLR algebras, we consider the moduli of triples, consisting of a torsion sheaf of

length 𝑛 together with two full flags of subsheaves. Its Borel-Moore homology gets equipped with a

convolution product, and we call the resulting algebra R𝐶𝑛 the curve KLR algebra. 1
Further, replacing

full flags by partial flags, we define and study the curve Schur algebras S𝐶𝑛 . We obtain the following

explicit description of S𝐶𝑛 , see Section 2 for notations.

Theorem A (Theorem 3.15). Let 𝑃𝑛 = ⨁𝜆∈Comp(𝑛) 𝐏
S𝜆
𝑛 . The algebra S𝐶𝑛 can be identified with the

subalgebra of End(𝑃𝑛), generated by multiplication operators 𝑃𝑛 ⊂ End(𝑃𝑛), inclusions of invariants
S𝜆

′

𝜆
∶ 𝐏S𝜆

𝑛 ↪ 𝐏
S𝜆′

𝑛 (split), and the merge operators

M
𝜆
𝜆′ ∶ 𝐏

S𝜆′

𝑛 → 𝐏
S𝜆
𝑛 , M

𝜆
𝜆′(𝑃) = ∑

𝑎∈S𝜆/S𝜆′
(
𝑦

𝜆𝑘

∏

𝑖=1

𝜆𝑘+1

∏

𝑗=1 (
1 +

Δ
�̃�𝑘−1+𝑖,�̃�𝑘+𝑗

𝑥
�̃�𝑘+𝑗

− 𝑥
�̃�𝑘−1+𝑖

))

𝑎

,

where 𝜆′ = (𝜆1,… , 𝜆𝑟) is a composition of 𝑛, �̃�𝑘 = ∑1≤𝑖≤𝑘 𝜆𝑖, and 𝜆 = (𝜆1,… , 𝜆𝑘−1, 𝜆𝑘 + 𝜆𝑘+1, 𝜆𝑘+2,… , 𝜆𝑟).

We also provide an explicit basis and a diagrammatic presentation for S𝐶𝑛 , see Theorem 3.10. It turns

out that the integral version of S𝐶𝑛 for 𝐶 = P1
is intimately related to the representation theory of KLR

algebras in type ŝl2.

0.2. Semi-cuspidal categories. Let Γ be a quiver of affine type. It is known [McN17b, KM17b] (under

some conditions on the characteristic of the base field) that the KLR algebra 𝑅(𝛼) is properly stratified,

see [Kle15] for the definition of this property. Informally speaking, this means that one can slice the

category of 𝑅(𝛼)-modules into a collection of categories 𝐶(𝑛𝜉)−mod, where 𝜉 is a positive root. The

category 𝐶(𝑛𝜉)−mod is the category of semi-cuspidal 𝑅(𝑛𝜉)-modules. It is easy to describe if 𝜉 is a real

root, but becomes much more complicated when 𝜉 = 𝛿 is the imaginary root. In the present paper, we

shed some light on this problem by finding an explicit diagrammatic algebra, which isMorita equivalent

to 𝐶(𝑛𝛿) in any characteristic.

When working over k a field of characteristic zero, this was already done in [KM19]. In this case

𝐶(𝑛𝛿) can be shown to be Morita equivalent to 𝑒0𝐶(𝑛𝛿)𝑒0 for some simple and explicit idempotent

𝑒0. For any Z≥0-graded symmetric algebra 𝐹 , Kleshchev and Muth introduce the affinized symmetric

algebra W𝑛(𝐹) of rank 𝑛, and then prove an isomorphism 𝑒0𝐶(𝑛𝛿)𝑒0 ≃ W𝑛(𝐹) for a specific choice of

𝐹 . In particular, in type ŝl2 one has 𝐹 = k[𝑐]/(𝑐2).

In positive characteristic, the algebras 𝐶(𝑛𝛿) and 𝑒0𝐶(𝑛𝛿)𝑒0 are not Morita equivalent any more. It is

possible to find a more complicated idempotent 𝑒 such that the algebras 𝐶(𝑛𝛿) and 𝑒𝐶(𝑛𝛿)𝑒 are Morita

equivalent. However, no explicit description of 𝑒𝐶(𝑛𝛿)𝑒 is known in general.

The starting point of our contribution is the following observation:

Theorem B (Theorem 4.15, Section 5.3). We have an isomorphism of algebras R𝐶𝑛 ≃ W𝑛(𝐻
∗(𝐶,Q)).

When 𝐶 = P1, this isomorphism holds over any field k.

This suggests that the curve Schur algebras S𝐶𝑛 can be related to the imaginary semi-cuspidal cat-

egories. Indeed, let Γ be the Kronecker quiver, and 𝐶 = P1
. Using the well-known derived equiva-

lence between coherent sheaves on P1
and representations of Γ, we produce a homomorphism Φ𝑛 ∶

𝑒𝐶(𝑛𝛿)𝑒 → SP1

𝑛 . It is constructed in a geometric fashion, and is defined over any field, as well as over

k = Z. It turns out that Φ𝑛 is bijective if k is a field of characteristic zero and is injective for k = Z,

with the image S̃P1

𝑛 ∶= ImΦ𝑛 being a sublattice of full rank in SP1

𝑛 . Note that Φ𝑛 is not an isomor-

phism; this discrepancy is related to the fact that the integral cohomology groups of the stack T𝐶 are

not generated by tautological classes, see Example 5.7 and Proposition 7.37. In conclusion, we get the

following result:

TheoremC (Theorem 7.39). Let Γ be the Kronecker quiver, and let 𝛿 be the imaginary simple root. Denote
S̃

F𝑝
𝑛 = S̃P1

𝑛 ⊗Z F𝑝 . For any 𝑛 > 0 and 𝑝 prime, we have an isomorphism 𝑒𝐶F𝑝(𝑛𝛿)𝑒 ≃ S̃
F𝑝
𝑛 .

1
KLR algebras are often called “quiver Hecke algebras”, so we could call R𝐶

𝑛 “curve Hecke algebra”. We opted to not use

this terminology, since Hecke algebras already appear in too many different contexts
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Note that 𝐻 ∗(P1,k) ≃ k[𝑐]/(𝑐2), so as a byproduct we obtain a new geometric proof of the isomor-

phism of Kleshchev-Muth in type ŝl2.

The sublattice S̃P1

𝑛 can be described in terms of Theorem A. Namely, we give a certain explicit sub-

lattice 𝑃𝑛 ⊂ 𝑃𝑛 which is preserved under the action of S̃P1

𝑛 . The algebra S̃P1

𝑛 is then generated by

multiplication operators in 𝑃𝑛, together with split and merge operators S𝜆
′

𝜆
, M𝜆

𝜆′
. This allows us to ob-

tain a diagrammatic description, an explicit basis and a polynomial representation 𝑃𝑛 ⊗Z F𝑝 for S̃
F𝑝
𝑛 .

We conjecture that this representation is faithful, see Conjecture 7.40.

In Appendix A we discuss a consequence of the fact that the map Φ𝑛 is not surjective over F𝑝 .

We show that for the Kronecker quiver the fibers of the flag version of Springer resolution have even

cohomology groups over Z. For a quiver of Dynkin type, this would be enough to exhibit a nice

theory of parity sheaves on the quiver variety [Mak15]. However, the existence of such a theory for

the Kronecker quiver would imply surjectivity of Φ𝑛.

0.3. Future work. We expect that applying our approach to curves with orbifold points will shed light

on the semi-cuspidal category 𝐶(𝑛𝛿)−mod in other types. It would be also interesting to deduce some

combinatorics of 𝐶(𝑛𝛿)−mod from our explicit description of 𝑒𝐶(𝑛𝛿)𝑒.

Concerning the categorification questions, the next logical steps would be to consider Schur algebras

for the whole category Coh𝐶, including sheaves of positive rank. We plan to investigate this in the

future. For 𝐶 = P1
, partial results in this direction were obtained in [SVV19]. For 𝐶 = 𝐸 an elliptic

curve, we hope to obtain a categorification of the elliptic Hall algebra, compatible with the action of

the braid group 𝐵3 on 𝐷
𝑏(Coh𝐸).

0.4. Organization of paper. We start by recalling the theory of convolution algebras and their local-

ization in Section 1. Next, we introduce the moduli stack of (flags of) torsion sheaves on a smooth curve

and prove some of its properties in Section 2. In Section 3 we introduce curve Schur algebras S𝐶𝑛 , and

construct a basis and a faithful representation for them. A certain simple subalgebra of S𝐶𝑛 is described

by generators and relations in Section 4. In Section 5, we discuss in detail the integral version of S𝐶𝑛 for

𝐶 = P1
. In Section 6, we recall some properties of KLR algebras and their divided power version. In

Section 7, we provide a description of the semi-cuspidal category of the Kronecker quiver in positive

characteristic in terms of S𝐶𝑛 . Finally, these results are used in Appendix A to show that there is no

satisfactory theory of parity sheaves for the Kronecker quiver.

Acknowledgments. A crucial role in the development of this paper was played by Alexander Kleshchev.

We thank him for numerous fruitful discussions, for sharing his insight into semi-cuspidal representa-

tions of KLR algebras and particularly for pointing out to us that the map Φ𝑛 should not be surjective

over Z. The authors would also like to thank Anton Mellit, Olivier Schiffmann, Éric Vasserot for stim-

ulating discussions, and anonymous referees for valuable feedback. This collaboration between the

two authors started from a conversation at the workshop “Geometric representation theory and low-

dimensional topology” at ICMS, Edinburgh, and was in parts conducted during the thematic trimester

on representation theory at IHP, Paris.

Notations. All varieties we consider are defined over C, and dim(−) always means the complex dimen-

sion. The coefficient ring of 𝐻∗ is denoted by k. We always assume either that k is a field, or k = Z. In

Sections 3 and 4 we additionally assume that k is a field of characteristic zero. We will almost always

drop the coefficient ring from the notation.

For any𝐺-variety 𝑋 we define𝐻 ∗
𝐺(𝑋) ∶= 𝐻

𝐺
2 dim𝑋−∗

(𝑋) by abuse of notation. When 𝑋 is smooth, we

recover the usual cohomology groups, while for general 𝑋 this is usually not true. We introduce this

notation solely for the purpose of getting correct gradings later on, and will avoid it whenever possible.

We will never consider usual cohomology groups for singular varieties.

1. Localization of convolution algebras

1.1. Borel-Moore homology and refined pullbacks. Recall that for an algebraic variety𝑋 , its Borel-
Moore homology is defined as relative homology with respect to some compactification of 𝑋 . In what

follows, we will drop the superscript and write 𝐻∗(𝑋) = 𝐻
𝐵𝑀
∗ (𝑋). For any proper map 𝑓 ∶ 𝑋 → 𝑌 , we
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have the direct image 𝑓∗ ∶ 𝐻∗(𝑋) → 𝐻∗(𝑌 ). For any lci
2
morphism 𝑔 ∶ 𝑋 → 𝑌 , we have the pullback

map 𝑔∗ ∶ 𝐻∗(𝑌 ) → 𝐻∗+2𝑑(𝑋), where 𝑑 is the relative dimension of 𝑔 . Further, let ℎ ∶ 𝑌 ′ → 𝑌 be an

arbitrary morphism. Form a cartesian square

(1)

𝑌 ′ ×𝑌 𝑋 𝑌 ′

𝑋 𝑌

𝑔′

ℎ′ ℎ

𝑔

Then one can define the refined pullback (𝑔′)!𝑔 ∶ 𝐻∗(𝑌
′) → 𝐻∗+2𝑑(𝑌

′×𝑌𝑋). In particular, if𝑋, 𝑌
′ ⊂ 𝑌 are

closed subvarieties, and both 𝑋 and 𝑌 are smooth, we get a restriction map 𝐻∗(𝑌
′) → 𝐻∗−2codim𝑌𝑋 (𝑌

′ ∩

𝑋).

Remark 1.1. As notation suggests, (𝑔′)!𝑔 depends on the whole cartesian square (1), and not just the

map 𝑔′. However, we will often drop the subscript, when the choice of cartesian square is clear.

For a closed embedding of smooth varieties 𝑋 ⊂ 𝑌 , we denote its normal bundle by 𝑁𝑋𝑌 . We say

that a diagram is a fiber diagram if all squares in it are cartesian.

Proposition 1.2. (a) For any fiber diagram

𝑌 ′ ×𝑌 𝑋2 𝑌 ′ ×𝑌 𝑋1 𝑌 ′

𝑋2 𝑋1 𝑌

𝑔′2 𝑔′1

𝑔2 𝑔1

we have (𝑔′1 ◦ 𝑔
′
2)

!
𝑔1◦𝑔2

= (𝑔′2)
!
𝑔2
◦ (𝑔′1)

!
𝑔1
, provided that 𝑔1 and 𝑔2 are lci;

(b) consider a fiber diagram

𝑋 ′′ 𝑌 ′′

𝑋 ′ 𝑌 ′

𝑋 𝑌

𝑔′′

𝑓 ′ 𝑓

𝑔′

ℎ′ ℎ

𝑔

with both 𝑔 and 𝑔′ regular embeddings. Then (𝑔′′)!𝑔 = 𝑒(ℎ
′∗(𝑁𝑋𝑌 )/𝑁𝑋 ′𝑌 ′) ⋅ (𝑔′′)!

𝑔′
;

(c) consider a fiber diagram as in (b). If 𝑓 is proper, then (𝑔′)!𝑔 ◦ 𝑓∗ = 𝑓
′
∗ ◦ (𝑔′′)!𝑔 ;

(d) consider a fiber diagram

𝑋 ′′ 𝑌 ′′ 𝑍 ′

𝑋 ′ 𝑌 ′ 𝑍

𝑋 𝑌

𝑔′′

ℎ′′ ℎ′ ℎ

𝑔′

𝑔

with 𝑔 and ℎ lci morphisms. Then (𝑔′′)! ◦ (ℎ′)! = (ℎ′′)! ◦ (𝑔′)!;
(e) suppose 𝑔 in (1) is a closed embedding. Then (𝑔′)! ◦ (𝑔′)∗(−) = 𝑒((ℎ

′)∗𝑁𝑋𝑌 ) ⋅ −.

Proof. For (a-d), see [FM81] and [Ful98, Chapter 6]. The part (e) follows by setting 𝑌 ′′ = 𝑋 ′
in (c), and

further 𝑌 ′ = 𝑌 ′′ = 𝑋 ′
in (b). □

2
that is, a composition of a regular embedding and a smooth map
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1.2. Localization theorem. Let 𝑇 ⊂ 𝐺 be a reductive group together with a fixed maximal torus, and

denote by 𝑊 the corresponding Weyl group. In this paper, we will be chiefly considering equivari-

ant Borel-Moore homology groups. Proposition 1.2 extends to the equivariant case by the argument

in [AHR15, Appendix B.9]. For brevity, we will always denote the𝐺-equivariant cohomology of a point

𝐻 ∗
𝐺(𝑝𝑡) by 𝐻𝐺.

Proposition 1.3 ([Hsi75, III.§1]). Let𝑋 be a𝐺-variety, and k a field of characteristic 0. Then𝐻𝐺∗ (𝑋,k) ≃
𝐻𝑇∗ (𝑋,k)

𝑊 .

Let𝑋 be a 𝑇 -variety. The homology group𝐻𝑇∗ (𝑋) is naturally an𝐻𝑇 -module; we will write𝐻𝑇∗ (𝑋)loc

for its localization 𝐻𝑇∗ (𝑋) ⊗𝐻𝑇 Frac(𝐻𝑇 ).

Let 𝑋𝑇 be the subvariety of points in 𝑋 fixed by 𝑇 , and the inclusion 𝑖𝑋 ∶ 𝑋𝑇 ↪ 𝑋 the natural

embedding.

Proposition 1.4 (Localization theorem). Let 𝑇 be an algebraic torus, and𝑋 a 𝑇 -variety. Suppose that𝑋𝑇

is not empty. Then the Frac(𝐻𝑇 )-linear map 𝑖𝑋∗ ∶ 𝐻𝑇∗ (𝑋
𝑇 )loc → 𝐻𝑇∗ (𝑋)loc is an isomorphism. Moreover,

assume that k is a torsion-free Z-module. Then for any 𝑇 -equivariant closed embedding 𝑋 ↪ 𝑌 into a
smooth 𝑇 -variety 𝑌 , the map (𝑖𝑋 )!𝑖𝑌 ∶ 𝐻𝑇∗ (𝑋)loc → 𝐻𝑇∗ (𝑋

𝑇 )loc is an isomorphism as well.

Proof. The first claim is proved in [Hsi75, III.§1]. The second claim is obtained by applying Proposi-

tion 1.2.(e). □

Remark 1.5. Note that we only need the assumption on k to assure that the Euler class in Proposi-

tion 1.2.(e) is not a zero divisor. Thus the proposition will hold for otherk, if we can check this condition

separately.

Applying Proposition 1.2.(e), we get a useful corollary.

Lemma 1.6. Let 𝑓 ∶ 𝑋 ′ → 𝑌 ′ be a projective morphism of smooth 𝑇 -varieties, 𝑌 ⊂ 𝑌 ′ is a closed 𝑇 -stable
subvariety, and 𝑋 = 𝑌 ×𝑌 ′ 𝑋 ′. Assume that fixed point sets 𝑋𝑇 , 𝑌 𝑇 are non-empty, and let 𝑓𝑇 ∶ 𝑋𝑇 → 𝑌 𝑇

be the restriction of 𝑓 . Then we have a base change formula in localized homology groups:

𝑖
!
𝑌 𝑓∗(−) = 𝑒(𝑁(𝑌 ′)𝑇 𝑌

′
) ⋅ 𝑓𝑇∗ (𝑒(𝑁(𝑋 ′)𝑇𝑋

′
)
−1

⋅ 𝑖
!
𝑋 (−)) .

Corollary 1.7. Let 𝑋 be a 𝐺-variety. Assume that 𝐻𝐺∗ (𝑋) is a torsion-free 𝐻𝐺-module. Then the compo-
sition

𝐻
𝐺
∗ (𝑋) ⊂ 𝐻

𝑇
∗ (𝑋) → 𝐻

𝑇
∗ (𝑋)loc ≃ 𝐻

𝑇
∗ (𝑋

𝑇
)loc

is injective.

Proof. It’s enough to check that for any 𝑎 ∈ 𝐻𝐺∗ (𝑋), its annihilator inside the 𝐻𝑇 -module 𝐻𝑇∗ (𝑋) is

trivial. Since 𝐻𝐺∗ (𝑋) is torsion free, we have Ann(𝑎) ∩ 𝐻𝐺 = 0. If 𝑝𝑎 = 0 for 𝑝 ∈ 𝐻𝑇 , then ∏𝜎∈𝑊 𝜎(𝑝)

lies in the above intersection. Since 𝐻𝑇 is integral, we conclude that 𝑝 = 0. □

Note that for a 𝐺-variety 𝑋 , its homology 𝐻𝑇∗ (𝑋
𝑇 ) acquires a 𝑊 -action, induced diagonally from

the actions on 𝑋𝑇 and 𝑇 . We therefore obtain an embedding 𝐻𝐺∗ (𝑋) ⊂ (𝐻
𝑇
∗ (𝑋

𝑇 )loc)
𝑊
.

1.3. Convolution algebras. Let 𝜋 ∶ 𝑌 → 𝑋 be a proper morphism between smooth varieties. For

any 𝑘 ≥ 1, define

𝑍
(𝑘)

= 𝑌 ×𝑋 … ×𝑋 𝑌
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑘+1 terms

,

and let 𝑗𝑘 ∶ 𝑍
(𝑘) ↪ 𝑌 𝑘+1 be the natural embedding. We will write 𝑍 = 𝑍 (1)

, 𝑍 (0) = 𝑌 , and 𝑗 = 𝑗1.

For any finite set of indices 𝐼 = {𝑖1 < 𝑖2 < … < 𝑖𝑘}, where 𝑖𝑘 ≤ 𝑛, consider the natural projections 𝑝𝐼 =

𝑝𝑖1…𝑖𝑘 ∶ 𝑌 𝑛 → 𝑌 𝑘 onto the coordinates contained in 𝐼 . We will denote the corresponding restrictions

𝑍 (𝑛−1) → 𝑍 (𝑘−1)
by the same letter. In particular, for any 1 ≤ 𝑖 ≤ 𝑘 + 1, we have a map 𝑝𝑖 ∶ 𝑍

(𝑘) → 𝑌 .

Since 𝑌 is smooth, the embedding (𝑝𝑖, id𝑍) ∶ 𝑍
(𝑘) ↪ 𝑌 × 𝑍 (𝑘)

is regular, so that the pullback along it

provides us with an 𝐻−∗(𝑌 )-module structure on 𝐻∗(𝑍
(𝑘)). We will denote this action by 𝛾 ⋅𝑖 𝑥 , where

𝛾 ∈ 𝐻 ∗(𝑌 ), 𝑥 ∈ 𝐻∗(𝑍
(𝑘)).
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Consider the following diagram with cartesian square:

𝑍 × 𝑍 𝑍 (2) 𝑍

𝑌 2 × 𝑌 2 𝑌 3

(𝑝12,𝑝23) 𝑝13

For each 𝛾 ∈ 𝐻 ∗(𝑌 ), we have the following convolution product on 𝐻∗(𝑍):

∗𝛾∶ 𝐻∗(𝑍) ⊗ 𝐻∗(𝑍) → 𝐻∗−2 dim 𝑌−deg 𝛾 (𝑍),

𝑎 ⊗ 𝑏 ↦ (𝑝13)∗ (𝛾 ⋅2 (𝑝12, 𝑝23)
!
(𝑎 ⊗ 𝑏)) ,

where the refined pullback (𝑝12, 𝑝23)
!
is defined with respect to the regular embedding 𝑌 3 ↪ 𝑌 2 × 𝑌 2

.

In the same fashion, we have a map

(2)

𝐻∗(𝑍) ⊗ 𝐻∗(𝑌 ) → 𝐻∗− deg 𝛾 (𝑌 ),

𝑎 ⊗ 𝑥 ↦ (𝑝1)∗((𝛾𝑥) ⋅2 𝑎).

Proposition 1.8. A𝛾 = A𝛾 (𝜋) = (𝐻∗(𝑍), ∗𝛾 ) is an associative algebra. Themap (2) defines anA𝛾 -module
structure on 𝐻∗(𝑌 ).

Proof. For 𝛾 = 1 ∈ 𝐻 0(𝑌 ) this is Corollary 2.7.41, 2.7.42 in [CG10]. For general 𝛾 , the proof is analogous.

□

Notation. In what follows, we will call 𝛾 the twist, and drop the subscript if 𝛾 = 1 ∈ 𝐻 0(𝑌 ).

Example 1.9. Consider the identity map 𝑌 → 𝑌 . The associated convolution algebra is simply 𝐻∗(𝑌 )

together with intersection product. Moreover, the closed embedding 𝑌 ≃ 𝑌 ×𝑌 𝑌 ↪ 𝑌 ×𝑋 𝑌 = 𝑍 defines

a homomorphism of algebras 𝐻∗(𝑌 ) → A, and restriction of the action in Proposition 1.8 to 𝐻∗(𝑌 )

coincides with the left action of 𝐻∗(𝑌 ) on itself.

Suppose now that 𝑇 is an algebraic torus, 𝑋 and 𝑌 are 𝑇 -varieties, and 𝜋 is 𝑇 -equivariant. Note that

𝑍𝑇 = 𝑌 𝑇 ×𝑋𝑇 𝑌
𝑇
. Let us further assume that 𝜋𝑌 𝑇 ∶ 𝑌 𝑇 → 𝑋𝑇 is a submersion, so that 𝑍 (𝑘)𝑇

is smooth

for any 𝑘 ≥ 1. Therefore, Proposition 1.8 produces algebra structures on 𝐻𝑇∗ (𝑍) and 𝐻
𝑇
∗ (𝑍

𝑇 )loc. Let us

call these algebras A∙ and A𝑇
∙ respectively, where subscripts stand for the twist.

Let 𝑒(𝑌 ) ∈ 𝐻 ∗
𝑇 (𝑌

𝑇 ) denote the equivariant Euler class of the normal bundle 𝑁𝑌 𝑇 𝑌 .

Proposition 1.10. The localization map 𝑖!𝑍 induces an algebra homomorphism A → A𝑇
𝑒(𝑌 )−1

.

Proof. Consider the localization diagram:

𝑍 × 𝑍 𝑍 (2) 𝑍

𝑍𝑇 × 𝑍𝑇 𝑍 (2)𝑇 𝑍𝑇

𝑝12×𝑝23 𝑝13

𝑖𝑍×𝑖𝑍

𝑝𝑇 𝑞𝑇

𝑖
𝑍(2) 𝑖𝑍

Note that the left square is cartesian, while the one on the right is only commutative. By Proposi-

tion 1.2.(d), we have (𝑖𝑍 (2))
!
𝑖
𝑌 4
◦ (𝑝12 × 𝑝23)

! = (𝑝𝑇 )
!
𝑝12×𝑝23

◦ (𝑖𝑍×𝑍)
!
𝑖
𝑌 4
. On the other hand, by Lemma 1.6 we

have

𝑖
!
𝑍𝑝13∗(−) = 𝑞𝑇∗(𝑒(𝑁𝑌 4𝑇 𝑌

4
)
−1
𝑓
∗
𝑇 (𝑒(𝑁𝑌 2𝑇 𝑌

2
)) ⋅ (𝑖𝑍 (2))

!
𝑖
𝑌 4
(−))

= 𝑞𝑇∗ (
𝑒(𝑌 )

−2
⋅2 (𝑖𝑍 (2))

!
𝑖
𝑌 4
(−)

)

Finally, Proposition 1.2.(b) shows that (𝑝𝑇 )
!
𝑝12×𝑝23

= 𝑒(𝑌 ) ⋅2 𝑝
∗
𝑇 . Putting everything together, we get

𝑖
!
𝑍 ◦ 𝑝13∗ ◦ (𝑝12 ◦ 𝑝23)

!
(−) = 𝑞𝑇∗ (

𝑒(𝑌 )
−2

⋅2 (𝑖𝑍 (2))
!
𝑖
𝑌 4
◦ (𝑝12 ◦ 𝑝23)

!
(−)

)

= 𝑞𝑇∗ (𝑒(𝑌 )
−2

⋅2 (𝑝𝑇 )
!
𝑝12×𝑝23

◦ 𝑖
!
𝑍2(−)) = 𝑞𝑇∗ (𝑒(𝑌 )

−1
⋅2 𝑝

∗
𝑇 ◦ 𝑖

!
𝑍2(−)) ,

which proves that 𝑖!𝑍 commutes with multiplication. □
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Proposition 1.11. We have a commutative square

A ⊗ 𝐻∗(𝑌 ) 𝐻∗(𝑌 )

A𝑇
𝑒(𝑌 )−1

⊗ 𝐻𝑇∗ (𝑌
𝑇 )loc 𝐻𝑇∗ (𝑌

𝑇 )loc

𝑖!𝑍×𝑖
∗
𝑌

𝑖∗𝑌

where the horizontal maps are defined by (2).

Proof. Analogous to Proposition 1.10. □

1.4. Convolution from finite group action. Let us conclude this section with an easy example,

which will become useful later. Namely, let Γ be a finite group acting on a smooth variety 𝑋 , and set

𝑌 = Γ × 𝑋 , with 𝜋 ∶ 𝑌 → 𝑋 being the projection. We clearly have 𝑍 = Γ2 × 𝑋 , and

(3) 𝐻∗(𝑌 ) ≃ k[Γ] ⊗ 𝐻∗(𝑋), 𝐻∗(𝑍) ≃ k[Γ]
⊗2
⊗ 𝐻∗(𝑋).

Fix a class 𝛾 ∈ 𝐻 ∗(𝑋), and let 𝛾 ◦ = ∑𝑔∈Γ 𝑔 ⊗ 𝛾
𝑔 ∈ 𝐻∗(𝑌 ), where 𝑥

𝑔
denotes the image of 𝑥 ∈ 𝐻∗(𝑋)

under the action of 𝑔 ∈ Γ. Consider the algebra A𝛾 ◦ . As a vector space, it is isomorphic to 𝐻∗(𝑍), while

the product is given by

(4) (𝑔1 ⊗ 𝑔2 ⊗ 𝑥) ∗ (ℎ1 ⊗ ℎ2 ⊗ 𝑦) = 𝛿𝑔2,ℎ1(𝑔1 ⊗ ℎ2 ⊗ 𝑥𝑦𝛾
𝑔2),

where 𝛿𝑔2,ℎ1 is the Kronecker delta. Note that if we equip 𝑌 = Γ × 𝑋 with the diagonal Γ-action, 𝜋

becomes Γ-equivariant. Moreover, 𝛾 ◦ ∈ 𝐻∗(𝑌 ) is a Γ-invariant class. Therefore, Γ acts onA𝛾 ◦ via algebra

automorphisms; under the isomorphism (3), it gets identified with the diagonal action on k[Γ]⊗2 ⊗

𝐻∗(𝑋). Consider the Γ-invariant subalgebra A
Γ
𝛾 ◦ ⊂ A𝛾 ◦ . Its basis is given by elements

𝜉(𝑔,𝑥) = ∑

ℎ∈Γ

ℎ ⊗ ℎ𝑔 ⊗ 𝑥
ℎ
.

Using the formula (4), we get

𝜉(𝑔,𝑥) ∗ 𝜉(ℎ,𝑦) = ∑

𝑓 ∈Γ

𝑓 ⊗ 𝑓 𝑔ℎ ⊗ 𝑥
𝑓
(𝑦𝛾 )

𝑓 𝑔
= 𝜉(𝑔ℎ,𝑥(𝑦𝛾 )𝑔 )(5)

In particular, assume that 𝛾 is invertible and of even degree. Denote 𝜉(𝑔,𝑥) = 𝜉(𝑔,𝑥𝛾−1). Then 𝜉(𝑔,𝑥) ∗

𝜉(ℎ,𝑦) = 𝜉(𝑔ℎ,𝑥𝑦𝑔 ), so that AΓ
𝜋∗𝛾 is isomorphic to the semi-direct tensor product 𝐻∗(𝑋)⋊ C[Γ].

In the same way, 𝐻∗(𝑌 )
Γ
is an AΓ

𝛾 ◦-module. We have

𝐻∗(𝑋) = 𝐻∗(𝑌 )
Γ
↪ 𝐻∗(𝑌 ), 𝑥 ↦ 𝑥

◦
.

Under this identification, the action is given by 𝜉(𝑔,𝑥).𝑦 = 𝑥(𝑦𝛾 )𝑔 , or equivalently 𝜉(𝑔,𝑥).𝑦 = 𝑥𝑦𝑔
𝛾 𝑔

𝛾
.

Setting 𝜓𝑦 = 𝑦𝛾
−1
, we get 𝜉(𝑔,𝑥).𝜓𝑦 = 𝜓𝑥𝑦𝑔 .

Remark 1.12. The action map 𝑎 ∶ 𝑌 = Γ × 𝑋 → 𝑋 is Γ-equivariant, where Γ acts by multiplication

on the first coordinate of 𝑌 . It is easy to check that the map 𝑌 → 𝑌 , (𝑔, 𝑥) ↦ (𝑔, 𝑔.𝑥) induces an

isomorphism of algebras AΓ
𝜋∗𝛾 (𝑎) ≃ AΓ

𝛾 ◦(𝜋).

2. Torsion sheaves on curves

2.1. Flag varieties. In this subsection, we recall some standard facts about flag varieties.

For each 𝑛, consider C𝑛
together with its standard basis 𝑒1,… , 𝑒𝑛, and let 𝑉𝑘 = ⨁

𝑘
𝑖=1 C𝑒𝑖 for any

1 ≤ 𝑘 ≤ 𝑛. Let 𝐺𝑛 = 𝐺𝐿(C𝑛), S𝑛 the symmetric group on 𝑛 symbols, and let 𝑇𝑛 ⊂ 𝐵𝑛 ⊂ 𝐺𝑛 be the

maximal torus and the Borel subgroup, associated to the basis above. We call a tuple of positive integers

𝜆 = (𝜆1,… 𝜆𝑘) a composition of 𝑛, if∑𝑖 𝜆𝑖 = 𝑛 (the length 𝑘 is not fixed), and denote by Comp(𝑛) the set

thereof. We also set �̃�𝑖 = 𝜆1 + … + 𝜆𝑖. We introduce the following index subsets of Z2
:

𝑁𝜆 = ⋃

0≤𝑖<𝑗≤𝑟−1

[�̃�𝑖 + 1, �̃�𝑖+1] × [�̃�𝑗 + 1, �̃�𝑗+1], 𝐼𝜆 = 𝑁𝜆 ∪
(
⋃

𝑖

[�̃�𝑖 + 1, �̃�𝑖+1]
2

)
⧵ {(𝑖, 𝑖) ∶ 1 ≤ 𝑖 ≤ 𝑛} .
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For each 𝜆 ∈ Comp(𝑛), denote S𝜆 = S𝜆1 × … ×S𝜆𝑘 ⊂ S𝑛, 𝐺𝜆 = 𝐺𝜆1 × … × 𝐺𝜆𝑘 ⊂ 𝐺𝑛, and 𝑃𝜆 = 𝐺𝜆𝐵𝑛.

The partial flag variety 𝐺𝑛/𝑃𝜆 will be denoted by F𝜆; we will also write F𝑛 ∶= F1𝑛 for the complete

flag variety.

One can identify S𝑛/S𝜆 with the set of minimal length coset representatives, which we denote by

S𝜆
:

S𝜆
=

{

𝜎 ∈ S𝑛 ∣ 𝜎(𝑖) < 𝜎(𝑗) if �̃�𝑘 < 𝑖 < 𝑗 ≤ �̃�𝑘+1 for some 𝑘

}

.

We have analogous identifications for right and double cosets:

S𝜆\S𝑛 ≃ S𝜆 ∶= (S𝜆
)
−1

=
{
𝜎
−1

∣ 𝜎 ∈ S𝜆
}
, S𝜇\S𝑛/S𝜆 ≃ S𝜇 𝜆

∶= S𝜇 ∩S𝜆
.

For any 𝑤 ∈ S𝑛, let 𝐹𝑤 ∈ F𝜆 be the flag 𝑤.𝑉𝜆1 ⊂ 𝑤.𝑉𝜆1+𝜆2 ⊂ … ⊂ C𝑛
. Note that 𝐹𝑤 depends

only on 𝑤S𝜆. The flags 𝐹𝑤 are precisely the 𝑇𝑛-fixed points in F𝜆. Moreover, they are in one-to-one

correspondence with left 𝐵𝑛-orbits in F𝜆:

F𝜆 = ⨆

𝑤∈S𝜆

𝐵𝑛.𝐹𝑤.

Let us denote 𝑂𝜆𝑤 = 𝐵𝑛.𝐹𝑤 ⊂ F𝜆; we will omit the superscript when the choice of parabolic subgroup

is clear. Each of these strata is an affine space.

The Bruhat order on S𝑛 induces a partial order on S𝜆
. It coincides with the orbit closure order on

F𝜆:

∀𝑤1, 𝑤2 ∈ S𝜆
, [𝑤1] ≤ [𝑤2] ⇔ 𝑂𝑤1

⊆ 𝑂𝑤2
.

For any two compositions 𝜆, 𝜇 ∈ Comp(𝑛), the orbits in F𝜇 ×F𝜆 with respect to the diagonal action

of 𝐺𝑛 are parametrized by double cosets. Moreover, we have a 𝐺𝑛-equivariant stratification

(6) F𝜇 × F𝜆 = ⨆

𝑤∈ S𝜇 𝜆

Ω𝑤

where Ω𝑤 = 𝐺𝑛.(𝐹𝑒 , 𝐹𝑤). For later use, we denote 𝑃
𝑤
𝜇𝜆

∶= 𝑃𝜇 ∩𝑤.𝑃𝜆 = Stab𝐺𝑛(𝐹𝑒 , 𝐹𝑤). It is clear that 𝑃
𝑤
𝜇𝜆

retracts to the reductive group 𝐺𝑤
𝜇𝜆

∶= 𝐺𝜇 ∩ 𝑤.𝐺𝜆, whose Weyl group is given by S𝜇 ∩ 𝑤.S𝜆.

We will write 𝐻 ∗
𝑇𝑛
(𝑝𝑡) = k[𝑥1,… , 𝑥𝑛], where 𝑥𝑖 is the first 𝑇𝑛-equivariant Chern class of the line

bundleC𝑒𝑖, equippedwith the 𝑇𝑛-linearization by the action of the 𝑖-th diagonal element, and deg 𝑥𝑖 = 2.

We will use 𝑥𝑖 and C𝑒𝑖 interchangeably. In accordance with Proposition 1.3, we have

𝐻
∗
𝐺𝑛
(𝑝𝑡) = k[𝑥1,… , 𝑥𝑛]

S𝑛 , 𝐻
∗
𝐺𝑛
(F𝜆) = 𝐻

∗
𝑃𝜆
(𝑝𝑡) = k[𝑥1,… , 𝑥𝑛]

S𝜆 .

The Euler classes of tangent spaces at 𝑇𝑛-fixed points are expressed by the following formulae:

𝑒(𝑇𝐹𝑤F𝛾 ) = ∏

(𝑖,𝑗)∈𝑤𝑁𝜆

(𝑥𝑗 − 𝑥𝑖), 𝑒 (𝑇(𝐹𝑤1 ,𝐹𝑤2 )
𝐺𝑛.(𝐹𝑤1

, 𝐹𝑤2
)) = ∏

(𝑖,𝑗)∈𝑤1𝑁𝜇∪𝑤2𝑁𝜆

(𝑥𝑗 − 𝑥𝑖).

2.2. Torsion sheaves on a smooth curve. Let 𝐶 be a smooth projective curve over C, and denote

by O = O𝐶 its structure sheaf. Let T = Tor𝐶 be the moduli stack of torsion sheaves on 𝐶. It has a

decomposition into connected components T = ⨆𝑛∈Z≥0
T𝑛, where T𝑛 stands for the moduli stack of

torsion sheaves of degree 𝑛.

The stack T𝑛 possesses an explicit presentation as a quotient. Namely, let Q𝑢𝑜𝑡𝑛(C
𝑛 ⊗ O) be the

Q𝑢𝑜𝑡-scheme for constant Hilbert polynomial 𝑃E = 𝑛. Recall (see [LP97] for details) that its C-points

are given by quotients 𝜑 ∶ C𝑛 ⊗ O ↠ E, where E is a torsion sheaf of degree 𝑛. This Q𝑢𝑜𝑡-scheme is

smooth, and its tangent space at 𝜑 is

(7) 𝑇𝜑Q𝑢𝑜𝑡𝑛(C
𝑛
⊗ O) ≃ Hom(Ker𝜑,E).

Moreover, the Q𝑢𝑜𝑡-scheme has a natural 𝐺𝑛-action by automorphisms of C𝑛 ⊗ O. Define 𝑄𝑛 as its

open subscheme, consisting of quotients which induce an isomorphism on global sections:

𝑄𝑛 =
{
𝜑 ∶ C𝑛

⊗ O↠ E ∣ 𝐻
0
(𝜑) is an isomorphism

}
⊂ Q𝑢𝑜𝑡𝑛(C

𝑛
⊗ O).

Note that 𝑄𝑛 inherits 𝐺𝑛-action.

Lemma 2.1 ([LP97]). We have an isomorphism of stacks [𝑄𝑛/𝐺𝑛] ≃ T𝑛.
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In particular, each T𝑛 is smooth, since the lemma above provides it with a smooth atlas.

When 𝑛 = 1, we have isomorphisms Q𝑢𝑜𝑡1(O) ≃ 𝑄1 ≃ 𝐶, and the action of 𝐺1 ≃ G𝑚 is trivial. In

view of this, denote by 𝑝𝑖𝑗 ∶ 𝑄1 ×𝑄1 ×𝐶 ≃ 𝐶 ×𝐶 ×𝐶 → 𝐶 ×𝐶 the natural projections (as in Section 1.3).

Lemma 2.2 ([Min20, Lemma 3.2]). Let K,E ∈ Coh(𝑄1 × 𝐶) ≃ Coh(𝐶 × 𝐶) be the universal families of
kernels and images of quotients O → E respectively. Then

𝑝12∗H𝑜𝑚(𝑝
∗
13K, 𝑝

∗
23E) ≃

𝑥2

𝑥1
O𝐶×𝐶(Δ),

where Δ ⊂ 𝐶 × 𝐶 is the diagonal.

Notation. When working with 𝑄𝑛1 , we will write K𝑖 = 𝑝∗𝑖,𝑛+1K, E𝑖 = 𝑝∗𝑖,𝑛+1E, and further denote the

sheaf 𝑝1…𝑛∗H𝑜𝑚(K𝑖,E𝑗 ) of global sections along 𝐶 by Hom(K𝑖,E𝑗 ).

By [Min20, Lemma 3.1], we have an identification𝑄𝑇𝑛𝑛 = (𝑄1)
𝑛 = 𝐶𝑛. The normal bundle to the fixed

point set 𝑁𝑄𝑛1𝑄𝑛 is given by the following formula:

𝑁𝑄𝑛1𝑄𝑛 = (𝑇𝑄𝑛)|𝑄𝑛1 /𝑇𝑄
𝑛
1 = ⨁

𝑖≠𝑗

Hom(K𝑖,E𝑗 ) = ⨁

𝑖≠𝑗

𝑥𝑗

𝑥𝑖
O(Δ𝑖𝑗 ),(8)

where Δ𝑖𝑗 ⊂ 𝐶
𝑛
is the preimage of Δ under the natural projection 𝑝𝑖𝑗 ∶ 𝐶

𝑛 → 𝐶2
.

For any 𝐼 ⊂ [1, 𝑛], write 𝑉𝐼 = ⨁𝑖∈𝐼 C𝑒𝑖. Let 𝑆 ∈ 2[1,𝑛] be a collection of subsets of [1, 𝑛]. Let 𝑆 ∈ 2[1,𝑛]

be the smallest collection which contains 𝑆 and is stable under taking intersections and complements.

It gives rise to a disjoint union [1, 𝑛] = ⨆𝑗 𝐼𝑗 , with subsets 𝐼𝑗 being subsets in 𝑆, which are minimal

under inclusion. Consider the subset 𝑄𝑆 ⊂ 𝑄𝑛 consisting of quotients 𝜑 ∶ C𝑛 ↠ E, such that

(9) 𝐻
0
(𝜑)|𝑉𝐼⊗O ∶ 𝑉𝐼 → 𝐻

0
(Im𝜑|𝑉𝐼⊗O)

is an isomorphism for any 𝐼 ∈ 𝑆. Further, we denote 𝑄𝑆 ∶= ∏𝑗 𝑄𝑉𝐼𝑗⊗O
, where 𝑄𝑉𝐼𝑗⊗O

is defined in the

same way as 𝑄dim𝑉𝐼𝑗
, with C

dim𝑉𝐼𝑗 replaced by 𝑉𝐼𝑗 .

Lemma 2.3. 𝑄𝑆 is a smooth closed subvariety of 𝑄𝑛. More specifically, 𝑄𝑆 is a vector bundle over 𝑄𝑆 .

Proof. If 𝑆 = {𝐼 } consists of one subset, then 𝑄𝑆 is closed in 𝑄𝑛 by [Min20, Proposition 1.8]. For general

𝑆, 𝑄𝑆 is closed as an intersection of closed subvarieties.

Let 𝐼 ⊂ [1, 𝑛], and 𝐽 its complement. Consider an action of C∗
on C𝑛

, which has weight 1 on 𝑉𝐼 and

is trivial on 𝑉𝐽 . This induces an action 𝑎𝐼 of C∗
on 𝑄𝑛. Moreover, analogously to [Min20, Lemma 3.1]

we have (𝑄𝑛)
C∗

= 𝑄𝑉𝐼⊗O × 𝑄𝑉𝐽⊗O, and the corresponding attracting set is 𝑄{𝐼 }.

For a general 𝑆, consider an action of the torus 𝑇𝑆 = ∏𝐼∈𝑆(G𝑚)𝐼 on 𝑄𝑑 , where for each 𝐼 the action

of (G𝑚)𝐼 is given by 𝑎𝐼 . Taking intersections, we see that the fixed point set of this action is 𝑄𝑆 , and the

attracting set is 𝑄𝑆 . Białynicki-Birula’s theorem [Bia73] then implies that 𝑄𝑆 is a Zariski locally trivial

fibration over 𝑄𝑆 , whose fiber is an affine space. In particular, it is smooth. □

Let 𝜆 = (𝜆1,… , 𝜆𝑘) be a composition of 𝑛. Consider the stack of flags of torsion sheaves of type 𝜆:

F𝜆 = {0 = E0 ⊂ E1 ⊂ … ⊂ E𝑘 ∶ deg (E𝑖/E𝑖−1) = 𝜆𝑖} .

Analogously to Lemma 2.1, the stack F𝜆 has a quotient presentation F𝜆 ≃ [𝑄𝜆/𝑃𝜆]. Here, 𝑄𝜆 = 𝑄𝑆 for

𝑆 = {[1, �̃�𝑖]}
𝑘
𝑖=1; we will also call this collection of intervals 𝜆 by abuse of notation. Analogously to (8),

we have

(10) 𝑁𝑄𝑛1𝑄𝜆 = (𝑇𝑄𝜆)|𝑄𝑛1 /𝑇𝑄
𝑛
1 = ⨁

(𝑖,𝑗)∈[1,𝑛]2⧵𝑁𝜆
𝑖≠𝑗

Hom(K𝑖,E𝑗 ) = ⨁

(𝑖,𝑗)∈𝐼𝜆

𝑥𝑖

𝑥𝑗
O(Δ𝑖𝑗 ).

We have maps

F𝜆

T𝜆 T𝑑

𝑞𝜆 𝑝𝜆
𝑞𝜆(E1 ⊂ E2 ⊂ … ⊂ E𝑘) = (E1,E2/E1,… ,E𝑘/E𝑘−1),

𝑝𝜆(E1 ⊂ E2 ⊂ … ⊂ E𝑘) = E𝑘 ,
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where T𝜆 ∶= T𝜆1 × … × T𝜆𝑘 . Note that the map 𝑞𝜆 is not representable, since it is not faithful on

automorphism groups of points. However, it is a stack vector bundle, that is it comes from a two-term

complex of vector bundles on the base, see [GPHS14, Corollary 3.2]. For instance, when 𝑘 = 2, this

complex is 𝑅Hom𝐶(E1,E2)[1], where E𝑖 is the universal sheaf on T𝜆𝑖 × 𝐶. In particular, pulling back

along 𝑞𝜆 induces an isomorphism 𝐻 ∗(F𝜆) ≃ 𝐻
∗(T𝜆).

On the other hand, 𝑝𝜆 is induced by the embedding 𝑄𝜆 ↪ 𝑄𝑛:

𝑝𝜆 ∶ F𝜆 ≃ [𝑄𝜆/𝑃𝜆] ≃ [𝐺𝑛 ×𝑃𝜆 𝑄𝜆/𝐺𝑛] → [𝑄𝑛/𝐺𝑛] ≃ T𝑛.

In particular, it is a projective morphism.

Denote 𝑌𝜆 = 𝐺𝑛 ×𝑃𝜆 𝑄𝜆. Then (𝑌𝜆)
𝑇𝑛 = S𝑛/S𝜆 ×𝐶

𝑛
, and the projection (𝑌𝜆)

𝑇𝑛 → 𝑄𝑇𝑛𝑛 gets identified

with the projection S𝑛/S𝜆 × 𝐶
𝑛 → 𝐶𝑛.

Let us denote 𝐏𝑛 = 𝐏𝑛(𝐶) = 𝐻
∗(𝐶𝑛)[𝑥1,… , 𝑥𝑛], where deg 𝑥𝑖 = 2.

Proposition 2.4 ([Hei12, Theorem 1]). We have 𝐻 ∗(T𝑛) ≃ 𝐏S𝑛
𝑛 .

Since 𝑞𝜆 is a stack vector bundle, we also have

(11) 𝐻
∗
(F𝜆) ≃ 𝐻

∗
(T𝜆) ≃ ⨂

𝑖

𝐏
S𝜆𝑖

𝜆𝑖
= 𝐏

S𝜆
𝑛 .

Lemma 2.5. Let 𝑐𝑜 be the composition 𝐻 ∗(T𝑛) ≃ 𝐻 ∗
𝐺𝑛
(𝑄𝑛) ↪ 𝐻 ∗

𝑇𝑛
(𝑄𝑛)

𝑖∗𝑄𝑛
−−→ 𝐻 ∗

𝑇𝑛
(𝐶𝑛) ≃ 𝐻 ∗(T𝑛1 ). Then

the following square commutes:

𝐻 ∗(T𝑛) 𝐏S𝑛
𝑛

𝐻 ∗(T𝑛1 ) 𝐏𝑛

∼

𝑐𝑜

Proof. Consider the following diagram, where the vertical arrows are given by restriction to 𝑇𝑛-fixed

points, and 𝑎 ∶ S𝑛 × 𝐶
𝑛 → 𝐶𝑛 is the natural action:

𝐻 ∗
𝐺𝑛
(𝑄𝑛) 𝐻 ∗

𝐺𝑛
(𝑌1𝑛) 𝐻 ∗

𝐵𝑛
(𝑄1𝑛) 𝐻 ∗

𝑇𝑛
(𝑄1𝑛)

𝐻 ∗
𝑇𝑛
(𝐶𝑛) 𝐻 ∗

𝑇𝑛
(S𝑛 × 𝐶

𝑛) 𝐻 ∗
𝑇𝑛
(𝐶𝑛) 𝐻 ∗

𝑇𝑛
(𝐶𝑛)

𝑐𝑜

∼
∼

𝑎∗ 𝑎∗

All squares above are obviously commutative, except for the second one, which commutes by [Min20,

Lemma A.17]. The proof of Proposition 2.4 in [Hei12] shows that the composition of upper horizontal

maps coincides with the inclusion 𝐻 ∗(T𝑛) ≃ 𝐏S𝑛
𝑛 ⊂ 𝐏𝑛. On the other hand, the lower horizontal row

can be replaced with the identity map without breaking commutativity. This concludes the proof. □

Corollary 2.6. Let 𝜆 ∈ Comp(𝑛). The following square commutes:

𝐻 ∗(F𝜆) 𝐻 ∗(T𝜆)

𝐻 ∗
𝑇𝑛
(S𝑛/S𝜆 × 𝐶

𝑛) 𝐻 ∗
𝑇𝑛
(𝐶𝑛)

𝑐𝑜

∼

𝑎∗

where 𝑎 ∶ S𝑛/S𝜆 × 𝐶
𝑛 = S𝜆 × 𝐶𝑛 → 𝐶𝑛 is the natural action.

Proof. Consider the following diagram:

𝐻 ∗
𝐺𝑛
(𝑌𝜆) 𝐻 ∗

𝑃𝜆
(𝑄𝜆) 𝐻 ∗

𝐺𝜆
(𝑄𝜆) 𝐏S𝜆

𝑛

𝐻 ∗
𝑇𝑛
(S𝑛/S𝜆 × 𝐶

𝑛) 𝐻 ∗
𝑇𝑛
(𝐶𝑛) 𝐻 ∗

𝑇𝑛
(𝐶𝑛) 𝐏𝑛

∼ ∼

𝑐𝑜

∼

𝑎∗ ∼

The first square commutes by [Min20, Lemma A.17], and the last one does by Lemma 2.5. We are

done. □
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Remark 2.7. Recall that T𝑛1 ≃ 𝐶𝑛 × B𝑇𝑛. In particular, its cohomology has pure weight filtration, and

therefore so do 𝐻 ∗(T𝑛) and 𝐻
∗(F𝜆).

2.3. Steinberg varieties.

Definition 2.8. Let 𝜆, 𝜇 ∈ Comp(𝑛). The fiber product

𝑍𝜇,𝜆 ∶= 𝑌𝜇 ×𝑄𝑛 𝑌𝜆 ⊂ 𝑌𝜇 × 𝑌𝜆

is called the partial Steinberg variety of type (𝜇, 𝜆).

For each 𝜆 ∈ Comp(𝑛), there is a natural map

𝑌𝜆 = 𝐺𝑛 ×𝑃𝜆 𝑄𝜆 → F𝜆 = 𝐺𝑛/𝑃𝜆, (𝑔, 𝑞) ↦ 𝑔𝑃𝜆.

Then the ambient variety 𝑌𝜇×𝑌𝜆 comes equippedwith a projection to the product of partial flag varieties

𝑓𝜇,𝜆 ∶ 𝑌𝜇 × 𝑌𝜆 → F𝜇 × F𝜆. The stratification (6) induces the following stratification on 𝑍𝜇,𝜆:

𝑍𝜇,𝜆 = ⨆

𝑤∈ S𝜇 𝜆

𝑍
𝑤
𝜇,𝜆 ∶= ⨆

𝑤∈ S𝜇 𝜆

𝑓
−1
𝜇,𝜆 (Ω𝑤).

Let us compute the fiber 𝑓 −1(𝐹𝑒 , 𝐹𝑤). By definition, we have 𝑓 −1(𝐹𝑒 , 𝐹𝑤) = 𝑄𝜇 ∩ 𝑤.𝑄𝜆 ⊂ 𝑄𝑛, where

elements ofS𝑑 are identifiedwith permutationmatrices in𝐺𝑛. This subvariety is smooth by Lemma 2.3;

therefore, each stratum 𝑍𝑤
𝜇,𝜆

is smooth as well.

Lemma 2.9. Let k be a field of characteristic 0. The homology groups 𝐻𝐺𝑛∗ (𝑍𝜇,𝜆,k) are torsion-free as
𝐻𝐺𝑛-modules.

Proof. Without loss of generality, we can assume that k = Q. For each stratum 𝑍𝑤
𝜇,𝜆
, we have

𝐻
𝐺𝑛
∗ (𝑍

𝑤
𝜇,𝜆) = 𝐻

𝐺𝑛
∗ (

𝐺𝑛 ×𝑃𝑤
𝜇𝜆 (𝑄𝜇 ∩ 𝑤.𝑄𝜆))

= 𝐻
𝑃𝑤
𝜇𝜆

∗ (𝑄𝜇 ∩ 𝑤.𝑄𝜆) = 𝐻
𝐺𝑤
𝜇𝜆

∗ (𝑄𝜇∪𝑤.𝜆) = 𝐻∗(T𝜇∪𝑤.𝜆).

Here, we have used Lemma 2.3. The homology 𝐻∗(T𝑆) sits inside 𝐏𝑛 by Proposition 2.4, and is therefore

a torsion-free 𝐻𝐺𝑛-module. Moreover, it has pure weight filtration by Remark 2.7.

Let us choose a total order ≺ on S𝜇 𝜆
compatible with the orbit closure order, and define

𝑍
≺𝑤
𝜇,𝜆 = ⨆

𝑤′≺𝑤

𝑍
𝑤′

𝜇,𝜆, 𝑍
≼𝑤
𝜇,𝜆

= 𝑍
≺𝑤
𝜇,𝜆 ⊔ 𝑍

𝑤
𝜇,𝜆.

Since each stratum 𝑍𝑤
𝜇,𝜆

has pure Borel-Moore homology, the associated open-closed long exact se-

quences split into short exact sequences:

0 → 𝐻
𝐺𝑛
∗ (𝑍

≺𝑤
𝜇,𝜆 ) → 𝐻

𝐺𝑛
∗ (𝑍

≼𝑤
𝜇,𝜆

) → 𝐻
𝐺𝑛
∗ (𝑍

𝑤
𝜇,𝜆) → 0,

see e.g. [Min20, Lemma 4.9]. In particular,𝐻
𝐺𝑛
∗ (𝑍𝜇,𝜆) has a filtrationwith associated graded⨁𝑤 𝐻

𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
).

Since 𝐻
𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
) is a torsion-free 𝐻𝐺𝑛-module for all 𝑤, the same holds for 𝐻

𝐺𝑛
∗ (𝑍𝜇,𝜆). □

3. Schur algebra of a smooth curve

In this section, as well as Section 4, we assume that k is a field of characteristic 0.

3.1. Schur algebras of curves. Let 𝑌𝑛 = ⨆𝜆∈Comp(𝑛) 𝑌𝜆, and consider the projection 𝜋 ∶ 𝑌𝑛 → 𝑄𝑛.

Denote 𝑍𝑛 = 𝑌𝑛 ×𝑄𝑛 𝑌𝑛; we have a decomposition into connected components 𝑍𝑛 = ⨆𝜇,𝜆 𝑍𝜇,𝜆. Let us

apply the general construction from Section 1 to 𝜋.

Definition 3.1. The (torsion) Schur algebra of 𝐶, denoted by S𝑛 = S𝐶𝑛 , is the convolution algebra

A(𝜋) = 𝐻 ∗
𝐺𝑛
(𝑍𝑛).

One can easily check that the map 𝜋 is small, so that dim𝑍𝜇,𝜆 = dim 𝑌𝜆 = dim𝑄𝑛 = 𝑛
2
for any 𝜆, 𝜇.

Thanks to our conventions in Section 2.1, S𝐶𝑛 is a graded algebra.

Remark 3.2. Since we’re only concerned with torsion sheaves in this article, we will omit the qualifier

“torsion” from now on. We still mention it in the definition, because one would like to eventually

consider a similar algebra for coherent sheaves of positive rank.
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We denote S𝜇,𝜆 = 𝐻
∗
𝐺𝑛
(𝑍𝜇,𝜆). By definition S𝑛 = ⨁𝜇,𝜆 S𝜇,𝜆, and the product in S𝑛 decomposes into a

direct sum of maps S𝜈,𝜇 ⊗ S𝜇,𝜆 → S𝜈,𝜆. Moreover, S𝑛 acts on the space

(12) 𝑃𝑛 = ⨁

𝜆

𝐻
∗
𝐺𝑛
(𝑌𝜆) = ⨁

𝜆

𝐏
S𝜆
𝑛

by Proposition 1.8. We call 𝑃𝑛 the polynomial representation of S𝑛. This action decomposes into a direct

sum of maps S𝜇,𝜆 ⊗ 𝐻
∗
𝐺𝑛
(𝑌𝜆) → 𝐻 ∗

𝐺𝑛
(𝑌𝜇).

3.2. Localized Schur algebra. Let us apply equivariant localization to the algebra S𝑛. Under the iden-
tifications in Section 2, the restriction of 𝜋 to 𝑇𝑛-fixed points (𝑌𝜆)

𝑇𝑛 → (𝑄𝑛)
𝑇𝑛

equals to the projection

S𝑛/S𝜆 × 𝐶
𝑛 → 𝐶𝑛; denote it 𝜋𝑇 . Let us also denote by 𝑎𝜆 ∶ S𝑛/S𝜆 × 𝐶

𝑛 = S𝜆 × 𝐶𝑛 → 𝐶𝑛 the natural

map induced by action. We also have

(𝑍𝑛)
𝑇𝑛 = ⨆

𝜇,𝜆

(𝑍𝜇,𝜆)
𝑇𝑛 = ⨆

𝜇,𝜆

S𝑛/S𝜇 ×S𝑛/S𝜆 × 𝐶
𝑛
.

For each connected component of (𝑌𝜆)
𝑇𝑛
, its normal bundle splits into the direct sum of 𝑁𝐶𝑛𝑄𝜆 and the

tangent space to F𝜆. We identify (𝑌𝜆)
𝑇𝑛 ≃ ∐𝑤∈S𝑛/S𝜆

{𝑤} × 𝐶𝑛 as above. Denote by 𝛾𝜆 ∈ 𝐻 ∗
𝑇𝑛
(𝐶𝑛) the

Euler class of the normal bundle to {Id} × 𝐶𝑛 ⊂ 𝑌𝜆.

The formula (10) implies that 𝑒(𝑁𝐶𝑛𝑄𝜆) = ∏(𝑖,𝑗)∈𝐼𝜆
(𝑥𝑖 − 𝑥𝑗 + Δ𝑖𝑗 ). Therefore,

(13) 𝛾𝜆 = 𝑒(𝑁𝐶𝑛𝑄𝜆)𝑒(𝑇𝐹IdF𝜆) = ∏

(𝑖,𝑗)∈𝐼𝜆

(𝑥𝑖 − 𝑥𝑗 + Δ𝑖𝑗 ) ∏

(𝑖,𝑗)∈𝑁𝜆

(𝑥𝑗 − 𝑥𝑖).

Proposition 1.10 provides us with an algebra homomorphism

Ξ𝑛 ∶ S𝑛 → (A𝑇𝑛
𝛾−1

)
S𝑛 =∶ Sloc𝑛 ,

where 𝛾 = ⨁𝜆 𝑎
∗
𝜆
(𝛾𝜆). Furthermore, Ξ𝑛 is injective by Lemma 2.9. As a vector space, Sloc𝑛 is isomorphic

to

Sloc𝑛 = ⨁

𝜇,𝜆

Sloc𝜇,𝜆 = ⨁

𝜇,𝜆

(k[S𝑛/S𝜇] ⊗ k[S𝑛/S𝜆] ⊗ (𝐻
∗
(𝐶

𝑛
)[𝑥1,… , 𝑥𝑛])loc)

S𝑛
.

Let us describe the multiplication in Sloc𝑛 explicitly. Pulling back along the quotient map 𝑟𝜇𝜆 ∶ S2
𝑛 →

S𝑛/S𝜇 ×S𝑛/S𝜆, we obtain the natural inclusion

(14) Sloc𝜇,𝜆 ⊂ (k[S𝑛]
⊗2
⊗ (𝐻

∗
(𝐶

𝑛
)[𝑥1,… , 𝑥𝑛])loc)

S𝑛
.

We use the notations from Section 1.4 with 𝑋 = 𝐶𝑛 and Γ = S𝑛 for the right-hand side. The image

of the inclusion above can be obtained by partial symmetrization. Namely, for any 𝑔 ∈ S𝑛 consider

the element (S𝜇, 𝑔S𝜆) ∈ S𝑛/S𝜇 × S𝑛/S𝜆. Denote its stabilizer under the diagonal S𝑛-action by

Γ
𝜇𝜆
𝑔 ∶= S𝜇 ∩ 𝑔S𝜆𝑔

−1
. Note that Γ

𝜇𝜆
𝑔 ≃ S𝜈 for some 𝜈 ∈ Comp(𝑛), and depends only on the image of 𝑔

in S𝜇\S𝑛/S𝜆. We have an inclusion Γ
𝜇𝜆
𝑔 ↪ S𝜇 ×S𝜆, which sends 𝑓 to (𝑓 , 𝑔−1𝑓 𝑔).

The algebra Sloc
𝜇,𝜆

is spanned by the elements

𝜉
𝜇𝜆

(𝑔,𝑥)
= ∑

ℎ∈S𝑛/Γ
𝜇𝜆
𝑔

ℎS𝜇 ⊗ ℎ𝑔S𝜆 ⊗ 𝑥
ℎ
,

where 𝑔 ∈ S𝑛 and 𝑥 ∈ (𝐻 ∗(𝐶𝑛)[𝑥1,… , 𝑥𝑛])
Γ
𝜇𝜆
𝑔

loc
. Moreover, it is clear that 𝜉

𝜇𝜆

(𝑔𝑔′,𝑥)
= 𝜉

𝜇𝜆

(𝑔,𝑥)
for 𝑔′ ∈ S𝜆

and 𝜉
𝜇𝜆

(𝑔′𝑔,𝑥𝑔
′
)
= 𝜉

𝜇𝜆

(𝑔,𝑥)
for 𝑔′ ∈ S𝜇. Thus it is enough to consider 𝜉

𝜇𝜆

(𝑔,𝑥)
with 𝑔 ∈ S𝜇 𝜆

. Let us compute its

image under the inclusion (14):

𝜉
𝜇𝜆

(𝑔,𝑥)
= ∑

ℎ∈S𝑛/Γ
𝜇𝜆
𝑔

ℎS𝜇 ⊗ ℎ𝑔S𝜆 ⊗ 𝑥
ℎ
↦

1

|Γ
𝜇𝜆
𝑔 |

∑

(ℎ,ℎ1,ℎ2)∈S𝑛×S𝜇×S𝜆

ℎℎ1 ⊗ ℎ𝑔ℎ2 ⊗ 𝑥
ℎ

=
1

|Γ
𝜇𝜆
𝑔 |

∑

(ℎ1,ℎ2)∈S𝜇×S𝜆

𝜉
(ℎ−11 𝑔ℎ2,𝑥

ℎ−1
1 )

= ∑

(ℎ1,ℎ2)∈(S𝜇×S𝜆)/Γ
𝜇𝜆
𝑔

𝜉(ℎ1𝑔ℎ2,𝑥ℎ1 ).

In what follows, we will abuse the notations and identify 𝜉
𝜆𝜇

(𝑔,𝑥)
with its image under (14).
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Consider the following commutative diagram:

S2
𝑛 ×S

2
𝑛 S3

𝑛 S2
𝑛

(S𝑛/S𝜆 ×S𝑛/S𝜇) × (S𝑛/S𝜇 ×S𝑛/S𝜈 ) S𝑛/S𝜆 ×S𝑛/S𝜇 ×S𝑛/S𝜈 S𝑛/S𝜆 ×S𝑛/S𝜈

𝑟

𝑝 𝑞

𝑟 𝑟

𝑝 𝑞

where 𝑞 is the projection along the second factor, and 𝑝 is the diagonal embedding of the second factor.

We have 𝑝∗𝑟∗ = 𝑟∗𝑝∗, and 𝑞∗𝑟
∗ = |S𝜇|𝑟

∗𝑞∗. Therefore, up to the factor |S𝜇|, pullbacks along 𝑟𝜆𝜇 fit in the

following commutative square, where horizontal maps are given bymultiplication in the corresponding

algebra:

Sloc
𝜆,𝜇
⊗ Sloc𝜇,𝜈 Sloc

𝜆,𝜈

AS𝑛

(𝛾−1𝜇 )◦
⊗AS𝑛

(𝛾−1𝜇 )◦
AS𝑛

(𝛾−1𝜇 )◦

𝑟𝜆𝜇⊗𝑟𝜇𝜈 𝑟𝜆𝜈

In particular, using (5) we see that

(15)

|Γ
𝜆𝜇
𝑔 ||Γ

𝜇𝜈

ℎ
|𝜉
𝜆𝜇

(𝑔,𝑥)
∗ 𝜉

𝜇𝜈

(ℎ,𝑦)
=

1

|S𝜇|

⎛
⎜
⎜
⎝

∑

(𝑎1,𝑎2)∈S𝜆×S𝜇

𝜉(𝑎1𝑔𝑎2,𝑥𝑎1 )

⎞
⎟
⎟
⎠

∗

⎛
⎜
⎜
⎝

∑

(𝑏1,𝑏2)∈S𝜇×S𝜈

𝜉(𝑏1ℎ𝑏2,𝑦𝑏1 )

⎞
⎟
⎟
⎠

= ∑

(𝑎,𝑏,𝑐)∈S𝜆×S𝜇×S𝜈

𝜉(𝑎𝑔𝑏ℎ𝑐,𝑥𝑎(𝑦𝛾−1𝜇 )𝑎𝑔𝑏 ) = ∑

𝑏∈S𝜇

|Γ
𝜆𝜈
𝑔𝑏ℎ|𝜉

𝜆𝜈

(𝑔𝑏ℎ,𝑥(𝑦𝑏𝛾−1𝜇 )𝑔 )
.

3.3. Generators. Let us introduce some elements in S𝑛, and compute their images under localization.

Polynomials. Let 𝜆 ∈ Comp(𝑛). Example 1.9 provides us with a homomorphism of algebras 𝛿𝜆 ∶

𝐻 ∗
𝐺𝑛
(𝑌𝜆) → S𝜆,𝜆 ⊂ S𝑛. For any 𝑃 ∈ 𝐏S𝜆

𝑛 ≃ 𝐻 ∗
𝐺𝑛
(𝑌𝜆), we will identify 𝑃 with its image under 𝛿𝜆 by abuse

of notation.

Lemma 3.3. For any 𝑃 ∈ 𝐏S𝜆
𝑛 , we have Ξ𝑛(𝑃) = 𝜉𝜆𝜆(1,𝛾𝜆𝑃).

Proof. We have inclusions of fixed point sets:

S𝑛/S𝜆 × 𝐶
𝑛 (S𝑛/S𝜆)

2 × 𝐶𝑛

𝑌𝜆 𝑍𝜆,𝜆

Δ

𝑖𝑌𝜆
𝑖𝑍𝜆,𝜆

where the upper horizontal arrow is given by the diagonal embedding S𝑛/S𝜆 → (S𝑛/S𝜆)
2
. Let

𝑝1, 𝑝2 ∶ (S𝑛/S𝜆)
2 × 𝐶𝑛 → S𝑛/S𝜆 × 𝐶

𝑛
be the two natural projections. Applying Lemma 1.6, we get:

Ξ𝑛(𝑃) = (𝑝
∗
1𝑎

∗
𝜆(𝛾𝜆) ⋅ 𝑝

∗
2𝑎

∗
𝜆(𝛾𝜆)) ⋅ Δ∗ (𝑎

∗
𝜆(𝛾𝜆)

−1
⋅ 𝑖
∗
𝑌𝜆
(𝑃)) = Δ∗ (𝑎

∗
𝜆(𝛾𝜆) ⋅ 𝑎

∗
𝜆(𝑃)) = 𝜉

𝜆𝜆
(1,𝛾𝜆𝑃)

,

where we have used Corollary 2.6 to replace 𝑖∗𝑌𝜆 by 𝑎
∗
𝜆
. □

Splits and merges. For 𝜆, 𝜆′ ∈ Comp(𝑛), we say that 𝜆′ subdivides 𝜆 if S𝜆′ ⊂ S𝜆, and write 𝜆′ ⊂ 𝜆.

In other words, 𝜆′ is obtained from 𝜆 by replacing each 𝜆𝑖 with 𝜆
(1)
𝑖 ,… , 𝜆

(𝑘𝑖)
𝑖 , which sum to 𝜆𝑖. For such

a pair of compositions, the closed embedding 𝑄𝜆′ ⊂ 𝑄𝜆 induces a proper map 𝑌𝜆′ → 𝑌𝜆. We therefore

have closed embeddings

𝜀𝜆′,𝜆 ∶ 𝑌𝜆′ = 𝑌𝜆′ ×𝑌𝜆 𝑌𝜆 ↪ 𝑌𝜆′ ×𝑄𝑛 𝑌𝜆 = 𝑍𝜆′,𝜆, 𝜀𝜆,𝜆′ ∶ 𝑌𝜆′ = 𝑌𝜆 ×𝑌𝜆 𝑌𝜆′ ↪ 𝑌𝜆 ×𝑄𝑛 𝑌𝜆′ = 𝑍𝜆,𝜆′ .

In particular, let us define S𝜆
′

𝜆
= (𝜀𝜆′,𝜆)∗[𝑌𝜆′] ∈ S𝜆′,𝜆,M

𝜆
𝜆′
= (𝜀𝜆,𝜆′)∗[𝑌𝜆′] ∈ S𝜆,𝜆′ .

Definition 3.4. We call S𝜆
′

𝜆
a split, and M𝜆

𝜆′
a merge.

Lemma 3.5. The images of splits and merges under localization are given by

Ξ𝑛(S
𝜆′

𝜆 ) = 𝜉
𝜆′𝜆
(1,𝛾𝜆)

, Ξ𝑛(M
𝜆
𝜆′) = 𝜉

𝜆𝜆′

(1,𝛾𝜆)
.
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Proof. Consider the inclusions of fixed points sets:

S𝑛/S𝜆′ × 𝐶
𝑛 S𝑛/S𝜆′ ×S𝑛/S𝜆 × 𝐶

𝑛

𝑌𝜆′ 𝑍𝜆′,𝜆

Δ

𝑖𝑌
𝜆′

𝑖𝑍
𝜆′ ,𝜆

𝜀𝜆′ ,𝜆

where the upper horizontal arrow sends (𝑔S𝜆′ , 𝑥) to (𝑔S𝜆′ , 𝑔S𝜆, 𝑥). Let 𝑝♮ ∶ S𝑛/S𝜆′ ×S𝑛/S𝜆 ×𝐶
𝑛 →

S𝑛/S♮ × 𝐶
𝑛
, ♮ ∈ {𝜆, 𝜆′} be the two natural projections. Applying Lemma 1.6, we get:

Ξ𝑛(S
𝜆′

𝜆 ) = (𝑝
∗
𝜆′𝑎

∗
𝜆′(𝛾𝜆′) ⋅ 𝑝

∗
𝜆𝑎

∗
𝜆(𝛾𝜆)) ⋅ Δ∗ (

𝑎
∗
𝜆′(𝛾𝜆′)

−1
⋅ 𝑖
∗
𝑌𝜆′

[𝑌𝜆′])
= Δ∗ (𝑎

∗
𝜆′(𝛾𝜆′) ⋅ 𝑎

∗
𝜆′[𝑌𝜆′]) = 𝜉

𝜆′𝜆
(1,𝛾𝜆)

,

where we have used Corollary 2.6 to replace 𝑖∗𝑌𝜆′
by 𝑎∗

𝜆′
. The expression for Ξ𝑛(M

𝜆
𝜆′
) is obtained in an

analogous fashion. □

Lemma 3.6. Let 𝜆, 𝜆′, 𝜆′′ ∈ Comp(𝑛) such that 𝜆′′ ⊂ 𝜆′ ⊂ 𝜆. Then S𝜆
′′

𝜆′
S𝜆

′

𝜆
= S𝜆

′′

𝜆
,M𝜆

𝜆′
M𝜆′

𝜆′′
= M𝜆

𝜆′′
.

Proof. We will only prove the first equality, the second being completely analogous. Consider the

following commutative diagram:

𝑌𝜆′′ × 𝑌𝜆′ 𝑌𝜆′′ 𝑌𝜆′′

(𝑌𝜆′′ ×𝑄𝑛 𝑌𝜆′) × (𝑌𝜆′ ×𝑄𝑛 𝑌𝜆) 𝑌𝜆′′ ×𝑄𝑛 𝑌𝜆′ ×𝑄𝑛 𝑌𝜆 𝑌𝜆′′ ×𝑄𝑛 𝑌𝜆

𝑌𝜆′′ × 𝑌𝜆′ × 𝑌𝜆′ × 𝑌𝜆 𝑌𝜆′′ × 𝑌𝜆′ × 𝑌𝜆

𝜀×𝜀 𝜀

Δ

𝜀

𝑝′ 𝑞

𝑝

Here, 𝑞 is the projection along the second factor, 𝑝 and 𝑝′ are the diagonal embeddings of the sec-

ond factor, and the vertical maps 𝜀 are as in the definition of split and merge. We have Δ∗ = Δ!
𝑝 by

Proposition 1.2.(b), and 𝜀∗Δ
!
𝑝 = (𝑝′)!𝑝(𝜀 × 𝜀)∗ by Proposition 1.2.(c). As a consequence,

S
𝜆′′

𝜆′ S
𝜆′

𝜆 = 𝑞∗(𝑝
′
)
!
𝑝(𝜀 × 𝜀)∗ ([𝑌𝜆′′]⊠ [𝑌𝜆′]) = 𝜀∗Δ

∗
([𝑌𝜆′′]⊠ [𝑌𝜆′]) = 𝜀∗[𝑌𝜆′′] = S

𝜆′′

𝜆 ,

and we may conclude. □

3.4. Diagrammatic presentation of S𝑛. Let us identify compositions of the operators defined above

with certain cord diagrams. Our strands are allowed to have multiplicities (i.e. non-negative integer

labels), and we always read diagrams from bottom to top.

Polynomials. We depict the polynomial operators as boxes on strands. Namely, let 𝑃 = 𝑃(1)⊗…⊗𝑃(𝑟)

be an element of 𝐏S𝜆
𝑛 = ⨂𝑖 𝐏

S𝜆𝑖

𝜆𝑖
. Then we draw 𝑃 in one of the two following ways:

𝑃 = 𝑃(1)

𝜆1

𝜆1

…
𝑃(𝑟)

𝜆𝑟

𝜆𝑟

=

𝜆1

𝜆1

…

…

𝑃

𝜆𝑟

𝜆𝑟

.

When 𝑃 is not a pure tensor, we have a similar equality between two box notations, but the left hand

side becomes a sum over monomials in 𝑃 .

Splits and merges. Take 𝜆 = (𝜆1,… , 𝜆𝑟) ∈ Comp(𝑛), and let 𝜆′ = (𝜆1,… , 𝜆𝑘−1, 𝜆
(1)

𝑘
, 𝜆

(2)

𝑘
, 𝜆𝑘+1… , 𝜆𝑟) for

some 1 ≤ 𝑘 ≤ 𝑟 , where 𝜆
(1)

𝑘
+ 𝜆

(2)

𝑘
= 𝜆𝑘 . For such pair of compositions, we draw the corresponding split

and merge as follows:

(16) S𝜆
′

𝜆
=

𝜆1

𝜆1

…

𝜆𝑘

𝜆
(1)

𝑘
𝜆
(2)

𝑘

…

𝜆𝑟

𝜆𝑟

, M𝜆
𝜆′
=

𝜆1

𝜆1

…

𝜆𝑘

𝜆
(1)

𝑘
𝜆
(2)

𝑘

…

𝜆𝑟

𝜆𝑟

.
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We call such splits and merges elementary. Lemma 3.6 tells us that splits and merges are associative:

𝑎 𝑏 𝑐

𝑎 + 𝑏 + 𝑐

=

𝑎 𝑏 𝑐

𝑎 + 𝑏 + 𝑐

,

𝑎 𝑏 𝑐

𝑎 + 𝑏 + 𝑐

=

𝑎 𝑏 𝑐

𝑎 + 𝑏 + 𝑐

.

Moreover, for any 𝜇 ⊂ 𝜆 the corresponding split S
𝜇

𝜆
and merge M𝜆

𝜇 can be written as a product of

elementary ones.

Crossings. Let 𝜆, 𝜆′ be as above, and let 𝜆′′ = (𝜆1,… , 𝜆𝑘−1, 𝜆
(2)

𝑘
, 𝜆

(1)

𝑘
, 𝜆𝑘+1… , 𝜆𝑟) be obtained from 𝜆′

by permuting 𝜆
(1)

𝑘
with 𝜆

(2)

𝑘
. Consider the element R𝜆

′′

𝜆′
∶= S𝜆

′′

𝜆
⋅ M𝜆

𝜆′
∈ S𝜆′,𝜆′′ , which we will call an

elementary permutation. Diagrammatically, we will depict it as a crossing:

𝑎 𝑏

𝑏 𝑎

∶=

𝑎 𝑏

𝑏 𝑎

.

More generally, let 𝜆, 𝜇 ∈ Comp(𝑛), and assume that 𝜇 can be obtained from 𝜆 by a permutation of

components. Let us pick such an element 𝑤 ∈ S𝑟 , where 𝑟 is the number of components in 𝜆; note that

it is not necessarily unique. Fix a presentation 𝑤 = 𝑠𝑖1 … 𝑠𝑖𝑙 , where 𝑠𝑖 ∈ S𝑟 are transpositions, and 𝑙 is

the length of 𝑤. We then define R
𝜇

𝜆
(𝑤) as the corresponding product of elementary permutations.

Remark 3.7. Note that braid relations do not hold for elementary permutations R𝜆
′′

𝜆′
. In particular,

the general definition of R
𝜇

𝜆
(𝑤) heavily depends on the choice of presentation of 𝑤. One could define

these elements in a more canonical way using twisted bialgebra relations, but we do not need this for

our purposes. However, this can be easily done for strands of multiplicity 1, see Theorem 4.15. There,

the elements 𝜏𝑟 of W𝑛(𝐻
∗(𝐶)) are the “canonical crossings”, which differ from the naive split-merge

crossings above by a constant.

3.5. Basis of S𝑛. Let 𝜆, 𝜇 ∈ Comp(𝑛), and consider S𝜇,𝜆 = 𝐻
𝐺𝑛
∗ (𝑍𝜇,𝜆). Recall from the proof of Lemma 2.9

that we have a stratification 𝑍𝜇,𝜆 = ⨆𝑤∈ S𝜇 𝜆 𝑍𝑤𝜇,𝜆, which induces a filtration {S
𝑤
𝜇,𝜆
} on S𝜇,𝜆 with associated

graded ⨁𝑤 𝐻
𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
). We have 𝐻

𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
) = 𝐏

S𝜆′

𝑛 , where 𝜆′ ∈ Comp(𝑛) is such that 𝑤S𝜆′𝑤
−1 = Γ

𝜇𝜆
𝑤 .

Since 𝑍𝑤
𝜇,𝜆

≃ 𝐺𝑛 ×𝑃𝑤
𝜇𝜆 (𝑄𝜇 ∩ 𝑤.𝑄𝜆), the 𝑇𝑛-fixed points

(
𝑍𝑤
𝜇,𝜆)

𝑇𝑛

are given by S𝑛/S𝜇′ × 𝐶
𝑛
. Note that

𝑒(𝑁{1}×𝐶𝑛𝑍
𝑤
𝜇,𝜆) = 𝑒(𝑇(𝐹𝑒 ,𝐹𝑤)Ω𝑤)𝑒 (𝑁𝐶𝑛(𝑄𝜇 ∩ 𝑤.𝑄𝜆)) = ∏

(𝑖,𝑗)∈𝑁𝜇∪𝑔𝑁𝜆

(𝑥𝑗 − 𝑥𝑖) ∏

(𝑖,𝑗)∈𝐼𝜇∩𝑔𝐼𝜆

(𝑥𝑖 − 𝑥𝑗 + Δ𝑖𝑗 ).

Let us denote 𝛽𝑤 = 𝑒(𝑁{1}×𝐶𝑛𝑍
𝑤
𝜇,𝜆
)−1𝛾𝑤

𝜆
𝛾𝜇. Furthermore, for each 𝜆 ∈ Comp(𝑛) pick a basis 𝐵𝜆 of 𝐏

S𝜆
𝑛 .

Lemma 3.8. Let {𝑏𝑤,𝑃 ∶ 𝑤 ∈ S𝜇 𝜆, 𝑃 ∈ 𝐵𝜆′} be a collection of elements in S𝜇,𝜆. Assume that

Ξ𝑛(𝑏𝑤,𝑃 ) = 𝜉
𝜇𝜆

(𝑤,𝛽𝑤𝑃)
+ ∑

𝑤′≺𝑤

𝜉(𝑤′,𝑎𝑤′ )

for all 𝑤, 𝑃 . Then {𝑏𝑤,𝑃 } is a k-basis of S𝜇,𝜆.

Proof. It is enough to show that these elements form a basis after passing to the associated graded

⨁𝑤 𝐻
𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
). An argument analogous to Lemma 2.5 shows that the composition𝐻

𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
) → 𝐻

𝑇𝑛
∗ ((𝑍𝑤

𝜇,𝜆
)𝑇𝑛) ⊂

Sloc
𝜇,𝜆

is given by 𝑃 ↦ 𝜉
𝜇𝜆

(𝑤,𝑃)
. The assumption on 𝑏𝑤,𝑃 then implies that it is contained in 𝐻

𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
). Con-

sider the following diagram:

𝐻
𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
) 𝐻

𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
) 𝐻

𝐺𝑛
∗ (𝑍𝜇,𝜆)

𝐻
𝑇𝑛
∗ ((𝑍𝑤

𝜇,𝜆
)𝑇𝑛)loc 𝐻

𝑇𝑛
∗ ((𝑍𝑤

𝜇,𝜆
)𝑇𝑛)loc Sloc

𝜇,𝜆

Ξ𝑤𝑛

𝑗∗ 𝑖∗

Ξ
≼𝑤
𝑛

Ξ𝑛

ℎ
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We have 𝑏𝑤,𝑃 = 𝑖∗𝑏
′
for some 𝑏′ ∈ 𝐻

𝐺𝑛
∗ (𝑍𝑤

𝜇,𝜆
), and the image of 𝑏𝑤,𝑃 in the associated graded is given by

𝑗∗(𝑏′). On the other hand, the left square in the diagram above commutes, and by Lemma 1.6 the right

square commutes up to an Euler class, which equals precisely to 𝜉
𝜇𝜆

1,𝛽−1𝑤
. In fact, the closed embedding

Ξ𝑤𝑛 contributes 𝑒(𝑁{1}×𝐶𝑛𝑍
𝑤
𝜇,𝜆
), while Ξ𝑛 contributes 𝑒(𝑁{1}×𝐶𝑛𝑌𝜇)

−1𝑒(𝑁{𝑤}×𝐶𝑛𝑌𝜆)
−1 = (𝛾𝜇𝛾

𝑤
𝜆 )

−1
. Thus

Ξ
𝑤
𝑛 ◦ 𝑗

∗
(𝑏

′
) = ℎ ◦ Ξ

≼𝑤
𝑛 (𝑏

′
) = 𝜉

𝜇𝜆

1,𝛽−1𝑤
ℎ ◦ Ξ𝑛 ◦ 𝑖∗(𝑏

′
) = 𝜉

𝜇𝜆

(𝑤,𝛽−1𝑤 𝛽𝑤𝑃)
= 𝜉

𝜇𝜆

(𝑤,𝑃)
.

Since the localization map Ξ𝑛 is injective, we conclude that the image of 𝑏𝑤,𝑃 in the associated graded

is 𝑃 . Running over all 𝑤 ∈ S𝜇 𝜆
, 𝑃 ∈ 𝐵𝜆′ we obtain a basis of S𝜇,𝜆. □

Let 𝑔 ∈ S𝜇 𝜆
. As before, let 𝜇′ ∈ Comp(𝑛) be such that Γ

𝜇𝜆
𝑔 ≃ S𝜇′ , and let 𝜆′ be such that S𝜆′ =

𝑔−1S𝜇′𝑔 = S𝜆 ∩ 𝑔S𝜇𝑔
−1
. Note that 𝑔 induces a permutation 𝑤 on the set of components of 𝜆′, which

transforms 𝜆′ into 𝜇′. Pick 𝑃 ∈ 𝐏
S𝜆′

𝑛 . For each such pair (𝑔, 𝑃), we construct the following elements of

S𝜇,𝜆:

(17) Ψ
𝑃
𝑔 = M

𝜇

𝜇′
R
𝜇′

𝜆′
(𝑤)𝑃S

𝜆′

𝜆 , Ψ𝑔 = Ψ
1
𝑔 = M

𝜇

𝜇′
R
𝜇′

𝜆′
(𝑤)S

𝜆′

𝜆 .

Example 3.9. Let 𝜆 = (3, 1), 𝜇 = (2, 2), 𝑔 = (1, 3, 4, 2), and 𝑃 = 𝑥21𝑥2𝑥3. Then 𝜆
′ = (1, 2, 1), 𝜇′ = (1, 1, 2),

𝑤 = (1, 3, 2), and we have

Ψ𝑃𝑔 =

3 1

S𝜆
′

𝜆

𝑥21 𝑥2𝑥3 𝑃

R
𝜇′

𝜆′
(𝑤)

M
𝜇

𝜇′

2 2

Theorem 3.10. The following set is a basis for S𝜇,𝜆:
{
Ψ
𝑃
𝑔 ∶ 𝑔 ∈ S𝜇 𝜆

, 𝑃 ∈ 𝐵𝜆′
}
.

Remark 3.11. Note that when 𝜇 = (𝑛) is the trivial composition, we have 𝑍 = 𝑌𝜆, and this statement

follows from the isomorphism (11).

Proof. In order to simplify the notation, we will write 𝑍 = 𝑍𝜇,𝜆 throughout the proof. In light of

Lemma 3.8, we need to compute highest terms of Ξ𝑛(Ψ
𝑃
𝑔 ). From now on, we will denote the presence

of lower terms by ellipsis.

We begin by computing elementary permutations. Let 𝜈, 𝜆′, 𝜆′′ be as in the definition ofR𝜆
′′

𝜆′
; wewrite

𝜈 instead of 𝜆 to avoid conflict of notation. Note that the longest element in S𝜆′′\S𝜈/S𝜆′ ⊂ S𝜆′′ 𝜆′
is

the permutation that exchanges the components 𝜈
(1)

𝑘
and 𝜈

(2)

𝑘
; denote it by 𝑠. Using formula (15) and

Lemma 3.5, we obtain:

R
𝜆′′

𝜆′ = S
𝜆′′

𝜈 ⋅M
𝜈
𝜆′ = 𝜉

𝜆′′𝜈
(1,𝛾𝜈 )

∗ 𝜉
𝜈𝜆′

(1,𝛾𝜈 )
=

1

|S𝜆′′ ||S𝜆′ |
∑

𝑏∈S𝜈

|Γ
𝜆′′𝜆′

𝑏 |𝜉
𝜆′′𝜆′

(𝑏,𝛾𝜈 )
=

|Γ𝜆
′′𝜆′

𝑠 |

|S𝜆′′ ||S𝜆′ |

⎛
⎜
⎜
⎝

∑

𝑏∈S𝜆′

𝜉
𝜆′′𝜆′

(𝑠𝑏,𝛾𝜈 )

⎞
⎟
⎟
⎠

+ …

= 𝜉
𝜆′′𝜆′

(𝑠,𝛾𝜈 )
+ …

Next, consider general permutations. Let𝑤 ∈ S𝑟 be the permutation of components of 𝜆′ defined by

𝑔 , and fix a reduced presentation 𝑤 = 𝑠𝑙 … 𝑠1
3
. We write 𝑤𝑖 ∶= 𝑠𝑖… 𝑠1 ∈ S𝑟 . Let 𝜆

𝑖 = 𝑤𝑖(𝜆
′), and 𝜈 𝑖 the

intermediate composition between 𝜆𝑖−1 and 𝜆𝑖, i.e. 𝜈 𝑖 is such that we have R𝜆
𝑖

𝜆𝑖−1
= S𝜆

𝑖

𝜈 𝑖
⋅M𝜈 𝑖

𝜆𝑖−1
. Note that

𝜆𝑙 = 𝜇′. Let us write 𝑀 𝑖
𝑗 = [�̃�𝑖𝑗−1 + 1, �̃�𝑖𝑗 ], and 𝑀

𝑖
𝑗𝑘

= 𝑀 𝑖
𝑗 ×𝑀

𝑖
𝑘
. We also denote by 𝑠𝑖 the corresponding

longest element in S𝜆𝑖\S𝜈 𝑖/S𝜆𝑖−1 as before.

3
here, 𝑠𝑖 does not stand for the transposition (𝑖, 𝑖 + 1), but rather for some simple transposition (𝑗 , 𝑗 + 1), 1 ≤ 𝑗 ≤ 𝑟 − 1
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Lemma 3.12. Assume 𝑠′
𝑙
𝑏𝑙−1𝑠

′
𝑙−1

… 𝑏1𝑠
′
1 ∈ S𝜇′𝑔S𝜆′ , where 𝑠′𝑖 ∈ S𝜆𝑖\S𝜈 𝑖/S𝜆𝑖−1 , and 𝑏𝑖 ∈ S𝜆𝑖 . Then

𝑠′𝑖 = 𝑠𝑖 for all 𝑖.

In particular, the highest term of R
𝜇′

𝜆′
(𝑤)must be contained in the product of highest terms of elemen-

tary permutations. By definition, conjugation by 𝑠𝑖 sendsS𝜆𝑖−1 toS𝜆𝑖 . As a consequence 𝑠𝑖+1𝑏𝑠𝑖 defines

the same class in S𝜆𝑖+1\S𝑛/S𝜆𝑖−1 for any 𝑏 ∈ S𝜆𝑖 . Moreover, we have |Γ𝜆
𝑖+1𝜆𝑖

𝑠𝑖+1
| = |Γ𝜆

𝑖+1𝜆𝑖−1

𝑠𝑖+1𝑏𝑠𝑖
| = |S𝜆𝑖+1 |, so

that all coefficients in (15) cancel out. We get

R
𝜇′

𝜆′
(𝑤) = R

𝜇′

𝜆𝑙−1
…R

𝜆1

𝜆′ = 𝜉
𝜇′𝜆𝑙−1

(𝑠𝑙 ,𝛾𝜈𝑙 )
∗ … ∗ 𝜉

𝜆1𝜆′

(𝑠1,𝛾𝜈1 )
+ … = 𝜉

𝜇′𝜆′

(𝑔,𝐸)
+ … ;

𝐸 = 𝛾𝜈 𝑙 (𝛾𝜈 𝑙−1𝛾
−1

𝜆𝑙−1
)
𝑠𝑙 … (𝛾𝜈1𝛾

−1
𝜆1 )

𝑠𝑙…𝑠2 .

Denote 𝜁0 = 𝛾𝜆′ , and 𝜁𝑖 = (𝛾−1
𝜈 𝑖
𝛾𝜆𝑖)𝜁

𝑠𝑖
𝑖−1 for 𝑖 > 0. Recall that 𝑟 is the number of components in

𝜇′ and let 𝐴𝜇 be the subset of [1, 𝑟]2 such that we have 𝑁𝜇 = ⨆(𝑗 ,𝑘)∈𝐴𝜇
𝑀 𝑙
𝑗𝑘
. By analogy, we define

𝑁𝜇,𝑖 = ⨆(𝑗 ,𝑘)∈𝐴𝜇
𝑀 𝑖
𝑗𝑘
, and 𝐼𝜇,𝑖 = 𝑁𝜇,𝑖 ∪ (⨆𝑗 𝑀

𝑖
𝑗𝑗 ⧵ {(𝑗 , 𝑗) ∶ 1 ≤ 𝑗 ≤ 𝑛}).

Lemma 3.13. Let 𝑔𝑖 = 𝑠𝑖… 𝑠1 ∈ S𝑛. We have

𝜁𝑖 = ∏

(𝑝,𝑞)∈𝑔𝑖𝑁𝜆∪𝑁𝜇,𝑖

(𝑥𝑞 − 𝑥𝑝) ∏

(𝑝,𝑞)∈𝑔𝑖𝐼𝜆∩𝐼𝜇,𝑖

(𝑥𝑝 − 𝑥𝑞 + Δ𝑝𝑞).

An immediate consequence of the lemma above is that 𝛾−1
𝜇′
𝐸(𝛾−1

𝜆′
)𝑔 = 𝜁−1

𝑙
= 𝛽𝑔(𝛾𝜆𝛾𝜇)

−1
. This formula

allows us to compute the highest term of Ψ𝑃𝑔 :

Ξ𝑛(Ψ
𝑃
𝑔 ) = Ξ𝑛(M

𝜇

𝜇′
R
𝜇′

𝜆′
(𝑤)𝑃S

𝜆′

𝜆 ) = 𝜉
𝜇𝜇′

(1,𝛾𝜇)
∗ (𝜉

𝜇′𝜆′

(𝑔,𝐸)
+ …) ∗ 𝜉

𝜆′𝜆
(1,𝑃𝛾𝜆)

= 𝜉
𝜇𝜇′

(1,𝛾𝜇)
∗
(

|Γ
𝜇′𝜆
𝑔 ||S𝜆′ |

|Γ𝜆
′𝜆

1 ||Γ
𝜇′𝜆′

𝑔 |
𝜉
𝜇′𝜆

(𝑔,𝐸(𝑃𝛾𝜆𝛾
−1

𝜆′
)𝑔 )

+ …
)

=
|Γ
𝜇𝜆
𝑔 ||S𝜇′ |

|Γ
𝜇𝜇′

1 ||Γ
𝜇′𝜆
𝑔 |
𝜉
𝜇𝜆

(𝑔,𝑃𝑔𝛾𝜇𝛾
−1

𝜇′
𝐸(𝛾𝜆𝛾

−1

𝜆′
)𝑔 )

+ …

= 𝜉
𝜇𝜆

(𝑔,𝑃𝑔𝛽𝑔 )
+ …

Substituting 𝑃 ⇝ 𝑃𝑔
−1

, we may conclude by Lemma 3.8. □

Corollary 3.14. The Schur algebra S𝑛 is generated by polynomials and elementary splits and merges.

Proof of Lemma 3.12. The condition on 𝑠′𝑖 ’s can be rewritten as 𝑔 = 𝑏𝑙𝑠
′
𝑙
… 𝑏1𝑠

′
1. Suppose the equality

𝑠′𝑖 = 𝑠𝑖 does not always hold. Let 𝑖 ∈ [1, 𝑟] be the minimal index such that for some 𝑘 we have 𝑤𝑘(𝑖) ≠

𝑤𝑘−1(𝑖) and 𝑠𝑘 ≠ 𝑠′
𝑘
. Consider the smallest such 𝑘 for this 𝑖. Pick 𝑝0 ∈ 𝑀0

𝑖 = [�̃�′𝑖−1 + 1, �̃�′𝑖 ] such that

𝑠′
𝑘
𝑏𝑘−1𝑠

′
𝑘−1

… 𝑏1𝑠
′
1(𝑝0) lies in 𝑀

𝑘
𝑤𝑘−1(𝑖)

, and consider the sequence 𝑝𝑗 = 𝑏𝑗𝑠
′
𝑗 (𝑝𝑗−1). Let 𝑎𝑗 be such that

𝑝𝑗 ∈ 𝑀
𝑗

𝑤𝑗 (𝑎𝑗 )
; note that 𝑎0 = 𝑖.

Pictorially, we draw the presentation 𝑤 = 𝑠𝑙 … 𝑠1 as a diagram on 𝑟 strands, going from bottom to

top and numbered 1 to 𝑟 :

1 𝑖 𝑎𝑘 𝑖0 𝑟

𝑠𝑘 ≠ 𝑠
′
𝑘𝑝0

Since this presentation is reduced, each pair of strands intersects at most once. Then 𝑎𝑗 is the number

of strand, on which the image of 𝑝0 is located after applying the 𝑗-th crossing. Depending on 𝑠′𝑗 , at each

crossing we either swap the strand or not. The condition 𝑔 = 𝑏𝑙𝑠
′
𝑙
… 𝑏1𝑠

′
1 tells us that as 𝑝0 traverses

the diagram from bottom to top, it comes back to the 𝑖-th strand. The minimality of 𝑖 implies that we

can only swap the strand on intersections with strands number 𝑖,… , 𝑟 . However, for 𝑖0 > 𝑖 the 𝑖0-th

strand has to intersect the 𝑖-th strand first before intersecting the 𝑎𝑘-th strand. Therefore even if we

swap strands, the new strand cannot intersect the 𝑖-th strand again, so that 𝑔(𝑝0) = 𝑝𝑙 ∉ 𝑔(𝑀
0
𝑖 ). We

have arrived at a contradiction. □
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Proof of Lemma 3.13. For 𝑖 = 0, the claim follows from the definition of 𝛾𝜆′ . Let 𝑖 > 0 and proceed by

induction. Suppose 𝑠𝑖 = (𝑡, 𝑡 + 1); then we have 𝐼𝜈 𝑖 = 𝐼𝜆𝑖 ⊔ 𝑀
𝑖
𝑡+1,𝑡 , 𝑁𝜆𝑖 = 𝑁𝜈 𝑖 ⊔ 𝑀

𝑖
𝑡,𝑡+1. Looking at the

formula for 𝜁𝑖, we thus need to prove the following equalities between subsets in [1, 𝑛] × [1, 𝑛]:

𝑔𝑖𝐼𝜆 ∩ 𝑠𝑖𝐼𝜇,𝑖−1 = (𝑔𝑖𝐼𝜆 ∩ 𝐼𝜇,𝑖) ⊔ 𝑀
𝑖
𝑡+1,𝑡 ,

𝑔𝑖𝑁𝜆 ∪ 𝑁𝜇,𝑖 = (𝑔𝑖𝑁𝜆 ∪ 𝑠𝑖𝑁𝜇,𝑖−1) ⊔ 𝑀
𝑖
𝑡,𝑡+1.

We will only prove the second identity; the first one can be obtained analogously by passing to com-

plementary index sets and substituting (𝑖, 𝑗) ↦ (𝑗 , 𝑖).

It is easy to check that 𝑁𝜇,𝑖 ⧵ 𝑠𝑖𝑁𝜇,𝑖−1 = 𝑀
𝑖
𝑡,𝑡+1, and conversely 𝑠𝑖𝑁𝜇,𝑖−1 ⧵ 𝑁𝜇,𝑖 = 𝑀

𝑖
𝑡+1,𝑡 . Therefore

(18) 𝑔𝑖𝑁𝜆 ∪ 𝑁𝜇,𝑖 = 𝑔𝑖𝑁𝜆 ∪ ((𝑠𝑖𝑁𝜇,𝑖−1 ⧵𝑀
𝑖
𝑡+1,𝑡) ⊔ 𝑀

𝑖
𝑡,𝑡+1) .

Assume that 𝑡 = 𝑔𝑖−1(𝑘1), 𝑡 + 1 = 𝑔𝑖−1(𝑘2); note that we automatically have 𝑘1 < 𝑘2. We cannot

have crossings between the strands which split off the same thick strand. Thus 𝑘1 and 𝑘2 lie in different

components of 𝜆, and𝑁𝜆 ⊃ 𝑀
0
𝑘1,𝑘2

, 𝑁𝜆∩𝑀
0
𝑘2,𝑘1

= ∅ by definition of𝑁𝜆. Applying 𝑔𝑖, we get𝑀
𝑖
𝑡+1,𝑡 ⊂ 𝑔𝑖𝑁𝜆

and 𝑀 𝑖
𝑡,𝑡+1 ∩ 𝑔𝑖𝑁𝜆 = ∅, which together with (18) implies the desired identity. □

3.6. Polynomial representation. The localized Schur algebra Sloc𝑛 admits an action on

𝑃
loc
𝑛 ∶= ⨁

𝜆

(𝐻
∗
(𝐶)

⊗𝑛
(𝑥1,… , 𝑥𝑛))

S𝜆

by Proposition 1.8. Similarly to (15), one shows that

(19) 𝜉
𝜇𝜆

(𝑔,𝑥)
.𝑦 =

1

|Γ
𝜇𝜆
𝑔 |

∑

𝑎∈S𝜇

(𝑥(𝑦𝛾
−1
𝜆 )

𝑔
)
𝑎
.

By Proposition 1.11, we have a commutative square

(20)

S𝑛 End 𝑃𝑛

Sloc𝑛 End 𝑃 loc𝑛

Theorem 3.15. Let 𝜆, 𝜆′ be as in the definition of elementary splits and merges. The algebra S𝑛 has a
faithful representation on 𝑃𝑛 such that

∙ polynomials 𝑃 ∈ 𝐏S𝜆
𝑛 act by multiplication on 𝐻 ∗

𝐺𝑛
(𝑌𝜆) ≃ 𝐏S𝜆

𝑛 ,

∙ the split S𝜆
′

𝜆
acts by the natural inclusion of rings 𝐏S𝜆

𝑛 → 𝐏
S𝜆′

𝑛 ,
∙ the mergeM𝜆

𝜆′
acts by the following operator:

𝑃 ↦ ∑

𝑎∈S𝜆/S𝜆′

⎛
⎜
⎜
⎝

𝑦 ∏

(𝑖,𝑗)∈𝑁 𝜆
𝜆′

(
1 +

Δ𝑖𝑗

𝑥𝑗 − 𝑥𝑖)

⎞
⎟
⎟
⎠

𝑎

, 𝑁
𝜆
𝜆′ = [�̃�𝑘−1 + 1, �̃�𝑘−1 + 𝜆

(1)

𝑘
] × [�̃�𝑘−1 + 𝜆

(1)

𝑘
+ 1, �̃�𝑘].

Proof. The vertical maps in diagram (20) are injective by Lemma 2.9 and Thom isomorphism. Moreover,

the restriction of Sloc𝑛 → End 𝑃 loc𝑛 to Sloc
𝜆,𝜇

is nothing else than the pullback 𝑟∗
𝜆𝜇
, and is therefore injective

as well. The faithfulness of the polynomial representation S𝑛 → End 𝑃𝑛 follows.

Let us compute the action of generators by applying Ξ𝑛, and using formula (19):

𝑃.𝑦 = 𝜉
𝜆𝜆
(1,𝑃𝛾𝜆)

.𝑦 =
1

|S𝜆|
∑

𝑎∈S𝜆

(𝑃𝛾𝜆𝑦𝛾
−1
𝜆 )

𝑎
= 𝑃𝑦;

S
𝜆′

𝜆 .𝑦 = 𝜉
𝜆′𝜆
(1,𝛾𝜆)

.𝑦 =
1

|S𝜆′ |
∑

𝑎∈S𝜆′

(𝛾𝜆𝑦𝛾
−1
𝜆 )

𝑎
= 𝑦;

M
𝜆
𝜆′ .𝑦 = 𝜉

𝜆𝜆′

(1,𝛾𝜆)
.𝑦 =

1

|S𝜆′ |
∑

𝑎∈S𝜆

(𝛾𝜆𝑦𝛾
−1
𝜆′ )

𝑎
= ∑

𝑎∈S𝜆/S𝜆′
(

∏(𝑖,𝑗)∈𝐼𝜆⧵𝐼𝜆′
(𝑥𝑖 − 𝑥𝑗 + Δ𝑖𝑗 )

∏(𝑖,𝑗)∈𝑁𝜆′⧵𝑁𝜆
(𝑥𝑗 − 𝑥𝑖)

.𝑦
)

𝑎

.

We conclude by observing that 𝑁𝜆′ ⧵ 𝑁𝜆 = 𝑁
𝜆
𝜆′
, and (𝑖, 𝑗) ∈ 𝐼𝜆 ⧵ 𝐼𝜆′ if and only if (𝑗 , 𝑖) ∈ 𝑁 𝜆

𝜆′
. □
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Remark 3.16. As in [Prz19], this polynomial representation can be realized inside a tensor power of

cohomological Hall algebra of torsion sheaves on 𝐶. We do not pursue this point of view here.

Example 3.17. Consider the case 𝑛 = 2. Denote the inclusion 𝐏
S2

2 ⊂ 𝐏2 by 𝑓2. We have only one

possible split and merge respectively; we write S = S
(1,1)
2 ,M = M2

(1,1)
, and omit labels on strands. Using

Theorem 3.10, one can check that S2 is generated by S, M and the polynomial subalgebras 𝐏
S2

2 , 𝐏2,

subject to the following relations:

𝑄 = 𝑄 + 𝑠1(𝑄) −
Δ12(𝑄−𝑠1(𝑄))

𝑥1−𝑥2
,

𝑃

=
𝑓2(𝑃)

,

𝑃
=

𝑓2(𝑃)

, 𝑃 ∈ 𝐏
S2

2 , 𝑄 ∈ 𝐏2.

Remark 3.18. When 𝐶 = P1
, we have 𝐏𝑛 = k[𝑥1,… , 𝑥𝑛, 𝑐1,… , 𝑐𝑛]/(𝑐

2
1 ,… , 𝑐

2
𝑛) and Δ𝑖𝑗 = 𝑐𝑖 + 𝑐𝑗 . For

instance, M ∈ SP1

2 acts on the polynomial representation by (1 + 𝑠1) −
(𝑐1+𝑐2)(1−𝑠1)

𝑥1−𝑥2
.

4. KLR algebra of a smooth curve

In this section we study a subalgebra of S𝑛, which admits a simpler description.

4.1. Demazure operators. Let us recall the definition and basic properties of Demazure operators [Dem73].

Definition 4.1. For 𝑟 ∈ [1, 𝑛 − 1], denote by 𝜕𝑟 the Demazure operator

𝜕𝑟 ∶ k[𝑥1,… , 𝑥𝑛] → k[𝑥1,… , 𝑥𝑛], 𝑃 ↦ (𝑃 − 𝑠𝑟(𝑃))/(𝑥𝑟 − 𝑥𝑟+1).

Note that we have 𝜕𝑟(𝑃) = 0 if and only if 𝑠𝑟(𝑃) = 𝑃 . In particular, a polynomial 𝑃 is symmetric if

and only if it is annihilated by all 𝜕𝑟 for 𝑟 ∈ [1, 𝑛 − 1].

The following relations are well-known.

Lemma 4.2. We have

𝜕2𝑟 = 0 for 𝑟 ∈ [1, 𝑛 − 1],

𝜕𝑟𝜕𝑡 = 𝜕𝑡𝜕𝑟 for 𝑟, 𝑡 ∈ [1, 𝑛 − 1], |𝑟 − 𝑡 | > 1,

𝜕𝑟𝜕𝑟+1𝜕𝑟 = 𝜕𝑟+1𝜕𝑟𝜕𝑟+1 for 𝑟 ∈ [1, 𝑛 − 2].

For each 𝑤 ∈ S𝑛, fix a reduced expression 𝑤 = 𝑠𝑘1 … 𝑠𝑘𝑟 and define 𝜕𝑤 = 𝜕𝑘1 … 𝜕𝑘𝑟 . Since Demazure

operators satisfy braid relations, this definition is independent of the choice of a reduced expression.

Moreover, the square-zero relation implies that we have 𝜕𝑘1 … 𝜕𝑘𝑟 = 0 if 𝑠𝑘1 … 𝑠𝑘𝑟 is not a reduced

expression.

Let 𝑤0,𝑛 be the longest element in S𝑛.

Lemma 4.3. For any 𝑃 ∈ k[𝑥1,… , 𝑥𝑛], the polynomial 𝜕𝑤0,𝑛
(𝑃) is symmetric.

Proof. Since we have 𝓁(𝑠𝑟𝑤0,𝑛) < 𝓁(𝑤0,𝑛) for each 𝑟 ∈ [1, 𝑛−1], we get 𝜕𝑟𝜕𝑤0,𝑛
= 0. Then the polynomial

𝜕𝑤0,𝑛
(𝑃) is symmetric because for each 𝑟 ∈ [1, 𝑛 − 1] we have 𝜕𝑟(𝜕𝑤0,𝑛

(𝑃)) = 0. □

Definition 4.4. For positive integers 𝑎, 𝑏 with 𝑎 + 𝑏 = 𝑛 consider the permutation 𝑤0,𝑎,𝑏 ∈ S𝑛 given

by

𝑤0,𝑎,𝑏(𝑖) =

{

𝑖 + 𝑏 if 1 ≤ 𝑖 ≤ 𝑎,

𝑖 − 𝑎 if 𝑎 < 𝑖 ≤ 𝑛.

Lemma 4.5. For any 𝑃 ∈ k[𝑥1,… , 𝑥𝑛]
S𝑎×S𝑏 , we have

𝜕𝑤0,𝑎,𝑏
(𝑃) = ∑

𝑤∈S𝑛/(S𝑎×S𝑏 )

𝑤
(

𝑃

∏1≤𝑖≤𝑎∏𝑎+1≤𝑗≤𝑛(𝑥𝑖 − 𝑥𝑗 ))

Proof. Analogous to [Ful97, Lemma 12]. □

Corollary 4.6. For any 𝑃 ∈ k[𝑥1,… , 𝑥𝑛]
S𝑎×S𝑏 , we have 𝜕𝑤0,𝑎,𝑏

(𝑃) ∈ k[𝑥1,… , 𝑥𝑛]
S𝑛 .
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Remark 4.7. Applying Lemma 4.5, we can rewrite the action of merge operator M𝜆
𝜆′

∈ S𝑛 on the

polynomial representation (see Theorem 3.15) as follows:

𝑃 ↦ 𝜕𝑤0,𝑎,𝑏

⎛
⎜
⎜
⎝

𝑃 ∏

(𝑖,𝑗)∈𝑁 𝜆
𝜆′

(𝑥𝑖 − 𝑥𝑗 − Δ𝑖𝑗)

⎞
⎟
⎟
⎠

,

where 𝑎 = 𝜆
(1)

𝑘
, 𝑏 = 𝜆

(2)

𝑘
and the Demazure operator 𝜕𝑤0,𝑎,𝑏

is applied to the variables in positions

𝜆𝑘−1 + 1, 𝜆𝑘−1 + 2,… , 𝜆𝑘 .

4.2. Affinized symmetric algebras. Let 𝐹 = ⨁𝑖 𝐹𝑖 be a Z≥0-graded unital finite dimensional k-

algebra. Further, let 𝜎 ∶ 𝐹 ⊗ 𝐹 → k be a non-degenerate graded pairing, such that 𝜎(𝑓 𝑔, ℎ) = 𝜎(𝑓 , 𝑔ℎ)

and 𝜎(𝑓 , 𝑔) = 𝜎(𝑔, 𝑓 ) for any 𝑓 , 𝑔, ℎ ∈ 𝐹 . This makes (𝐹 , 𝜎) into a symmetric Frobenius algebra. An

example of such algebra is given by the cohomology ring 𝐻 ∗(𝑋,k) of any smooth projective variety 𝑋 .

Let 𝑚∶ 𝐹 ⊗ 𝐹 → 𝐹 be the product in 𝐹 , and Δ ∶ 𝐹 → 𝐹 ⊗ 𝐹 be its dual with respect to 𝜎. The tensor

product 𝐹⊗𝑛 has a natural S𝑛-action. For any 1 ≤ 𝑖 < 𝑗 ≤ 𝑛, consider the k-linear map

𝜄𝑖,𝑗 ∶ 𝐹
⊗2

→ 𝐹
⊗𝑛
, 𝑓 ⊗ 𝑔 ↦ 1 ⊗… ⊗ 1 ⊗ 𝑓 ⊗ 1 ⊗… ⊗ 1 ⊗ 𝑔 ⊗ 1 ⊗… ⊗ 1,

where 𝑓 and 𝑔 appear at the 𝑖-th and 𝑗-th position respectively. Set Δ𝑖,𝑗 ∶= 𝜄𝑖,𝑗 (Δ(1)) ∈ 𝐹
⊗𝑛
.

Let 𝑠𝑖 = (𝑖, 𝑖 + 1), 1 ≤ 𝑖 < 𝑛 be the elementary transpositions in S𝑛. We will denote the image of 𝑠𝑖

in the group algebra kS𝑛 by 𝜏𝑖, and more generally for any 𝑤 ∈ S𝑛 we denote its image by 𝜏𝑤. The

following algebra is defined in [KM19, Definition 3.2] (see also [Sav18, Definition 3.1] for a version with

non-symmetric 𝐹 ).

Definition 4.8. The affinized symmetric algebra W𝑛 = W𝑛(𝐹) of rank 𝑛 is the quotient of the free

product k[𝑥1,… , 𝑥𝑛] ⋆ 𝐹
⊗𝑛 ⋆ kS𝑛 by the following relations:

𝑥𝑖𝑓 = 𝑓 𝑥𝑖, 𝜏𝑖𝑓 = 𝑠𝑖(𝑓 )𝜏𝑖 for all 𝑓 ∈ 𝐹
⊗𝑛
,

𝜏𝑖𝑥𝑗 = 𝑥𝑠𝑖(𝑗)𝜏𝑖 − (𝛿𝑖,𝑗 − 𝛿𝑖+1,𝑗 )Δ𝑖,𝑖+1,

where 𝛿𝑖,𝑗 is the Kronecker symbol.

Remark 4.9. The algebra in the definition above differs from the algebra in [KM19, Definition 3.2] by

the sign in the last relation. However, we could eliminate this difference if we replace 𝑥𝑖 by −𝑥𝑖.

For any 𝑓 ∈ 𝐹 and 1 ≤ 𝑟 ≤ 𝑛, denote by 𝑓𝑟 the image of 1⊗𝑟−1 ⊗ 𝑓 ⊗ 1⊗𝑛−𝑟 ∈ 𝐹⊗𝑛 in W𝑛. While it is

not obvious that the natural map 𝐹⊗𝑛 → W𝑛 is injective, this follows from the lemma below.

Lemma 4.10 ([KM19, Theorem 3.8]). Let 𝐵𝐹 be a basis of 𝐹 . The affinized symmetric algebra W𝑛 has
the following basis:

{
𝜏𝑤𝑥

𝑎1
1 𝑥

𝑎2
2 … 𝑥

𝑎𝑛
𝑛 (𝑓

(1)
)1(𝑓

(2)
)2… (𝑓

(𝑛)
)𝑛 ∶ 𝑤 ∈ S𝑛, 𝑎𝑟 ∈ N, 𝑓

(𝑖)
∈ 𝐵𝐹

}
.

Let us introduce a grading on W𝑛 by setting deg 𝜏 = 0, deg 𝑥𝑖 = 2, deg 𝑓 = deg𝐹 𝑓 . This makes W𝑛

into a graded algebra. We writeW𝑛 = ⨁𝑖W𝑛[𝑖], whereW𝑛[𝑖] is the subspace of degree 𝑖.

Corollary 4.11. We have the following formula for the graded dimension ofW𝑛:

∑

𝑖

𝑡
𝑖
dimW𝑛[𝑖] = 𝑛!

(

𝑃𝑡(𝐹)

1 − 𝑡2)

𝑛

,

where 𝑃𝑡(𝐹) = ∑𝑖 𝑡
𝑖 dim 𝐹𝑖 is the graded dimension of 𝐹 .

Let us describe a faithful representation ofW𝑛. The vector space 𝐏𝑛(𝐹) ∶= k[𝑥1,… , 𝑥𝑛]⊗𝐹
⊗𝑛

admits

several natural S𝑛-actions. First, there is an action permuting 𝑥𝑖’s and leaving 𝐹⊗𝑛 intact; denote the

operators on 𝐏𝑛(𝐹) induced by the elementary transpositions by 𝑠𝑋1 ,… , 𝑠
𝑋
𝑛−1 . Conversely, there is an

action permuting components of 𝐹⊗𝑛 without touching 𝑥’s; denote the operators on 𝐏𝑛(𝐹) induced by

the elementary transpositions by 𝑠
𝑓

1 ,… , 𝑠
𝑓

𝑛−1. Set also 𝑠𝑘 = 𝑠𝑋
𝑘
𝑠
𝑓

𝑘
, the operators 𝑠1,⋯ , 𝑠𝑛−1 correspond

to the diagonal S𝑛-action, exchanging simultaneously the 𝑥𝑖’s and the components of 𝐹⊗𝑛.

Lemma 4.12. The algebraW𝑛 has a faithful representation in 𝐏𝑛(𝐹) such that
∙ 𝑥𝑖 acts by multiplication by 𝑥𝑖 ∈ 𝐏𝑛(𝐹);
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∙ 𝑓 ∈ 𝐹⊗𝑛 acts by multiplication by 𝑓 ∈ 𝐏𝑛(𝐹);
∙ 𝜏𝑖 acts by 𝑠𝑖 − Δ𝑖,𝑖+1𝜕

𝑋
𝑖 , where 𝜕

𝑋
𝑖 ∶=

1−𝑠𝑋𝑖
𝑥𝑖−𝑥𝑖+1

is the Demazure operator on k[𝑥1,… , 𝑥𝑛].

Proof. The formulas above yield a representation ofW𝑛 by [KM19, Lemma 3.7]. The faithfulness follows

from the proof of [KM19, Theorem 3.8]. Indeed, it is shown there that the basis elements of W𝑛 in

Lemma 4.10 act on 𝐏𝑛(𝐹) by linearly independent operators. □

4.3. KLR algebras of curves. Let 𝑛 ∈ N+, and let 1𝑛 be the partition of 𝑛 into 1’s. Then S1𝑛,1𝑛 ⊂ S𝑛
is a subalgebra; we denote it by R𝑛 = R𝐶𝑛 and refer to it as the (torsion) KLR algebra of 𝐶 of degree 𝑛.

More explicitly, R𝑛 is the convolution algebraA(𝜋′) = 𝐻 ∗
𝐺𝑛
(𝑍𝑛), where 𝜋

′ ∶ 𝑌1𝑛 → 𝑄𝑛 is the restriction

of 𝜋 (see Section 3) to 𝑌1𝑛 .

Notation. In order to unclutter the notation, we will write 𝑍𝑛 instead of 𝑍1𝑛,1𝑛 for the correspondence

𝑌1𝑛 ×𝑄𝑛 𝑌1𝑛 throughout this section.

For any 1 ≤ 𝑖 ≤ 𝑛 − 1, let us consider the ordered partition 𝜎𝑖 of 𝑛 with 𝑖-th term equal to 2, and

other terms equal to 1:

𝜎𝑖 = (1,… , 2
⏟⏟⏟
𝑖-th

,… , 1).

We have a natural map 𝑌1𝑛 → 𝑌𝜎𝑖 , induced by the 𝐵𝑛-equivariant embedding 𝑄1𝑛 ⊂ 𝑄𝜎𝑖 . Consider the

following correspondences:

𝑍
𝑖
𝑛 ∶= 𝑌1𝑛 ×𝑌𝜎𝑖 𝑌1

𝑛 , 𝑍
𝜎𝑖
𝑛 ∶= 𝑍 𝑖𝑛 ⧵ 𝑌1𝑛 ⊂ 𝑍𝑛.

Let us denote 𝜏𝑖 ∶= [𝑍𝜎𝑖𝑛 ] ∈ R𝐶𝑛 . Unlike for the full Schur algebra, we can use the notations from

Section 1.4 without any adjustments for R𝑛. We set 𝑋 = 𝐶𝑛, Γ = S𝑛, and 𝛾 = 𝛾1𝑛 . Lemma 3.3 then

implies that Ξ𝑛(𝑃) = 𝜉(1,𝑃) for any 𝑃 ∈ 𝐏𝑛 ≃ 𝐻
∗
𝐺𝑛
(𝑌1𝑛).

Proposition 4.13. We have Ξ𝑛(𝜏𝑖) = 𝜉
1,

Δ𝑖,𝑖+1

𝑥𝑖+1−𝑥𝑖

+ 𝜉
𝑠𝑖,1+

Δ𝑖,𝑖+1

𝑥𝑖+1−𝑥𝑖

.

Proof. By definition of 𝑍𝜎𝑖𝑛 , we have 𝑍 𝑖𝑛 = 𝑌1𝑛 ∪ 𝑍
𝜎𝑖
𝑛 . Since 𝑍 𝑖𝑛 = 𝑌1𝑛 ×𝑌𝜎𝑖 𝑌1

𝑛 , we have [𝑍 𝑖𝑛] = S1
𝑛

𝜎𝑖
M
𝜎𝑖
1𝑛

inside S𝑛. Using Lemma 3.5 and formula (15), we obtain

Ξ𝑛(𝜏𝑖) = Ξ𝑛([𝑍
𝑖
𝑛]) − Ξ𝑛([𝑌1𝑛]) = 𝜉

1𝑛,𝜎𝑖
(1,𝛾𝜎𝑖 )

∗ 𝜉
𝜎𝑖,1

𝑛

(1,𝛾𝜎𝑖 )
− 𝜉(1,1)

= 𝜉(1,𝛾𝜎𝑖/𝛾1𝑛−1)
+ 𝜉(𝑠𝑖,𝛾𝜎𝑖/𝛾1𝑛 )

= 𝜉
1,

Δ𝑖,𝑖+1

𝑥𝑖+1−𝑥𝑖

+ 𝜉
𝑠𝑖,1+

Δ𝑖,𝑖+1

𝑥𝑖+1−𝑥𝑖

,

where we have used the fact that 𝛾𝜎𝑖/𝛾1𝑛 = (𝑥𝑖+1 − 𝑥𝑖 + Δ𝑖,𝑖+1)/(𝑥𝑖+1 − 𝑥𝑖) in the last equality. □

Remark 4.14. It is possible to make this computation directly, without appealing to the results of

Section 3. For this, one can first show that 𝑍𝜎𝑖𝑛 is smooth (in fact, it is isomorphic to a certain blowup

of 𝑌1𝑛 ), and then use Lemma 1.6.

The algebra R𝑛 acts on 𝐏𝑛 = 𝐻𝐺∗ (𝑌1𝑛) by Proposition 1.8. This is a subrepresentation of S𝑛 ↷ 𝑃𝑛,

restricted toR𝑛 ⊂ S𝑛. 𝐏𝑛 can be identified with a subspace in (𝐏𝑛)loc, on whichR
loc
𝑛 acts as in Section 1.4.

Under this identification, we have

Ξ𝑛(𝑃).ℎ = 𝜉(1,𝑃).ℎ = 𝑃ℎ𝛾/𝛾 = 𝑃ℎ;

Ξ𝑛(𝜏𝑖).ℎ =
(
𝜉
1,

Δ𝑖,𝑖+1

𝑥𝑖+1−𝑥𝑖

+ 𝜉
𝑠𝑖,1+

Δ𝑖,𝑖+1

𝑥𝑖+1−𝑥𝑖
)
.ℎ =

Δ𝑖,𝑖+1

𝑥𝑖+1 − 𝑥𝑖
ℎ +

(
1 +

Δ𝑖,𝑖+1

𝑥𝑖+1 − 𝑥𝑖)
ℎ
𝑠𝑖

(

𝑥𝑖 − 𝑥𝑖+1 + Δ𝑖,𝑖+1

𝑥𝑖 − 𝑥𝑖+1 − Δ𝑖,𝑖+1)

= ℎ
𝑠𝑖 +

Δ𝑖,𝑖+1

𝑥𝑖+1 − 𝑥𝑖
(ℎ − ℎ

𝑠𝑖) = (𝑠𝑖 − Δ𝑖,𝑖+1𝜕𝑖)ℎ.

Theorem 4.15. We have an isomorphism of algebras R𝐶𝑛 ≃ W𝑛(𝐻
∗(𝐶)).

Proof. It follows from the proof of Proposition 4.13 that 𝜏𝑖 = 𝑅1
𝑛

1𝑛 (𝑠𝑖) − 1 in notations of Section 3.4.

In particular, Theorem 3.10 implies that the algebra R𝑛 is generated by polynomial operators together

with 𝜏𝑖, 1 ≤ 𝑖 ≤ 𝑛 − 1. Both R𝐶𝑛 and W𝑛(𝐻
∗(𝐶)) act on 𝐏𝑛(𝐹), and the action of polynomial operators

and 𝜏𝑖’s is given by the same formulas. Since the polynomial representation 𝐏𝑛(𝐹) is faithful for both

algebras by Lemma 4.12 and Theorem 3.15, we deduce the desired isomorphism. □
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4.4. Affine zigzag algebra. Let us write out R𝐶𝑛 for 𝐶 = P1
. In this case 𝐻 ∗(𝐶) ≃ k[𝑐]/𝑐2, and

Δ𝑖,𝑗 = 𝑐𝑖 + 𝑐𝑗 .

Definition 4.16. The affine zigzag algebra Z𝑛 is the k-algebra generated by elements 𝑥𝑟 , 𝑐𝑟 , 1 ≤ 𝑟 ≤ 𝑛

and 𝜏𝑘 , 1 ≤ 𝑘 < 𝑛 modulo the following relations:

𝑥𝑟𝑥𝑡 = 𝑥𝑡𝑥𝑟 , 𝑥𝑟𝑐𝑡 = 𝑐𝑡𝑥𝑟 , 𝑐𝑟𝑐𝑡 = 𝑐𝑡𝑐𝑟 , 𝑐
2
𝑟 = 0;

𝜏
2
𝑘 = 1, 𝜏𝑘𝜏𝑘+1𝜏𝑘 = 𝜏𝑘+1𝜏𝑘𝜏𝑘+1, 𝜏𝑘𝜏𝑙 = 𝜏𝑙𝜏𝑘 if |𝑙 − 𝑘| > 1;

𝜏𝑘𝑐𝑘 = 𝑐𝑘+1𝜏𝑘 , 𝜏𝑘𝑐𝑟 = 𝑐𝑟𝜏𝑘 if 𝑟 ≠ 𝑘, 𝑘 + 1;

𝜏𝑘𝑥𝑘 − 𝑥𝑘+1𝜏𝑘 = −𝑐𝑘 − 𝑐𝑘+1 = 𝑥𝑘𝜏𝑘 − 𝜏𝑘𝑥𝑘+1, 𝜏𝑘𝑥𝑟 = 𝑥𝑟𝜏𝑘 if 𝑟 ≠ 𝑘, 𝑘 + 1.

Corollary 4.17. We have an isomorphism of algebras RP1

𝑛 ≃ Z𝑛.

Consider the following truncated polynomial ring:

𝐏𝑛 = k[𝑥1,… , 𝑥𝑛, 𝑐1,… , 𝑐𝑛]/(𝑐
2
1 ,… , 𝑐

2
𝑛).

The following lemma is a special case of Lemmas 4.10 and 4.12.

Lemma 4.18. The affine zigzag algebra Z𝑛 has the following basis:
{

𝜏𝑤𝑥
𝑎1
1 𝑥

𝑎2
2 … 𝑥

𝑎𝑛
𝑛 𝑐

𝑏1
1 𝑐

𝑏2
2 … 𝑐

𝑏𝑛
𝑛 ; 𝑤 ∈ S𝑛, 𝑎𝑟 ∈ N, 𝑏𝑟 ∈ {0, 1}

}

.

Furthermore, the algebra Z𝑛 has a faithful representation in 𝐏𝑛 such that
∙ 𝑥𝑟 ∈ Z𝑛 acts by multiplication by 𝑥𝑟 ∈ 𝐏𝑛,
∙ 𝑐𝑟 ∈ Z𝑛 acts by multiplication by 𝑐𝑟 ∈ 𝐏𝑛,
∙ 𝜏𝑘 acts by 𝑠𝑘 − (𝑐𝑘 + 𝑐𝑘+1)𝜕𝑘 , where 𝜕𝑘 ∶=

1−𝑠𝑘
𝑥𝑘−𝑥𝑘+1

in notations of Lemma 4.12.

Remark 4.19. While the operator 𝜕𝑘 is not well-defined on 𝐏𝑛, the operator (𝑐𝑘 + 𝑐𝑘+1)𝜕𝑘 is. We could

also write 𝜕𝑋
𝑘
instead of 𝜕𝑘 as in Lemma 4.12.

4.5. Other examples. For 𝐶 = C or C∗
, we have 𝑄𝑛 ≃ gl𝑛 and 𝑄𝑛 ≃ 𝐺𝐿𝑛 respectively, equipped with

the adjoint action of𝐺𝐿𝑛. We therefore recover Grothendieck-Springer resolution and its multiplicative

version. Furthermore, let 𝐶 = 𝐸 be an elliptic curve, and Bun
0,𝑠𝑠
𝐺𝐿𝑛

the stack of semistable𝐺𝐿𝑛-bundles of

degree 0 on 𝐸. We have an equivalence of stacks T𝑛 ≃ Bun
0,𝑠𝑠
𝐺𝐿𝑛

essentially due to Atiyah [Ati57, FMW98].

Since it is compatible with embeddings of sheaves
4
, our map F𝑛 → T𝑛 produces the same Steinberg

variety that appears in the context of elliptic Springer theory [BN15] (for 𝐺 = 𝐺𝐿𝑛).

5. Integral version for P1

In this section we adapt some of the considerations above to homology with integral coefficients,

when 𝐶 = P1
is the projective line.

5.1. Integral homology of T𝑛(P1). The following analogue of Proposition 1.3 holds for cohomology

with integer coefficients.

Proposition 5.1 ([HS09, Theorem 2.10]). Let 𝐺 = 𝐺𝐿𝑛, 𝑇 ⊂ 𝐺 a maximal torus and 𝑋 a 𝐺-variety. If
𝐻 ∗
𝑇 (𝑋,Z) is torsion-free as an 𝐻𝑇 -module, then we have an isomorphism 𝐻 ∗

𝐺(𝑋,Z) ≃ 𝐻 ∗
𝑇 (𝑋,Z)S𝑛 .

In particular, we have 𝐻 ∗
𝐺(𝑝𝑡) = Z[𝑥1,… , 𝑥𝑛]

S𝑛
. As for localization, Proposition 1.4 holds over any

coefficient ring k without Z-torsion, in particular for k = Z.

The proof of Proposition 2.4 uses the decomposition theorem for perverse sheaves in an essential

way, therefore only works for cohomology with coefficients in Q. We expect that it remains true if

we replace Q by Z. Here, we prove an analogous claim for the projective line. Let us denote the base

curve of T𝑛 by superscript; thus, here we study T
P1

𝑛 . We also denote by T𝑥𝑛 ⊂ T𝐶𝑛 the substack of sheaves

supported on 𝑥 ∈ 𝐶. Note that we have

TC
𝑛 ≃ [gl𝑛/𝐺𝐿𝑛], T𝑥𝑛 ≃ [N𝑛/𝐺𝐿𝑛],

where N𝑛 ⊂ 𝐺𝐿𝑛 is the nilpotent cone.

4
that is, it is an equivalence of stacks, and not just of associated (algebraic) stacks in groupoids
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Proposition 5.2. Let 𝐶 = P1. We have

𝐻
∗
(T𝑛,Z) ≃ Sym

𝑛
(𝐻

∗
(P1

,Z)[𝑥]) = (Z[𝑥1,… , 𝑥𝑛, 𝑐1,… , 𝑐𝑛]/(𝑐
2
1 ,… , 𝑐

2
𝑛))

S𝑛
,

where deg 𝑥𝑖 = deg 𝑐𝑖 = 2.

Proof. We will drop the coefficient ring from notations, and write 𝐻 ∗(−) = 𝐻 ∗(−,Z) throughout the

proof for brevity. Let us decompose P1 = C ⊔ {∞}, where ∞ ∈ P1
is the point at infinity (or any other

point). This induces a stratification 𝑆𝑛P1 = ⨆ 𝑆𝑖, where 𝑆𝑖 ≃ 𝑆𝑛−𝑖C is the locally closed subvariety,

consisting of tuples with exactly 𝑖 occurrences of ∞. Taking preimages under the support map, we get

(21) T𝑛 = ⨆

𝑖

T𝑖∞𝑛 , T𝑖∞𝑛 = supp
−1
(𝑆𝑖).

Note that we have isomorphisms of moduli stacks T𝑖∞𝑛 ≃ T∞
𝑖 × TC

𝑛−𝑖. In particular, T𝑖∞𝑛 ≃ [(N𝑖 ×

gl𝑛−𝑖)/𝐺
(𝑖)
𝑛 ] ≃ [𝑄(𝑖)

𝑛 /𝐺𝑛], where𝐺
(𝑖)
𝑛 = 𝐺𝐿𝑖×𝐺𝐿𝑛−𝑖 ⊂ 𝐺𝑛, and𝑄

(𝑖)
𝑛 can be seen either as𝐺𝑛×𝐺(𝑖)

𝑛
(N𝑖×gl𝑛−𝑖),

or a locally closed subvariety of 𝑄𝑛 with prescribed supports.

Recall that 𝑄𝑇𝑛𝑛 = (P1)𝑛. We have 𝑄𝑇𝑛𝑛 ∩ 𝑄(𝑖)
𝑛 = S𝑛 ×S(𝑖,𝑛−𝑖)

({∞}𝑖 × C𝑛−𝑖), where S𝑛 acts on (P1)𝑛

by permuting the factors. Note that N𝑖 × gl𝑛−𝑖 retracts to {∞}𝑖 × C𝑛−𝑖
. Since equivariant cohomology

is homotopy invariant, the pullback map 𝐻 ∗
𝑇𝑛
(N𝑖 × gl𝑛−𝑖) → 𝐻 ∗

𝑇𝑛
({∞}𝑖 × C𝑛−𝑖) is an isomorphism. In

particular, we see that 𝐻 ∗(T𝑖∞𝑛 ) = 𝐻 ∗
𝐺𝑛
(𝑄(𝑖)

𝑛 ) = 𝐻 ∗

𝐺
(𝑖)
𝑛

(N𝑖 × gl𝑛−𝑖) is even. Therefore the stratification (21)

defines a filtration on 𝐻 ∗
𝐺𝑛
(𝑄𝑛) with associated graded ⨁𝑖 𝐻

∗
𝐺𝑛
(𝑄(𝑖)

𝑛 ); the same holds if we replace 𝐺𝑛

by 𝑇𝑛.

Let us introduce an auxillary grading 𝐏𝑛 = ⨁𝑘 𝐏
(𝑘)
𝑛 by the degree of polynomials in 𝑐𝑖’s. Since 𝑐

2
𝑖 = 0

for any 𝑖, we see that 𝐏(𝑘)𝑛 = 0 for 𝑘 > 𝑛. Moreover, it is clear that

𝐏
(𝑘)
𝑛 = ⨁

1≤𝑖1<…<𝑖𝑘≤𝑛

Z[𝑥1,… , 𝑥𝑛]𝑐𝑖1 … 𝑐𝑖𝑘 .

We write 𝐏≤𝑘𝑛 = ⨁
𝑘
𝑖=1 𝐏

(𝑖)
𝑛 ; in particular, 𝐏≤𝑛𝑛 = 𝐏𝑛.

Consider the intersection 𝑋𝑖 = 𝑄𝑇𝑛𝑛 ∩ 𝑄(𝑖)
𝑛 . By the computations above, we have 𝑋𝑖 = S𝑛 ×S(𝑘,𝑛−𝑘)

({∞}𝑘 × C𝑛−𝑘) and 𝑋 𝑖 = ⋃𝜎∈S𝑛
𝜎({∞}𝑘 × (P1)𝑛−𝑘). Therefore 𝐻 ∗

𝑇𝑛
(𝑋𝑘) = 𝐏≤𝑘𝑛 for any 𝑘, and an

easy induction argument identifies the short exact sequence 𝐻 ∗
𝑇𝑛
(𝑋𝑘−1) → 𝐻 ∗

𝑇𝑛
(𝑋𝑘) → 𝐻 ∗

𝑇𝑛
(𝑋𝑘) with

𝐏≤𝑘−1𝑛 → 𝐏≤𝑘𝑛 → 𝐏(𝑘)𝑛 . With this substitution, localization to 𝑇𝑛-fixed points gives us the following

commutative diagrams:

𝐻 ∗
𝑇𝑛
(𝑄

(𝑘−1)
𝑛 ) 𝐻 ∗

𝑇𝑛
(𝑄

(𝑘)
𝑛 ) 𝐻 ∗

𝑇𝑛
(𝑄(𝑘)

𝑛 )

𝐏≤𝑘−1𝑛 𝐏≤𝑘𝑛 𝐏(𝑘)𝑛

By an iterated application of 5-lemma for 𝑘 descending from 𝑛 to 1, pullback along the inclusion

(P1)𝑛 ↪ 𝑄𝑛 induces an identification

𝐻
∗
𝑇𝑛
(𝑄𝑛) = 𝐏𝑛 = Z[𝑥1,… , 𝑥𝑛, 𝑐1,… , 𝑐𝑛]/(𝑐

2
1 ,… , 𝑐

2
𝑛).

Applying Proposition 1.3, we get 𝐻 ∗(T𝑛) = 𝐻
∗
𝑇𝑛
(𝑄𝑛)

S𝑛
, and so we may conclude. □

Remark 5.3. Note that the retractions in the proof above do not come from the global G𝑚-action on

P1
, since for any such action either 0 or ∞ ∈ P1

is a repellent point.

Applying universal coefficients, we obtain the following corollary.

Corollary 5.4. For any ring k, we have

𝐻
∗
(T𝑛,k) ≃ (k[𝑥1,… , 𝑥𝑛, 𝑐1,… , 𝑐𝑛])

S𝑛 ,

where S𝑛 acts by simultaneous permutation of the 𝑥𝑖’s and the 𝑐𝑖’s.
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Let 𝜆 ∈ Comp(𝑛). Since F𝜆 → T𝜆 is a stack vector bundle, formula (11) shows that

𝐻
∗
(F𝜆,Z) ≃ (Z[𝑥1,… , 𝑥𝑛, 𝑐1,… , 𝑐𝑛]/(𝑐

2
1 ,… , 𝑐

2
𝑛))

S𝜆
.

Consider the composition

[(P1
)
𝑛
/𝑇𝑛] → [𝑄𝑛/𝑇𝑛] → [𝑄𝑛/𝐺𝑛],

where the first map is obtained from closed embedding (P1)𝑛 ↪ 𝑄𝑛, and the second map is given by

restricting 𝐺𝑛-action on 𝑄𝑛 to 𝑇𝑛. This composition can be identified with the direct sum map

⨁ ∶ (T1)
𝑛
→ T𝑛, (F1,… ,F𝑛) ↦ F1 ⊕… ⊕ F𝑛.

Therefore, the isomorphism in Proposition 5.2 can be regarded as being induced from pullback along

⨁.

5.2. Tautological subring. Recall that we have the universal sheaf E over T𝑛 ×P1
. Applying Künneth

decomposition to the Chern classes of E, we write 𝑐𝑖(E) = 𝑐𝑖,0 ⊗ 1 + 𝑐𝑖,1 ⊗𝑝, where 𝑐𝑖,𝑗 ∈ 𝐻
2(𝑖−𝑗)(T𝑛,Z),

and 𝑝 ∈ 𝐻 2(P1,Z) is the class of a point.

Example 5.5. For 𝑛 = 1, we have 𝐻 ∗(T1,Z) = Z[𝑥, 𝑐]/𝑐2 and E = 𝑥OΔ. Note that under our identifi-

cations, Δ = 𝑐 + 𝑝. The total Chern class of E is given by

(22) 𝑐(E) = 𝑐(𝑥)/𝑐(𝑥O(−Δ)) =
1 + 𝑥

1 + 𝑥 − Δ
= 1 + (𝑐 + 𝑝) +∑

𝑖≥1

(−𝑥)
𝑖−1

((2𝑖𝑐 − 𝑥)𝑝 − 𝑥𝑐).

Comparing coefficients, we see that 𝑐𝑖,0 = (−𝑥)𝑖−1𝑐 and 𝑐𝑖,1 = (−𝑥)𝑖−2(2(𝑖−1)𝑐−𝑥); in particular, 𝑐 = 𝑐1,0

and 𝑥 = 2𝑐1,0 − 𝑐2,1.

Definition 5.6. The tautological ring 𝑇𝐻 ∗(T𝑛,Z) is the subring of 𝐻 ∗(T𝑛,Z) generated by classes 𝑐𝑖,0,

𝑐𝑖,1, 𝑖 ∈ Z>0.

If we work with Q-coefficients, this definition is superfluous, since Künneth-Chern classes generate

𝐻 ∗(T𝑛,Q) as a ring; see [Hei12]. The following example shows that this is not the case over Z.

Example 5.7. Let 𝑛 = 2. By the universal property of E, its pullback under ⨁ is isomorphic to the

direct sum of universal sheaves E1 ⊕ E2. Since the total Chern class is functorial under pullbacks, we

have 𝑐(E) = 𝑐(E1)𝑐(E2). Using the formula (22), we obtain

𝑐(E) = (1 + (𝑐1 + 𝑐2) + (𝑐1𝑐2 − 𝑐1𝑥1 − 𝑐2𝑥2) + …)

+ 𝑝 (2 + (3𝑐1 + 3𝑐2 − 𝑥1 − 𝑥2) + (𝑥
2
1 + 𝑥

2
2 + 4(𝑐1𝑐2 − 𝑐1𝑥1 − 𝑐2𝑥2) − (𝑐1 + 𝑐2)(𝑥1 + 𝑥2)) + …) .

As a consequence, we get the following expressions for the first few Künneth-Chern classes:

𝑐1,0 = 𝑐1 + 𝑐2, 𝑐2,0 = 𝑐1𝑐2 − 𝑐1𝑥1 − 𝑐2𝑥2,

𝑐2,1 = 3𝑐1,0 − (𝑥1 + 𝑥2), 𝑐3,1 = 𝑥
2
1 + 𝑥

2
2 − (𝑥1 + 𝑥2)𝑐1,0 + 4𝑐2,0.

By definition, 𝑇𝐻 4(T2,Z) is spanned as a Z-module by 𝑐21,0, 𝑐
2
2,1, 𝑐1,0𝑐2,1, 𝑐2,0, 𝑐3,1. Using the formulae

above, it is easy to check that this sublattice neither contains 𝑐1𝑐2 nor 𝑥1𝑥2; however, we have 2𝑐1𝑐2 =

𝑐21,0 and 2𝑥1𝑥2 = 6𝑐21,0 − 5𝑐1,0𝑐2,1 + 𝑐
2
2,1 − 𝑐3,1 + 4𝑐2,0.

A similar computation shows that Künneth-Chern classes fail to generate 𝐻 ∗(T𝐶𝑛 ,Z), 𝑛 ≥ 2 for any

smooth projective curve 𝐶, assuming that an analogue of Proposition 5.2 holds.

5.3. Homology of Steinberg is torsion-free. The proof of Lemma 2.9 works verbatim for 𝐶 = P1

over any ring k, except we need to replace purity considerations for splitting long exact sequences by

parity of homology groups. The localization theorem can still be applied by Remark 1.5, since classes

𝛾𝜆 are not zero divisors over any k by formula (13). In particular, the localization map Ξ𝑛 remains

injective.

The rest of Sections 3 and 4, notably the proof of Theorem 3.10, goes through for any k without

changes. Note that even though some denominators appear in intermediate computations (essentially

because of coefficients in (15)), all modules under consideration are free, so one can perform compu-

tations over Z ⊂ Q, obtain a result valid over Z, and then change the base ring. One could get rid of

denominators altogether, but it would render the notations even more cumbersome.

In particular, we obtain that Corollary 4.17 holds over any k.
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6. KLR algebras of qivers

6.1. KLR algebra. Let Γ = (𝐼 , 𝐻 ) be a quiver without loops, where 𝐼 stands for the set of vertices, and

𝐻 for the set of arrows. It comes equipped with source and target maps 𝑠, 𝑡 ∶ 𝐻 → 𝐼 . For any 𝑖, 𝑗 ∈ 𝐼 ,

let ℎ𝑖𝑗 be the number of arrows from 𝑖 to 𝑗 , and define

𝑄𝑖𝑗 (𝑢, 𝑣) =

{
0 if 𝑖 = 𝑗 ,

(𝑢 − 𝑣)ℎ𝑖𝑗 (𝑣 − 𝑢)ℎ𝑗𝑖 otherwise.

Let 𝛼 = (𝑛𝑖)𝑖∈𝐼 ∈ Z𝐼
≥0 be a dimension vector. It can be alternatively written as a sum 𝛼 = ∑𝑖∈𝐼 𝑛𝑖𝛼𝑖,

where 𝛼𝑖 = (𝛿𝑖𝑗 )𝑗∈𝐼 , 𝑖 ∈ 𝐼 . For a dimension vector 𝛼, we define |𝛼| ∶= ∑𝑖∈𝐼 𝑛𝑖 and

𝐼
𝛼
=

{

𝐢 = (𝑖1, 𝑖2,… , 𝑖|𝛼|) ∈ 𝐼
|𝛼|

∶

|𝛼|

∑

𝑟=1

𝛼𝑖𝑟 = 𝛼

}

.

We will also make use of the following refinement of 𝐼𝛼 :

𝐼
(𝛼)

=

{

𝐢 = (𝑖
(𝑎1)
1 , 𝑖

(𝑎2)
2 ,… , 𝑖

(𝑎𝑘)

𝑘
) ∶ 𝑎𝑟 ∈ Z>0,

|𝛼|

∑

𝑟=1

𝑎𝑟𝛼𝑖𝑟 = 𝛼

}

,

where we treat 𝑖(𝑎) as a formal symbol corresponding to divided powers (see Section 6.4). To any

𝐢 ∈ 𝐼 (𝛼) we can associate 𝐢 = (𝑖
𝑎1
1 , 𝑖

𝑎2
2 ,… , 𝑖

𝑎𝑘
𝑘
) ∈ 𝐼𝛼 , obtained by replacing each divided power 𝑖(𝑎𝑟 )𝑟 with

𝑎𝑟 consecutive copies of 𝑖𝑟 . For each 𝐢 = (𝑖
(𝑎1)
1 , 𝑖

(𝑎2)
2 ,… , 𝑖

(𝑎𝑘)

𝑘
) ∈ 𝐼 (𝛼), let S𝐢 = S𝑎1 ×S𝑎2 × … ×S𝑎𝑘 be the

subgroup of S|𝛼| associated to (𝑎1,… , 𝑎𝑘) ∈ Comp(|𝛼|).

Definition 6.1. A KLR diagram of weight 𝛼 is a planar diagram containing |𝛼| strands such that:

∙ the strands connect |𝛼| points on one horizontal line with |𝛼| points on another horizontal line,

each strand goes from bottom to top;

∙ each strand is labeled by an element of 𝐼 ;

∙ for each 𝑖 ∈ 𝐼 , there are 𝑛𝑖 strands with label 𝑖;

∙ two strands are allowed to cross, and there are no triple-crossings;

∙ a piece of a strand is allowed to carry a dot, a dot cannot collide with a crossing.

We consider KLR diagrams modulo isotopies. In particular, a dot is allowed to move freely along the

strand, as long as it doesn’t slide past a crossing. In what follows, we will denote the crossing between

𝑟-th and (𝑟 + 1)-th strand by 𝜓𝑟 , and the diagram with a single dot on 𝑟-th strand by 𝑦𝑟 .

Definition 6.2. The KLR algebra 𝑅(𝛼) is the k-algebra generated by KLR diagrams of weight 𝛼 modulo

the local relations below:

(23)

𝑖 𝑗

=

𝑖 𝑗

if 𝑖 ≠ 𝑗 ,

(24)

𝑖 𝑖

=

𝑖 𝑖

−

𝑖 𝑖

,

𝑖 𝑖

=

𝑖 𝑖

−

𝑖 𝑖

,

(25)

𝑖 𝑗

=

𝑗𝑖

𝑄𝑖𝑗 (𝑦1, 𝑦2) if 𝑖 ≠ 𝑗 ,

𝑖 𝑖

= 0,

(26)

𝑘𝑖 𝑗

=

𝑘𝑖 𝑗

unless 𝑖 = 𝑘 ≠ 𝑗 ,
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(27)

𝑖𝑖 𝑗

=

𝑖𝑖 𝑗

−

𝑖𝑖 𝑗

𝑄𝑖𝑗 (𝑦3, 𝑦2) − 𝑄𝑖𝑗 (𝑦1, 𝑦2)

𝑦3 − 𝑦1
if 𝑖 ≠ 𝑗 .

The multiplication is given by vertical concatenation; we impose the concatenation of strands with

different labels to be zero.

Remark 6.3. We will be chiefly interested in KLR algebras for the Kronecker quiver Γ = (1 ⇒ 0). In

this case we have

𝑄01(𝑢, 𝑣) = 𝑄10(𝑢, 𝑣) = (𝑢 − 𝑣)
2
,

𝑄01(𝑦3, 𝑦2) − 𝑄01(𝑦1, 𝑦2)

𝑦3 − 𝑦1
= 𝑦1 − 2𝑦2 + 𝑦3.

For each 𝐢 ∈ 𝐼𝛼 we have an idempotent 1𝐢, given by a diagram consisting of |𝛼| vertical strands, with

the 𝑟-th strand labeled by 𝑖𝑟 for any 𝑟 . The algebra 𝑅(𝛼) is clearly generated as a k-algebra by these

idempotents, together with single crossings and dots. Diagrammatically, we have

𝑦𝑟1𝐢 =

𝑖1

…

𝑖𝑟

…

𝑖|𝛼|

, 𝜓𝑟1𝐢 =

𝑖1

…

𝑖𝑟 𝑖𝑟+1

…

𝑖|𝛼|

,

and

𝑦𝑟 = ∑

𝐢∈𝐼𝛼

𝑦𝑟1𝐢, 𝜓𝑟 = ∑

𝐢∈𝐼𝛼

𝜓𝑟1𝐢.

For example, relations (23-24) take the following form:

𝑦𝑟𝜓𝑟 = 𝜓𝑟𝑦𝑟+1 − ∑

𝐢∈𝐼𝛼 , 𝑖𝑟=𝑖𝑟+1

1𝐢, 𝜓𝑟𝑦𝑟 = 𝑦𝑟+1𝜓𝑟 − ∑

𝐢∈𝐼𝛼 , 𝑖𝑟=𝑖𝑟+1

1𝐢.

6.2. Polynomial representation of 𝑅(𝛼). Let 𝑚 = |𝛼|, and define Pol𝑚 = k[𝑦1,… , 𝑦𝑚]. Let further

Pol𝛼 be the direct sum of 𝐼𝛼-worth copies of Pol𝑚. We write Pol𝛼 = ⨁𝐢∈𝐼𝛼 Pol𝑚 1𝐢, where 1𝐢 is the

idempotent projecting to the 𝐢-th copy.

Lemma 6.4 ([Rou08, §3.2.2]). The algebra 𝑅(𝛼) has a faithful representation on the vector space Pol𝛼 ,
such that 1𝐢 ∈ 𝑅(𝛼) acts by the projector 1𝐢, 𝑦𝑟 ∈ 𝑅(𝛼) acts by multiplication by 𝑦𝑟 , and for any 𝑓 ∈ Pol𝑚

we have

(28) 𝜓𝑟 ⋅ 𝑓 1𝐢 =

{

−𝜕𝑟(𝑓 )1𝐢 if 𝑖𝑟 = 𝑖𝑟+1,
𝑃𝑖𝑟 ,𝑖𝑟+1(𝑦𝑟 , 𝑦𝑟+1)𝑠𝑟(𝑓 )1𝑠𝑟 (𝐢) else.

Here 𝑃𝑖𝑗 (𝑢, 𝑣) = (𝑢 − 𝑣)ℎ𝑖𝑗 , and 𝜕𝑟 = 1−𝑠𝑟
𝑦𝑟−𝑦𝑟+1

is the Demazure operator.

6.3. Geometric construction of KLR algebras. Fix a dimension vector 𝛼 = ∑𝑖∈𝐼 𝑛𝑖𝛼𝑖 with |𝛼| =

𝑚. Let 𝑉 be an 𝐼 -graded complex vector space of dimension 𝛼, that is a complex vector space with

decomposition 𝑉 = ⨁𝑖∈𝐼 𝑉𝑖, such that dim𝑉𝑖 = 𝑛𝑖. Consider the variety 𝐸𝛼 = ⨁ℎ∈𝐻 Hom(𝑉𝑠(ℎ), 𝑉𝑡(ℎ)),

on which we have a natural action of 𝐺𝛼 = ∏𝑖∈𝐼 𝐺𝐿(𝑉𝑖). For 𝐢 = (𝑖
(𝑎1)
1 , 𝑖

(𝑎2)
2 ,… , 𝑖

(𝑎𝑘)

𝑘
) ∈ 𝐼 (𝛼), let 𝐅𝐢 be the

variety of flags in 𝑉

𝜑 = ({0} = 𝑉
0
⊂ 𝑉

1
⊂ ⋯ ⊂ 𝑉

𝑘
= 𝑉 ),

which are homogeneous with respect to the decomposition 𝑉 = ⨁𝑖∈𝐼 𝑉𝑖, and for each 1 ≤ 𝑟 ≤ 𝑘 the

graded dimension of 𝑉 𝑟/𝑉 𝑟−1 is equal to 𝑎𝑟𝛼𝑖𝑟 . Further, let �̃�𝐢 be the following variety of pairs:

�̃�𝐢 = {(𝑥, 𝜑) ∈ 𝐸𝛼 × 𝐅𝐢 ∶ 𝑥(𝑉
𝑟
) ⊂ 𝑉

𝑟
, 0 ≤ 𝑟 ≤ 𝑘} .

Analogously to Section 2.1, we have an isomorphism 𝐻 ∗
𝐺𝛼
(𝐅𝐢) ≃ PolS𝐢

𝑚 , where for each 𝑟 ∈ [1, 𝑘] the

elements 𝑦𝑎1+…+𝑎𝑟−1+1, 𝑦𝑎1+…+𝑎𝑟−1+2,… , 𝑦𝑎1+…+𝑎𝑟 are the Chern roots of the vector bundle 𝑉
𝑟/𝑉 𝑟−1. Since

�̃�𝐢 is a vector bundle over 𝐅𝐢, we also have 𝐻 ∗
𝐺𝛼
(�̃�𝐢) ≃ PolS𝐢

𝑚 .
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We also denote 𝐅𝛼 = ∐𝐢∈𝐼𝛼 𝐅𝐢, �̃�𝛼 = ∐𝐢∈𝐼𝛼 �̃�𝐢. Let 𝜋𝛼 ∶ �̃�𝛼 → 𝐸𝛼 be the natural projection, that is

𝜋𝛼(𝑥, 𝜑) = 𝑥 , and consider the corresponding fiber product 𝐙𝛼 = �̃�𝛼 ×𝐸𝛼 �̃�𝛼 . We have

𝐙𝛼 = ∐

𝐢,𝐣∈𝐼𝛼

𝐙𝐢,𝐣 = ∐

𝐢,𝐣∈𝐼𝛼

�̃�𝐢 ×𝐸𝛼 �̃�𝐣.

In other words, 𝐙𝐢,𝐣 is the variety of triples (𝑥, 𝜑1, 𝜑2) ∈ 𝐸𝛼 × 𝐅𝐢 × 𝐅𝐣, such that 𝑥 preserves both 𝜑1 and

𝜑2.

Remark 6.5. For now, we only consider 𝐢 ∈ 𝐼𝛼 ; however, the definition of 𝐙𝐢,𝐣 makes sense for 𝐢, 𝐣 ∈ 𝐼 (𝛼)

as well. We will make use of these more general varieties in Section 6.5.

By Proposition 1.8, we have an algebra structure on A(𝜋𝛼) = 𝐻 ∗
𝐺𝛼
(𝐙𝛼 ,k), and an action of it on

𝐻 ∗
𝐺𝛼
(�̃�𝛼 ,k). The following statement is proved in [VV11, Rou08] for k a field of characteristic zero, and

in [Mak15] for an arbitrary ring k of finite global dimension.

Proposition 6.6. The KLR algebra 𝑅(𝛼) is isomorphic to the convolution algebra 𝐻 ∗
𝐺𝛼
(𝐙𝛼). Moreover, the

representation Pol𝛼 of 𝑅(𝛼) is isomorphic to the representation 𝐻 ∗
𝐺𝛼
(�̃�𝛼) of 𝐻 ∗

𝐺𝛼
(𝐙𝛼).

Remark 6.7. The idempotents 1𝐢 ∈ 𝑅(𝛼) correspond to different connected components. Namely, we

have

𝐻
∗
𝐺𝛼
(𝐙𝐢,𝐣) ≃ 1𝐢𝑅(𝛼)1𝐣, 𝐻

∗
𝐺𝛼
(�̃�𝐢) ≃ Pol𝑚 1𝐢.

6.4. Divided powers. The algebra 𝑅(𝑛𝛼𝑖) is known as the nil-Hecke algebra of rank 𝑛. Let𝑤 = 𝑠𝑖1 … 𝑠𝑖𝑟
be a reduced decomposition of 𝑤 ∈ S𝑛. Relation (26) implies that the product 𝜓𝑖1 …𝜓𝑖𝑟 is independent

of the decomposition above. We denote this element of 𝑅(𝑛𝛼𝑖) by 𝜓𝑤.

Let 𝑤0,𝑛 be the longest element in S𝑛. Define 𝑦0,𝑛 ∶= 𝑦𝑛−1𝑛 𝑦𝑛−2𝑛−1 … 𝑦
2
3𝑦2, and 1𝑖(𝑛) ∶= 𝜓𝑤0,𝑛

𝑦0,𝑛 ∈

𝑅(𝑛𝛼𝑖). It is easy to check that 𝜓𝑤0,𝑛
𝑦0,𝑛𝜓𝑤0,𝑛

= 𝜓𝑤0,𝑛
, which implies that the element 1𝑖(𝑛) is an idempo-

tent. We call 1𝑖(𝑛) the divided difference idempotent. Note that it acts on Pol𝑛𝛼𝑖 ≃ Pol𝑛 as the projector to

symmetric polynomials.

Let 𝛼 ∈ Z𝐼
≥0 be as in Section 6.3. For each 𝐢 = (𝑖

(𝑎1)
1 , 𝑖

(𝑎2)
2 ,… , 𝑖

(𝑎𝑘)

𝑘
) ∈ 𝐼 (𝛼), let𝑤0,𝐢 be the maximal length

element in S𝐢, and define the following elements in 𝑅(𝑎1𝛼𝑖1) ⊗… ⊗ 𝑅(𝑎𝑘𝛼𝑖𝑘 ) ⊂ 𝑅(𝛼):

1𝐢 ∶= 1
𝑖
(𝑎1)

1

⊗ 1
𝑖
(𝑎2)

2

⊗… ⊗ 1
𝑖
(𝑎𝑘 )
𝑟

, 𝑦𝐢 ∶= 𝑦0,𝑎1 ⊗ 𝑦0,𝑎2 ⊗… ⊗ 𝑦0,𝑎𝑘 .

The definitions in nil-Hecke algebra imply that 𝑦𝐢 = 𝑦𝐢1𝐢 and 1𝐢 = 𝜓𝑤0,𝐢
𝑦𝐢.

In graphical calculus we draw divided power idempotents as boxes. For example, the idempotent 1𝐢

with 𝐢 = (𝑖
(𝑎1)
1 , 𝑖

(𝑎2)
2 ,… , 𝑖

(𝑎𝑘)

𝑘
) is depicted as follows (we have 𝑎𝑟 strands with label 𝑖𝑟 ):

…

𝑖1 𝑖1

…

𝑖1

𝑖
(𝑎1)
1

…

𝑖2 𝑖2

…

𝑖2

𝑖
(𝑎2)
2

…

…

𝑖𝑘 𝑖𝑘

…

𝑖𝑘

𝑖
(𝑎𝑘)

𝑘

For each 𝑤 ∈ S𝑚 fix a reduced decomposition 𝑤 = 𝑠𝑟1 … 𝑠𝑟𝑘 , and let

𝜓𝑤1𝐢 = 𝜓𝑟1 …𝜓𝑟𝑘1𝐢, 𝜓𝑤 = ∑

𝐢∈𝐼𝛼

𝜓𝑤1𝐢.

Unlike the case of the nil-Hecke algebra, this definition of 𝜓𝑤1𝐢 does depend on the choice of the

decomposition. Note that we allow to choose different reduced decompositions of the same 𝑤 for

different 𝐢.

For any 𝐢 = (𝑖1, 𝑖2,… , 𝑖𝑚) ∈ 𝐼
𝑚
and 𝑤 ∈ S𝑚, set 𝑤(𝐢) = (𝑖𝑤−1(1), 𝑖𝑤−1(2),… , 𝑖𝑤−1(𝑚)). For any 𝐢, 𝐣 ∈ 𝐼𝛼 ,

let S𝐣 𝐢 = {𝑤 ∈ S𝑚 ∶ 𝑤(𝐢) = 𝐣}. More generally if 𝐢, 𝐣 ∈ 𝐼 (𝛼), define S𝐣 𝐢
to be the set of shortest

representatives of cosets in S𝐣\ S𝐣 𝐢/S𝐢. The following lemma is proved in [Rou08, Theorem 3.7], see

also [KL09, Theorem 2.5].

Lemma 6.8. For any 𝐢, 𝐣 ∈ 𝐼𝛼 , each of the following two sets forms a basis of 1𝐣𝑅(𝛼)1𝐢:

{𝑦
𝑎1
1 𝑦

𝑎2
2 … 𝑦

𝑎𝑛
𝑛 𝜓𝑤1𝐢; 𝑤 ∈ S𝐣 𝐢

, 𝑎𝑟 ∈ Z≥0}, {𝜓𝑤𝑦
𝑎1
1 𝑦

𝑎2
2 … 𝑦

𝑎𝑛
𝑛 1𝐢; 𝑤 ∈ S𝐣 𝐢

, 𝑎𝑟 ∈ Z≥0}.
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Above we described some bases in 1𝐣𝑅(𝛼)1𝐢 for 𝐢, 𝐣 ∈ 𝐼𝛼 . However, we will need a version of

Lemma 6.8which allows 𝐢, 𝐣 to lie in 𝐼 (𝛼). Let us beginwith some preparations. For each 𝐢 = (𝑖
(𝑎1)
1 , 𝑖

(𝑎2)
2 ,… , 𝑖

(𝑎𝑘)

𝑘
) ∈

𝐼 (𝛼) and 𝑥 ∈ S𝑘 , let

𝑥
−1
(𝐢) =

(
𝑖
(𝑎𝑥(1))
𝑥(1)

, 𝑖
(𝑎𝑥(2))
𝑥(2)

,… , 𝑖
(𝑎𝑥(𝑘))
𝑥(𝑘) )

.

Definition 6.9. Let 𝐢, 𝐣 ∈ 𝐼 (𝛼), 𝐢 = (𝑖
(𝑎1)
1 , 𝑖

(𝑎2)
2 ,… , 𝑖

(𝑎𝑘)

𝑘
), 𝐣 = (𝑗

(𝑏1)
1 , 𝑗

(𝑏2)
2 ,… , 𝑗

(𝑏𝑘)

𝑘
). We say that 𝐣 is a

permutation of 𝐢 if there exists 𝑥 ∈ S𝑘 such that 𝑥(𝐢) = 𝐣. Each such 𝑥 induces a permutation 𝑤 ∈ S𝐣 𝐢
.

For 𝐣, 𝐣′ ∈ 𝐼 (𝛼), we say that 𝐣′ is a split of 𝐣 if we have 𝐣 = 𝐣
′
and S𝐣′ ⊂ S𝐣. In this case, let 𝑤0,𝐣,𝐣′ =

𝑤0,𝐣𝑤
−1
0,𝐣′

be the longest element inS𝐣 ∩ S𝐣 𝐣′
. For any 𝐢, 𝐣 ∈ 𝐼 (𝛼) and𝑤 ∈ S𝐣 𝐢

, there exist unique 𝐢′, 𝐣′ ∈ 𝐼 (𝛼)

such that 𝐢′ is a split of 𝐢, 𝐣′ is a split of 𝐣, 𝐣′ is a permutation of 𝐢′ and S𝐣′ = 𝑤S𝐢𝑤
−1 ∩ S𝐣, S𝐢′ =

𝑤−1S𝐣𝑤 ∩S𝐢 (compare this to the notation in (17)). Fix a basis 𝐵𝐢′ of Pol
S𝐢′

𝑚 ; note that 𝐵𝐣′ = 𝑤(𝐵𝐢′) is a

basis of Pol
S𝐣′

𝑚 .

Lemma 6.10. For each 𝐢, 𝐣 ∈ 𝐼 (𝛼), each of the following two sets forms a basis of 1𝐣𝑅(𝑛𝛿)1𝐢:

(29) {𝜓𝑤0,𝐣,𝐣′
𝑃𝜓𝑤1𝐢; 𝑤 ∈

𝐣S𝐢
, 𝑃 ∈ 𝐵𝐣′}, {𝜓𝑤0,𝐣,𝐣′

𝜓𝑤𝑃1𝐢; 𝑤 ∈
𝐣S𝐢
, 𝑃 ∈ 𝐵𝐢′}.

It is possible to give an algebraic proof of the lemma above. In order to be more concise, we give a

geometric proof at the end of Section 6.5 instead.

6.5. Geometric construction of divided powers. We begin with the following lemma.

Lemma 6.11. For 𝑥 ∈ 𝑅(𝛼) and 𝐢 ∈ 𝐼 (𝛼), we have 1𝐢𝑥 = 𝑥 if and only if the image of the action of 𝑥 on
Pol𝛼 is contained in PolS𝐢

𝑚 1𝐢;

Proof. Follows from the fact that 1𝐢 acts on Pol𝛼 as a projector to PolS𝐢
𝑚 1𝐢. □

Let us consider the following divided power versions of the KLR algebra 𝑅(𝛼) and related geometric

objects:

𝑅(𝛼) = ⨁

𝐢,𝐣∈𝐼 (𝛼)

1𝐢𝑅(𝛼)1𝐣, �̃�(𝛼) = ∐

𝐢∈𝐼 (𝛼)

�̃�𝐢, 𝐙(𝛼) = ∐

𝐢,𝐣∈𝐼 (𝛼)

𝐙𝐢,𝐣.

Similarly to Pol𝛼 , let us also consider the vector space Pol(𝛼) = ⨁𝐢∈𝐼 (𝛼) Pol
S𝐢
𝑚 1𝐢, where 1𝐢 is the projector

to the direct summand labeled by 𝐢. For any 𝐢, 𝐣 ∈ 𝐼 (𝛼), each element of 1𝐢𝑅(𝛼)1𝐣 yields a linear map

Pol𝑚 1𝐣 → Pol𝑚 1𝐢 by Lemma 6.4. In particular, each element of 1𝐢𝑅(𝛼)1𝐣 ⊂ 1𝐢𝑅(𝛼)1𝐣 yields a linear map

Pol
S𝐣

𝑚 1𝐣 → PolS𝐢
𝑚 1𝐢 by Lemma 6.11. This defines an action of 𝑅(𝛼) on Pol(𝛼). Moreover, since 𝑅(𝛼) acts

faithfully on Pol𝛼 , the representation Pol(𝛼) of 𝑅(𝛼) is faithful as well.

On the other hand, 𝐻 ∗
𝐺𝛼
(𝐙(𝛼)) is a convolution algebra, which acts on 𝐻 ∗

𝐺𝛼
(�̃�(𝛼)). We have an identi-

fication of vector spaces

𝐻
∗
𝐺𝛼
(�̃�(𝛼)) = ⨁

𝐢∈𝐼 (𝛼)

𝐻
∗
𝐺𝛼
(�̃�𝐢) = ⨁

𝐢∈𝐼 (𝛼)

Pol
S𝐢
𝑚 1𝐢 = Pol(𝛼) .

We will upgrade this to an isomorphism of 𝑅(𝛼)-modules in Proposition 6.16.

Note that for any 𝐢 ∈ 𝐼 (𝛼), we have a closed embedding

�̃�𝐢 = �̃�𝐢 ×�̃�𝐢
�̃�𝐢 ↪ �̃�𝐢 ×𝐸𝛼 �̃�𝐢 = 𝐙𝐢,𝐢.

Consider the corresponding classes in the algebra 𝐻 ∗
𝐺𝛼
(𝐙(𝛼)):

𝑧𝐢,𝐢 = [�̃�𝐢 ×�̃�𝐢
�̃�𝐢] ∈ 𝐻

∗
𝐺𝛼
(𝐙𝐢,𝐢) ⊂ 𝐻

∗
𝐺𝛼
(𝐙(𝛼)), 𝑧𝐢,𝐢 = [�̃�𝐢 ×�̃�𝐢

�̃�𝐢] ∈ 𝐻
∗
𝐺𝛼
(𝐙𝐢,𝐢) ⊂ 𝐻

∗
𝐺𝛼
(𝐙(𝛼)).

Lemma 6.12. The map 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐣) → 𝐻 ∗

𝐺𝛼
(𝐙𝐢,𝐣), 𝑥 ↦ 𝑧𝐢,𝐢𝑥𝑧𝐣,𝐣 is injective.

Proof. By the definition of the convolution product, this map is given by the following correspondence:

𝐙𝐢,𝐣

𝑝
←− �̃�𝐢 ×�̃�𝐢

𝐙𝐢,𝐣 ×�̃�𝐣
�̃�𝐣

𝑞
−→ 𝐙𝐢,𝐣, 𝑧𝐢,𝐢𝑥𝑧𝐣,𝐣 = 𝑞∗𝑝

!
(𝑥).

Since 𝐙𝐢,𝐣 = �̃�𝐢 ×𝐸𝛼 �̃�𝐣, it is clear that the map 𝑞 is an isomorphism. Note that �̃�𝐢 → �̃�𝐢 is a locally trivial

fibration in partial flag varieties for any 𝐢. In particular, 𝑝 is a locally trivial fibration in products of
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partial flag varieties, and it is straightforward to verify that 𝑝! = 𝑝∗. Moreover, 𝑝∗ is injective by an

iterated application of projective bundle theorem.

Putting everything together, the map 𝑥 ↦ 𝑧𝐢,𝐢𝑥𝑧𝐣,𝐣 is identified with an injective map 𝑝∗. □

Corollary 6.13. The representation 𝐻 ∗
𝐺𝛼
(�̃�(𝛼)) of 𝐻 ∗

𝐺𝛼
(𝐙(𝛼)) is faithful.

Proof. Suppose that 𝑥 ∈ 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐣) acts on 𝐻

∗
𝐺𝛼
(�̃�(𝛼)) by zero. Then the element 𝑧𝐢,𝐢𝑥𝑧𝐣,𝐣 ∈ 𝐙𝐢,𝐣 acts on

𝐻 ∗
𝐺𝛼
(�̃�𝛼) by zero. Since the action of 𝑅(𝛼) on 𝐻 ∗

𝐺𝛼
(�̃�𝛼) is faithful, we have 𝑧𝐢,𝐢𝑥𝑧𝐣,𝐣 = 0, and the lemma

above implies that 𝑥 = 0. □

Recall that 𝑤0,𝐢 is the maximal length element in S𝐢. We view the polynomial 𝑦𝐢, defined in Sec-

tion 6.4, as an element of 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐢).

Lemma 6.14. (a) The element 𝑧𝐢,𝐢 acts on Pol(𝛼) by

𝑧𝐢,𝐢 ∶ Pol𝑚 1𝐢 → Pol
S𝐢
𝑚 1𝐢, 𝑃1𝐢 ↦ (−1)

𝓁(𝑤0,𝐢)𝜕𝑤0,𝐢
(𝑃)1𝐢;

(b) the element 𝑧𝐢,𝐢 acts on Pol(𝛼) by

𝑧𝐢,𝐢 ∶ Pol
S𝐢
𝑚 1𝐢 → Pol𝑚 1𝐢, 𝑃1𝐢 ↦ 𝑃1𝐢.

Proof. See [Prz19, Theorem 4.7]; the proof there is similar to our Theorem 3.15. □

Corollary 6.15. (a) We have 𝑧𝐢,𝐢𝑦𝐢𝑧𝐢,𝐢 = 1 in 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐢);

(b) we have 𝑧𝐢,𝐢𝑧𝐢,𝐢𝑦𝐢 = 1𝐢 in 1𝐢𝑅(𝛼)1𝐢 = 𝐻
∗
𝐺𝛼
(𝐙𝐢,𝐢).

Proof. It suffices to check these equalities on polynomial representations, where they follow from

Lemma 6.14. □

The following statement is the divided power version of Proposition 6.6.

Proposition 6.16. (a) There exists an isomorphism of algebras 𝐻 ∗
𝐺𝛼
(𝐙(𝛼)) ≃ 𝑅(𝛼);

(b) this isomorphism restricts to 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐣) ≃ 1𝐢𝑅(𝛼)1𝐣 for each 𝐢, 𝐣 ∈ 𝐼 (𝛼);

(c) the 𝐻 ∗
𝐺𝛼
(𝐙(𝛼))-action on 𝐻 ∗

𝐺𝛼
(�̃�(𝛼)) gets identified with the 𝑅(𝛼)-action on Pol(𝛼).

Proof. For each 𝐢, 𝐣 ∈ 𝐼 (𝛼), consider the maps

𝑝𝐢,𝐣∶ 𝐻
∗
𝐺𝛼
(𝐙𝐢,𝐣) → 𝐻

∗
𝐺𝛼
(𝐙𝐢,𝐣), 𝑥 ↦ 𝑧𝐢,𝐢𝑥𝑧𝐣,𝐣𝑦𝐣,

𝑞𝐢,𝐣∶ 𝐻
∗
𝐺𝛼
(𝐙𝐢,𝐣) → 𝐻

∗
𝐺𝛼
(𝐙𝐢,𝐣), 𝑥 ↦ 𝑧𝐢,𝐢𝑦𝐢𝑥𝑧𝐣,𝐣.

It follows fromCorollary 6.15.(a) that 𝑞𝐢,𝐣◦𝑝𝐢,𝐣 is the identity of𝐻
∗
𝐺𝛼
(𝐙𝐢,𝐣). This allows to identify𝐻

∗
𝐺𝛼
(𝐙𝐢,𝐣)

with a vector subspace of 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐣). Moreover, 𝑝𝐢,𝐣 ◦ 𝑞𝐢,𝐣 is the projector to the image of 𝐻 ∗

𝐺𝛼
(𝐙𝐢,𝐣) in

𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐣). Let us describe this image.

Let us identify 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐣) with 1𝐢𝑅(𝛼)1𝐣. By Corollary 6.15.(b), the map 𝑝𝐢,𝐣 ◦ 𝑞𝐢,𝐣 becomes

(30) 1𝐢𝑅(𝛼)1𝐣 → 1𝐢𝑅(𝛼)1𝐣, 𝑥 ↦ 1𝐢𝑥1𝐣.

This shows that under the identification above 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐣) coincides with 1𝐢𝑅(𝛼)1𝐣 as vector subspaces in

1𝐢𝑅(𝛼)1𝐣. Summing over 𝐢, 𝐣 ∈ 𝐼 (𝛼) yields an isomorphism of vector spaces 𝐻 ∗
𝐺𝛼
(𝐙(𝛼)) ≃ 𝑅(𝛼).

Using Corollary 6.15.(a), we see that for any 𝐡, 𝐢, 𝐣 ∈ 𝐼 (𝛼) and 𝑥 ∈ 𝐻 ∗
𝐺𝛼
(𝐙𝐡,𝐢), 𝑦 ∈ 𝐻 ∗

𝐺𝛼
(𝐙𝐢,𝐣) we have

𝑝𝐡,𝐢(𝑥) ⋅ 𝑝𝐢,𝐣(𝑦) = 𝑝𝐡,𝐣(𝑥 ⋅ 𝑦). Therefore 𝐻 ∗
𝐺𝛼
(𝐙(𝛼)) ≃ 𝑅(𝛼) is an isomorphism of algebras, which proves

(a) and (b).

Let us verify (c). Suppose 𝑥 ∈ 𝐻 ∗
𝐺𝛼
(𝐙𝐢,𝐣) acts on 𝐻

∗
𝐺𝛼
(�̃�(𝛼)) ≃ Pol(𝛼) by

Pol
S𝐣

𝑚 1𝐣 → Pol
S𝐢
𝑚 1𝐢, 𝑃1𝐣 ↦ 𝐿(𝑃)1𝐢,

where 𝐿 ∶ Pol
S𝐣

𝑚 → PolS𝐢
𝑚 is a linear map. Then by Lemma 6.14, the element 𝑝𝐢,𝐣(𝑥) acts on Pol𝛼 by

Pol𝑚 1𝐣 → Pol𝑚 1𝐢, 𝑃1𝐢 ↦ 𝐿(𝜕𝑤0,𝐣
(𝑦𝐣𝑃))1𝐢.

We see that this action agrees with the action of 𝑅(𝛼) on Pol(𝛼). □
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Proof of Lemma 6.10. This statement follows from [SW14, Theorem 3.11]. More precisely, Proposi-

tion 6.16 allows us to identify the algebra 𝑅(𝑛𝛿) with a (non-unitary) subalgebra of the quiver Schur

algebra. Now, [SW14, Theorem 3.11] yields a basis of 1𝐣𝑅(𝑛𝛿)1𝐢 ⊂ 𝑅(𝑛𝛿). This basis coincides with

each of the bases announced in the statement of Lemma 6.10, up to a change of basis by a triangu-

lar matrix. One verifies this by checking how elements of each basis act on the faithful polynomial

representation. □

7. Semi-cuspidal category of the Kronecker qiver

In this section, we establish a link between KLR algebras for the Kronecker quiver and Schur algebras

for P1
. We will assume that either k is a field or k = Z, unless otherwise stated.

7.1. Kronecker quiver. From now on, let Γ = (1⇒ 0) be the Kronecker quiver, and denote by 𝛿 the

dimension vector 𝛼0 + 𝛼1.

Take 𝛼 = 𝑛0𝛼0 + 𝑛1𝛼1, and 𝑚 = |𝛼| = 𝑛0 + 𝑛1. Let us introduce a more convenient notation for

polynomial variables in the KLR algebra 𝑅(𝛼). Let 𝐢 ∈ 𝐼𝛼 ; it can be thought of as a sequence consisting

of 𝑛0 zeroes and 𝑛1 ones. For each 1 ≤ 𝑟 ≤ 𝑚, let 𝑘𝑟 be the number of 𝑟 ′ ∈ [1, 𝑟] such that 𝑖𝑟 ′ = 𝑖𝑟 . Inside

1𝐢𝑅(𝛼)1𝐢, we then write 𝑦𝑟 = 𝑢𝑘𝑟 if 𝑖𝑟 = 0, and 𝑦𝑟 = 𝑣𝑘𝑟 if 𝑖𝑟 = 1.

Example 7.1. Let 𝛼 = 2𝛼0 + 3𝛼1, 𝐢 = (0, 1, 1, 0, 1). Then we have

𝑢11𝐢 = 𝑦11𝐢, 𝑢21𝐢 = 𝑦41𝐢,

𝑣11𝐢 = 𝑦21𝐢, 𝑣21𝐢 = 𝑦31𝐢, 𝑣31𝐢 = 𝑦51𝐢.

In particular, for any non-negative integer 𝑛 denote

Poll𝑛 = k[𝑢1,… , 𝑢𝑛, 𝑣1,… , 𝑣𝑛].

Using the new notation, we can write Pol𝑛𝛿 = ⨁𝐢∈𝐼𝑛𝛿 Poll𝑛 1𝐢.

For each composition 𝜆 = (𝜆1,… , 𝜆𝑘) ∈ Comp(𝑛), consider the elements

𝐢𝜆 = (0
(𝜆1), 1

(𝜆1),… , 0
(𝜆𝑘), 1

(𝜆𝑘)) ∈ 𝐼
(𝑛𝛿)
, 𝐣𝜆 = 𝐢𝜆 = (0

𝜆11
𝜆1 …0

𝜆𝑘1
𝜆𝑘 ) ∈ 𝐼

𝑛
𝛿.

Let 𝐢0 = 𝐣0 = 𝐣1𝑛 = (0101… 01) ∈ 𝐼𝑛𝛿 . In order to unburden the notation, we will write 𝑒𝜆 = 1𝐢𝜆 , 𝑒0 = 1𝐢0 ,

and 𝑒 = ∑𝜆∈Comp(𝑛) 𝑒𝜆. By Lemma 6.4 the algebra 𝑅(𝑛𝛿) acts faithfully on Pol𝑛𝛿 . This implies that we

have a faithful representation of 𝑒𝑅(𝑛𝛿)𝑒 on 𝑒 Pol𝑛𝛿 . Since 𝑒𝜆 Pol𝑛𝛿 ≃ Poll(S𝜆)
2

𝑛 , we obtain that 𝑒𝑅(𝑛𝛿)𝑒

has a faithful representation on⨁𝜆∈Comp(𝑛) Poll
(S𝜆)

2

𝑛 .

7.2. Semi-cuspidal modules.

Definition 7.2. We say that a sequence 𝐢 = (𝑖1, 𝑖2,… , 𝑖2𝑛) ∈ 𝐼
𝑛𝛿

is non-cuspidal if there exists an index

𝑟 ∈ [1, 2𝑛] such that (𝑖1, 𝑖2,… , 𝑖𝑟) contains more 1’s than 0’s. Denote by 𝐼𝑛𝛿
nc

the set of all non-cuspidal

sequences in 𝐼𝑛𝛿 , and write 1nc = ∑𝐢∈𝐼𝑛𝛿
nc

1𝐢.

Given a k-algebra 𝐴, let mod(𝐴) denote the category of finitely generated 𝐴-modules.

Definition 7.3 ([KM17b, §2.6]). We say that an 𝑅(𝑛𝛿)-module 𝑀 is semi-cuspidal if 1𝐢𝑀 = 0 for each

𝐢 ∈ 𝐼𝑛𝛿
nc
. In other words, 𝑀 is semi-cuspidal if it is annihilated by 1nc.

Denote by cusp(𝑅(𝑛𝛿)) ⊂ mod(𝑅(𝑛𝛿)) the full subcategory of semi-cuspidal 𝑅(𝑛𝛿)-modules. We

clearly have cusp(𝑅(𝑛𝛿)) = mod(𝐶(𝑛𝛿)), where 𝐶(𝑛𝛿) is the quotient algebra 𝑅(𝑛𝛿)/𝑅(𝑛𝛿)1nc𝑅(𝑛𝛿).

Lemma7.4. Letk be a field. The𝐶(𝑛𝛿)-module𝐶(𝑛𝛿)𝑒 is a projective generator in the categorymod(𝐶(𝑛𝛿)).
If k has characteristic zero, then 𝐶(𝑛𝛿)𝑒0 is a projective generator of mod(𝐶(𝑛𝛿)) as well.

Proof. The second claim follows from [KM17b, Lemma 6.22].

Let us prove the first claim. It is equivalent to the fact that for each simple module 𝐿 ∈ mod(𝐶(𝑛𝛿))

we can find 𝜈 ∈ Comp(𝑛) and a surjection 𝐶(𝑛𝛿)𝑒𝜈 → 𝐿. In other words, we need to show that for

each simple module 𝐿 over 𝐶(𝑛𝛿) we can find 𝜈 ∈ Comp(𝑛) such that 𝑒𝜈𝐿 ≠ 0. However, this follows

from [KM17a, Theorem 5.5.4].
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Let us provide some additional explanation about the given reference. The algebra S𝑛 is defined in

[KM17a, §4.3] as a quotient of 𝑅(𝑛𝛿) by the annihilator of some semi-cuspidal 𝑅(𝑛𝛿)-module. In par-

ticular, we a get a chain of surjections 𝑅(𝑛𝛿) → 𝐶(𝑛𝛿) → S𝑛, and inclusions of categories mod(S𝑛) ⊂

mod(𝐶(𝑛𝛿)) ⊂ mod(𝑅(𝑛𝛿)). For each 𝜈 ∈ Comp(𝑛), [KM17a, §5.3] constructs an S𝑛-module 𝑍𝜈 and

[KM17a, Theorem 5.5.4 (iii)] shows that 𝑍 = ⨁𝜈∈Comp(𝑛) 𝑍
𝜈
is a projective generator in mod(S𝑛).

On the other hand, the proof of [KM17a, Theorem 5.5.4] shows that there is a surjection of 𝑅(𝑛𝛿)-

modules from 𝑅(𝑛𝛿)𝑒𝜈 (denoted by 𝐼𝑛𝜈 Γ𝜈 in [KM17a]) to 𝑍𝜈 . This proves that for each simple module

𝐿 ∈ mod(S𝑛) there exists 𝜈 ∈ Comp(𝑛) such that the 𝑅(𝑛𝛿)-module 𝑅(𝑛𝛿)𝑒𝜈 surjects to 𝐿, in particular

we have 1𝜈𝐿 ≠ 0.

In order to complete the proof, we have to show that each simple module 𝐿 ∈ mod(𝐶(𝑛𝛿)) factors

through the quotient 𝐶(𝑛𝛿) → S𝑛. In other words, we have to show that the categories mod(𝐶(𝑛𝛿))

and mod(S𝑛) have the same number of simple modules. By [KM17a, Theorem 6], the number of sim-

ple modules in mod(S𝑛) is equal to the number of partitions of 𝑛. On the other hand, by [KM17b,

Theorem 2] the number of simple modules in mod(𝐶(𝑛𝛿)) is the same. □

Corollary 7.5. For k a field, the algebra 𝐶(𝑛𝛿) is Morita equivalent to 𝑒𝐶(𝑛𝛿)𝑒. Moreover, if k has
characteristic zero, 𝐶(𝑛𝛿) is Morita equivalent to 𝑒0𝐶(𝑛𝛿)𝑒0.

7.3. Thick calculus in 𝑒𝑅(𝑛𝛿)𝑒. In this section we construct some special element in the algebra

𝑒𝑅(𝑛𝛿)𝑒.

Let us introduce some diagrammatic abbreviations. First, we write

𝑎

=

…

0(𝑎)

…
0 0 0

…

1(𝑎)

…
1 1 1

.

In particular, for 𝜆 = (𝜆1,… , 𝜆𝑘) ∈ Comp(𝑛), we draw the idempotent 𝑒𝜆 as 𝑘 parallel vertical lines with

labels 𝜆1,… , 𝜆𝑘 . Moreover, a strand with label 𝑎 is allowed to carry a polynomial 𝑃 ∈ Poll(S𝑎)
2

𝑎 . In fact,

it would make sense to allow polynomials from Poll𝑎; however, the presence of an idempotent allows

us to replace any polynomial by a symmetric one.

Next, we write

𝑎 + 𝑏

𝑎 𝑏

∶=

0(𝑎+𝑏) 1(𝑎+𝑏)

0(𝑎) 1(𝑎) 0(𝑏) 1(𝑏)

…

…

…

…

…

…
,

𝑎 + 𝑏

𝑎 𝑏

∶=

0(𝑎+𝑏) 1(𝑎+𝑏)

0(𝑎) 1(𝑎) 0(𝑏) 1(𝑏)
…

…

…

…

…

…

…

…

.

Assume that 𝜆, 𝜇 ∈ Comp(𝑛) are such that 𝜇 is a split of 𝜆 at 𝑘-th place. Then, similarly to Section 3.4,

we define elements S
𝜇

𝜆
∈ 𝑒𝜇𝑅(𝑛𝛿)𝑒𝜆 and M𝜆

𝜇 ∈ 𝑒𝜆𝑅(𝑛𝛿)𝑒𝜇 by (16), but using the diagrammatic calculus

defined above for 𝑒𝑅(𝑛𝛿)𝑒 instead of the analogous calculus for the curve Schur algebra. It is easy to

check that the elementary splits and merges above are associative as in (3.4). This allows us to extend

the definitions of S
𝜇

𝜆
and M𝜆

𝜇 to any 𝜆, 𝜇 with S𝜇 ⊂ S𝜆.

Remark 7.6. It is not the case that we can write any element of 𝑒𝑅(𝑛𝛿)𝑒 as a linear combination of

diagrams containing splits, merges and symmetric polynomials. However, we will see in Remark 7.14

that this holds for 𝑒𝐶(𝑛𝛿)𝑒. Moreover, it can be shown that 𝑒𝑅(𝑛𝛿)𝑒 is an idempotent truncation of

the quiver Schur algebra and the diagrams introduced above are nothing else than the diagrams in the

quiver Schur algebra (replacing the label 𝑎 by 𝑎𝛿). However, here we allow only labels of the form 𝑎𝛿,

while quiver Schur algebras allow more general labels of the form 𝑎0𝛼0 + 𝑎1𝛼1. This is the reason why

our thick calculus does not have enough diagrams to represent every element in 𝑒𝑅(𝑛𝛿)𝑒.

Let 𝜆, 𝜇 ∈ Comp(𝑛) be such that S𝜇 ⊂ S𝜆. Let us give a geometric description of the operators S
𝜇

𝜆
,

M𝜆
𝜇. We have an obvious projection �̃�𝐢𝜇 → �̃�𝐢𝜆 , obtained by forgetting some components of the flag.
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This allows us to define the following correspondences:

𝐙
S
𝐢𝜇 ,𝐢𝜆

∶= �̃�𝐢𝜇 ×�̃�𝐢𝜆
�̃�𝐢𝜆 ⊂ �̃�𝐢𝜇 ×𝐸𝛼 �̃�𝐢𝜆 = 𝐙𝐢𝜇 ,𝐢𝜆 , 𝐙

M
𝐢𝜆,𝐢𝜇

∶= �̃�𝐢𝜆 ×�̃�𝐢𝜆
�̃�𝐢𝜇 ⊂ �̃�𝐢𝜆 ×𝐸𝛼 �̃�𝐢𝜇 = 𝐙𝐢𝜆,𝐢𝜇 .

Lemma 7.7. Under the identification in Proposition 6.16, we have S𝜇
𝜆
= [𝐙S

𝐢𝜇 ,𝐢𝜆
] andM𝜆

𝜇 = [𝐙M
𝐢𝜆,𝐢𝜇

].

Proof. It suffices to check these equalities on the faithful representation Pol(𝑛𝛿) of 𝑅(𝑛𝛿). The actions of

S
𝜇

𝜆
andM𝜆

𝜇 can be easily obtained from Lemma 6.4. On the other hand, the actions of [𝐙S
𝐢𝜇 ,𝐢𝜆

] and [𝐙M
𝐢𝜆,𝐢𝜇

]

were computed in larger generality (for quiver Schur algebras) in [Prz19, Theorem 4.7]; see also [SW14,

Proposition 3.4].

By [Prz19, Theorem 4.7(b)], the element [𝐙M
𝐢𝜆,𝐢𝜇

] acts by

Pol
S𝐢𝜇

2𝑛 1𝐢𝜇 → Pol
S𝐢𝜆

2𝑛 1𝐢𝜆 , 𝑃1𝐢𝜇 ↦ 𝑃1𝐢𝜆 ,

which coincides with the action ofM𝜆
𝜇.

For S
𝜇

𝜆
, assume 𝜆 = (𝑎 + 𝑏) and 𝜇 = (𝑎, 𝑏); the general case is proved in the same way, but requires

more complicated notation. By [Prz19, Theorem 4.7(a)], the element [𝐙S
𝐢𝜇 ,𝐢𝜆

] acts on Pol(𝑛𝛿) by

Pol
S𝐢𝜆

2𝑛 1𝐢𝜆 → Pol
S𝐢𝜇

2𝑛 1𝐢𝜇 , 𝑃1𝐢𝜇 ↦ ∑

𝑤𝑢,𝑤𝑣∈S𝑛/(S𝑎×S𝑏 )

𝑤𝑢𝑤𝑣
(
𝑃

𝑎

∏

𝑖=1

𝑎+𝑏

∏

𝑗=𝑎+1

(𝑣𝑖 − 𝑢𝑗 )
2

(𝑢𝑖 − 𝑢𝑗 )(𝑣𝑖 − 𝑣𝑗 ))
,

where 𝑤𝑢 permutes 𝑢𝑖’s, and 𝑤𝑣 permutes 𝑣𝑖’s. Let 𝜕
𝑢
𝑤0,𝑎,𝑏

be the composition of Demazure operators as

in Corollary 4.6 acting on variables 𝑢1,… , 𝑢𝑛, and define 𝜕𝑣𝑤0,𝑎,𝑏
analogously. Applying Lemma 4.5, we

have

∑

𝑤𝑢,𝑤𝑣∈S𝑛/(S𝑎×S𝑏 )

𝑤𝑢𝑤𝑣
(
𝑃

𝑎

∏

𝑖=1

𝑎+𝑏

∏

𝑗=𝑎+1

(𝑣𝑖 − 𝑢𝑗 )
2

(𝑢𝑖 − 𝑢𝑗 )(𝑣𝑖 − 𝑣𝑗 ))
= 𝜕

𝑢
𝑤0,𝑎,𝑏

𝜕
𝑣
𝑤0,𝑎,𝑏 (

𝑃

𝑎

∏

𝑖=1

𝑏

∏

𝑗=𝑎+1

(𝑣𝑖 − 𝑢𝑗 )
2

)
,

and the right-hand side coincides with the action of S
𝜇

𝜆
given by Lemma 6.4. □

As in Section 3.4, we will use the following abbreviation:

𝑎 𝑏

𝑏 𝑎

∶=

𝑎 𝑏

𝑏 𝑎

=

0(𝑎) 1(𝑎) 0(𝑏) 1(𝑏)

…

…

…

…

…

…

…

…
0(𝑏) 1(𝑏) 0(𝑎) 1(𝑎)

.

Let 𝜆, 𝜇 ∈ Comp(𝑛) be such that 𝜇 is obtained by permuting components in 𝜆 = (𝜆1,… , 𝜆𝑟), and𝑤 ∈ S𝑟

the corresponding permutation. We can define the permutation element R
𝜇

𝜆
(𝑤) ∈ 𝑒𝜆𝑅(𝑛𝛿)𝑒𝜇 as in

Section 3.4; recall that it depends not only on 𝑤, but also on the choice of a reduced decomposition of

𝑤.

7.4. Basis of 𝑒𝑅(𝑛𝛿)𝑒. Let 𝜆, 𝜇 ∈ Comp(𝑛). To each element 𝑤 ∈ S𝐢𝜇 𝐢𝜆
, we can associate a pair (𝑥, 𝑦) ∈

S𝜇 𝜆× S𝜇 𝜆
, where 𝑥 is the restriction of𝑤 to positions colored by 0, and 𝑦 to positions colored by 1. This

induces a bijection S𝐢𝜇 𝐢𝜆
∼
−→ S𝜇 𝜆 × S𝜇 𝜆

. We will use this bijection implicitly from now on, and write

𝜓(𝑥,𝑦) instead of 𝜓𝑤. In the case 𝑥 = 𝑦, we may also write 𝜓(𝑥) instead of 𝜓(𝑥,𝑥) by abuse of notation.

As in Section 6.4, consider the elements 𝐢′
𝜆
, 𝐢′𝜇 ∈ 𝐼

(𝑛𝛿)
(both depending on 𝜆, 𝜇, 𝑤) characterized by

𝐢′
𝜆
= 𝐢𝜆, 𝐢′𝜇 = 𝐢𝜇, S𝐢′

𝜆
= 𝑤

−1S𝐢′𝜇
𝑤 = S𝐢𝜆 ∩ 𝑤

−1S𝐢𝜇𝑤.

The elements 𝐢𝜆, 𝐢𝜇, 𝐢
′
𝜆
and 𝐢′𝜇 here play the roles of 𝐢, 𝐣, 𝐢′ and 𝐣′ respectively in Section 6.4. Note that in

general 𝐢′
𝜆
cannot be expressed as 𝐢𝜆′ for 𝜆

′ ∈ Comp(𝑛); however, this works if 𝑥 = 𝑦.

The following is a restatement of the second part of Lemma 6.10 for the Kronecker quiver.

Lemma 7.8. For each 𝜆, 𝜇 ∈ Comp(𝑛), the following set is a basis of the k-module 𝑒𝜇𝑅(𝑛𝛿)𝑒𝜆:
{

𝜓𝑤
0,𝐢𝜇,𝐢

′
𝜇
𝜓(𝑥,𝑦)𝑃𝑒𝜆 ∶ 𝑥, 𝑦 ∈ S𝜇 𝜆

, 𝑃 ∈ 𝐵𝐢′
𝜆

}

.
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Remark 7.9. (a) The lemma above implies that for any 𝜆 ∈ Comp(𝑛)we have an isomorphism of

k-modules Poll(S𝜆)
2

𝑛

∼
−→ 𝑒𝜆𝑅(𝑛𝛿)𝑒(𝑛), 𝑃 ↦ 𝑃 ⋅ S𝜆

(𝑛)
;

(b) suppose that we have 𝜆𝑟 = 1 for some index 𝑟 , and set 𝑘 = 𝜆1 + … + 𝜆𝑟−1 + 1. The quadratic

relation 𝜓2
2𝑘−1

𝑒𝜆 = (𝑢𝑘 − 𝑣𝑘)
21𝐣𝜆 and the fact that the idempotent 𝑠2𝑘−1(𝐣𝜆) is non-cuspidal

implies that the polynomial (𝑢𝑘 − 𝑣𝑘)
2
is in the kernel of the map Poll(S𝜆)

2

𝑛 → 𝑒𝜆𝐶(𝑛𝛿)𝑒(𝑛),

𝑃 ↦ 𝑃 ⋅ S𝜆
(𝑛)
.

Example 7.10. Let 𝑛 = 4, 𝜆 = (3, 1), 𝜇 = (1, 3), 𝑤 = (1, 3, 4, 6, 7, 8, 5, 2). In this case 𝑥 = (1, 2, 3, 4), 𝑦 =

(2, 3, 4, 1), and the set𝐵𝐢′
𝜆
is a basis of the vector space of polynomials ink[𝑢1, 𝑢2, 𝑢3, 𝑢4, 𝑣1, 𝑣2, 𝑣3, 𝑣4]

S2×S2
,

where S2 × S2 acts by transpositions 𝑢1 ↔ 𝑢2 and 𝑣1 ↔ 𝑣2. For example, take 𝑃 = 𝑢1𝑢2𝑣4. Then the

basis element 𝜓𝑤
0,𝐢𝜇,𝐢

′
𝜇
𝜓𝑤𝑃𝑒𝜆 is given by the following diagram:

0 1 0 0 0 1 1 1

0(3) 1(3) 0 1

Lemma 7.11. Let 𝑤 be such that 𝑥 ≠ 𝑦. Then the reduced decomposition of 𝑤 can be chosen in such a
way that every basis element 𝜓𝑤

0,𝐢𝜇,𝐢
′
𝜇
𝜓𝑤𝑃𝑒𝜆 goes to zero under the quotient map 𝑒𝑅(𝑛𝛿)𝑒 → 𝑒𝐶(𝑛𝛿)𝑒.

Proof. For a composition 𝜇 = (𝜇1,… , 𝜇𝑘) and 𝑟 ∈ [1, 𝑛], let 𝐿(𝑟) ∈ [1, 𝑘] be the unique index for which

𝜇1 + … + 𝜇𝐿(𝑟)−1 < 𝑟 ≤ 𝜇1 + … + 𝜇𝐿(𝑟). If 𝑥 ≠ 𝑦, then we can find an index 𝑟 ∈ [1, 𝑛] such that 𝐿(𝑥(𝑟)) >

𝐿(𝑦(𝑟)). Indeed, assume the contrary, that is that for every 𝑟 ∈ [1, 𝑛] we have 𝐿(𝑥(𝑟)) ≤ 𝐿(𝑦(𝑟)). Since

∑1≤𝑟≤𝑛 𝐿(𝑥(𝑟)) = ∑1≤𝑟≤𝑛 𝐿(𝑦(𝑟)), this implies 𝐿(𝑥(𝑟)) = 𝐿(𝑦(𝑟)) for every 𝑟 . On the other hand, since 𝑥

is the shortest element inS𝜇𝑥 , the values of 𝐿(𝑥(𝑟)) for each 𝑟 determine 𝑥 uniquely, so we must have

𝑥 = 𝑦.

Let 𝑟 be as above. Further, let 𝑎 be the position of the 𝑟-th appearance of “0” in 𝐣𝜆 (counting from the

left), and 𝑏 is the position of the 𝑟-th appearance of “1” in 𝐣𝜆. We have 1 ≤ 𝑎 < 𝑏 ≤ 2𝑛 and𝑤(𝑎) > 𝑤(𝑏).

Let 𝑐 ∈ [𝑎, 𝑏 − 1] be the unique index such that (𝐣𝜆)𝑐 = 0 and (𝐣𝜆)𝑐+1 = 1. We have

𝑤(𝑐) ≥ 𝑤(𝑐 − 1) ≥ … ≥ 𝑤(𝑎 + 1) ≥ 𝑤(𝑎) > 𝑤(𝑏) ≥ 𝑤(𝑏 − 1) ≥ … ≥ 𝑤(𝑐 + 1).

Then we can pick such a reduced decomposition of 𝑤 that on the bottom of the diagram for 𝜓𝑤1𝐣𝜆 we

cross all strands at positions [𝑎, 𝑐] with all strands at positions [𝑐 + 1, 𝑏]. This implies that 𝜓𝑤1𝐣𝜆 is

zero in 𝐶(𝑛𝛿) because it factors through a non-cuspidal idempotent, and thus 𝜓𝑤
0,𝐢𝜇,𝐢

′
𝜇
𝜓𝑤𝑃𝑒𝜆 is zero in

𝑒𝐶(𝑛𝛿)𝑒. □

The following example illustrates the proof.

Example 7.12. Let 𝜆 = (3, 1), 𝜇 = (2, 2), and 𝑤 = (1, 5, 6, 3, 4, 7, 2, 8). Then we have 𝑥 = (1, 3, 4, 2) and

𝑦 = (1, 2, 3, 4). In this case we can take 𝑟 = 2, because 𝐿(𝑥(2)) = 2 and 𝐿(𝑦(2)) = 1. Then 𝑎 = 2, 𝑏 = 5,

𝑐 = 3, and we should fix a reduced decomposition of𝑤 such that on the bottom of the diagram of 𝜓𝑤1𝐣𝜆
the second and the third strands cross the fourth and the fifth. The bottom of this diagram will look as

follows:

0

0

0

0

0

0

1

1

1

1

1

1

0

0

1

1
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On the top of this diagram we have a non-cuspidal sequence 01100101. Therefore the element 𝜓𝑤1𝐣𝜆 is

zero in 𝐶(𝑛𝛿), because it factors through a non-cuspidal idempotent.

From now on, we will always assume that the reduced decompositions are chosen as in Lemma 7.11.

The following statement is an immediate corollary of Lemmas 7.8 and 7.11.

Corollary 7.13. The algebra 𝑒𝐶(𝑛𝛿)𝑒 is spanned by the set
{

𝜓𝑤
0,𝐢𝜇,𝐢

′
𝜇
𝜓(𝑥)𝑃𝑒𝜆 ∶ 𝑥 ∈ S𝜇\S𝑛/S𝜆, 𝑃 ∈ 𝐵𝐢′

𝜆

}

.

Remark 7.14. Consider a basis element 𝜓𝑤
0,𝐢𝜇,𝐢

′
𝜇
𝜓(𝑥)𝑃𝑒𝜆 as above. Let 𝜆

′, 𝜇′ ∈ Comp(𝑛) be such that

S𝜆′ = S𝜆 ∩ 𝑥
−1S𝜇𝑥 and S𝜇′ = S𝜇 ∩ 𝑥S𝜆𝑥

−1
. Then, for an appropriate choice of a reduced decom-

position of 𝑥 , the element 𝜓(𝑥) can be written as 𝜓(𝑥) = 𝜓1𝜓2𝜓3, where 𝜓3 = S𝜆
′

𝜆
, 𝜓2 = R

𝜇′

𝜆′
and

𝜓𝑤
0,𝐢𝜇,𝐢

′
𝜇
𝜓1 = M

𝜇

𝜇′
. In particular, we see that each element of the algebra 𝑒𝐶(𝑛𝛿)𝑒 is a linear combination

of diagrams containing splits, merges and polynomials.

7.5. Comparison with sheaves on P1. In this section we will establish a relation between 𝑒𝐶(𝑛𝛿)𝑒

and the Schur algebra of the projective line S𝑛 = SP1

𝑛 .

We say that a representation 𝑀 ∈ 𝐸𝑛𝛿 is regular if there exists an invertible linear combination of

two arrows in Γ.5 Regular representations form an open subvariety 𝐸
reg

𝑛𝛿
⊂ 𝐸𝑛𝛿 . Similarly, we define

�̃�
reg

𝑛𝛿
⊂ �̃�𝑛𝛿 , 𝐙

reg

𝑛𝛿
⊂ 𝐙𝑛𝛿 as inverse images of 𝐸

reg

𝑛𝛿
under the natural maps �̃�𝑛𝛿 → 𝐸𝑛𝛿 and 𝐙𝑛𝛿 → 𝐸𝑛𝛿

respectively. We also set �̃�
reg

𝐢 = �̃�𝐢 ∩ �̃�
reg

𝑛𝛿
, 𝐙

reg

𝐢,𝐣 = 𝐙𝐢,𝐣 ∩ 𝐙
reg

𝑛𝛿
. Let us make the following standard

observation:

Lemma 7.15. If a sequence 𝐢 ∈ 𝐼𝑛𝛿 is non-cuspidal, then �̃�
reg

𝐢 = ∅.

Proof. Each sub-representation of a regular representation has dimension vector of the form 𝑚0𝛼0 +

𝑚1𝛼1 such that 𝑚0 ≥ 𝑚1. In particular, a regular representation cannot stabilize a flag of non-cuspidal

type. □

Corollary 7.16. If 𝐢 ∈ 𝐼𝑛𝛿 is non-cuspidal, then the idempotent 1𝐢 lies in the kernel of the pullback map

𝑅(𝑛𝛿) ≃ 𝐻
∗
𝐺𝑛𝛿

(𝐙𝑛𝛿) → 𝐻
∗
𝐺𝑛𝛿

(𝐙
reg

𝑛𝛿
).

In particular, the pullback yields a map 𝐶(𝑛𝛿) → 𝐻
𝐺𝑛𝛿
∗ (𝐙

reg

𝑛𝛿
).

Remark 7.17. It will be more important for us to have a truncated version by the idempotents 𝑒𝜆.

Let us write 𝐙𝑛𝛿,𝑒 = ⨆𝜆,𝜇∈Comp(𝑛) 𝐙𝐢𝜆,𝐢𝜇 . Then the pullback map 𝑒𝑅(𝑛𝛿)𝑒 ≃ 𝐻 ∗
𝐺𝑛𝛿

(𝐙𝑛𝛿,𝑒) → 𝐻 ∗
𝐺𝑛𝛿

(𝐙
reg

𝑛𝛿,𝑒
)

factors through 𝑒𝐶(𝑛𝛿)𝑒 → 𝐻 ∗
𝐺𝑛𝛿

(𝐙
reg

𝑛𝛿,𝑒
).

Recall [Bei78] that we have an equivalence of bounded derived categories

(31) 𝑅𝐻𝑜𝑚(O(−1) ⊕ O,−) ∶ 𝐷𝑏(CohP1
) → 𝐷

𝑏
(Rep Γ).

Restricting this map to torsion sheaves of length 𝑛 and representations with dimension vector 𝑛𝛿 re-

spectively, we obtain an open embedding of algebraic stacks

𝜀 ∶ T𝑛 ↪ Rep𝑛𝛿 Γ = [𝐸𝑛𝛿/𝐺𝑛𝛿], F ↦
(

Γ(F) Γ(F(1))
Γ(O(1))

)
.

Moreover, the image of 𝜀 is precisely the substack of regular representations. Let𝜑𝑛 ∶ 𝐻
∗(Rep𝑛𝛿 Γ,k) →

𝐻 ∗(T𝑛,k) be the corresponding pullback map.

Lemma 7.18. The ring homomorphism 𝜑𝑛 ∶ PollS𝑛×S𝑛
𝑛 → 𝐏S𝑛

𝑛 is obtained as a restriction of the following
map to invariants:

(32) Poll𝑛 → 𝐏𝑛; 𝑢𝑖 ↦ 𝑥𝑖, 𝑣𝑖 ↦ 𝑥𝑖 + 𝑐𝑖.

5
One can check that this definition agrees with the standard definition of regular modules [ASS06, Definition VIII.2.12];

see also Appendix A.
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Proof. By universal coefficients, it suffices to prove the statement for k = Z. We have the following

commutative diagram:

T𝑛1 T𝑛

(Rep𝛿 Γ)
𝑛 Rep𝑛𝛿 Γ

⨁

⨁

Since pullback is functorial, and the pullback along the lower horizontal map realizes the inclusion

PollS𝑛×S𝑛
𝑛 ⊂ Poll𝑛, it suffices to prove our claim for 𝑛 = 1. We will use the notations from Example 5.5.

The variables 𝑢, 𝑣 are the first Chern classes of tautological line bundles on Rep(1,1) Γ, which associate

to a representation 𝑈 ⇒ 𝑉 vector spaces 𝑈 and 𝑉 respectively. We denote by 𝜋 the projection map

T1 × P1 → T1. By definition of the embedding 𝜀, the restriction of these line bundles to T1 is Γ(E)

and Γ(E(1)) respectively, where Γ(−) = 𝑅0𝜋∗(−) denotes the sheaf of global sections along P1
. Let us

compute the Chern character of Γ(E(𝑘)), 𝑘 ∈ Z, by applying Grothendieck-Riemann-Roch theorem.

ch(Γ(E(𝑘))) = 𝜋∗ (ch(E) ch(O(𝑘)) td(P
1
)) = 𝜋∗ (exp(𝑥)(1 − exp(−𝑐 − 𝑝)) exp(𝑘𝑝)(1 + 𝑝))

= 𝜋∗ (exp(𝑥)(𝑐 + 𝑝 + 𝑘𝑐𝑝)) = exp(𝑥 + 𝑘𝑐).

In particular ch(Γ(E)) = exp(𝑥) and ch(Γ(E(1))) = exp(𝑥 + 𝑐), so that 𝜑1(𝑢) = 𝑥 and 𝜑1(𝑣) = 𝑥 + 𝑐. □

Let 𝜆 ∈ Comp(𝑛).

Lemma 7.19. We have a natural isomorphism F𝜆 ≃ T𝑛 ×Rep𝑛𝛿 [�̃�𝐢𝜆/𝐺𝑛𝛿].

Proof. Let 𝑀 ∈ Rep𝑛𝛿 Γ, and 𝑀
′ ⊂ 𝑀 a subrepresentation with dimension vector 𝑛′𝛿, 𝑛′ < 𝑛. Since the

vertex 0 in Γ has only incoming arrows,𝑀 ′
uniquely determines a compatible flag𝑀 ′

0 ⊂ 𝑀
′ ⊂ 𝑀 , with

dim𝑀 ′
0 = 𝑛

′𝛼0. Therefore the derived equivalence (31) provides us with an injective map

F𝜆 → [�̃�
reg

𝐢𝜆
/𝐺𝑛𝛿] = T𝑛 ×Rep𝑛𝛿 [�̃�𝐢𝜆/𝐺𝑛𝛿],

(E1 ⊂ … ⊂ E𝑘) ↦ (0⇒ Γ(E1(1))) ⊂ 𝜀(E1) ⊂ … ⊂ (Γ(E𝑘−1)⇒ Γ(E𝑘(1))) ⊂ 𝜀(E𝑘).

Further, let𝑀 be regular, and𝑀 ′
as above. Since the restriction of an isomorphism is an isomorphism,

then 𝑀 ′
is also regular. Therefore every flag in 𝐅

reg

𝐢𝜆
comes from a flag in F𝜆, and the map above is an

isomorphism. □

As before, let us define 𝜑𝜆 ∶ PollS𝜆×S𝜆
𝑛 → 𝐏S𝜆

𝑛 as pullback along the open embedding F𝜆 ⊂ [�̃�𝐢𝜆/𝐺𝑛𝛿].

The following corollary is proved completely analogously to Lemma 7.18.

Corollary 7.20. The map 𝜑𝜆 is obtained as a restriction of (32) to the invariants.

Lemma 7.21. For k a field of characteristic zero, the maps 𝜑𝑛, 𝜑𝜆 are surjective.

Proof. It is enough to prove the statement for 𝜑𝑛. By a theorem of Weyl [Wey39, II.3], the ring 𝐏S𝑛
𝑛 is

generated by elements 𝑝𝑘,0 = ∑𝑖 𝑥
𝑘
𝑖 , 𝑝𝑘,1 = ∑𝑖 𝑐𝑖𝑥

𝑘
𝑖 . However, these elements can also be expressed as

𝑝𝑘,0 = 𝜑𝑛 (∑𝑖 𝑢
𝑘
𝑖 ), 𝑝𝑘,1 =

1
𝑘
𝜑𝑛 (∑𝑖 𝑣

𝑘
𝑖 −∑𝑖 𝑢

𝑘
𝑖 ). □

Another immediate corollary from Lemma 7.19 is that we haveF𝜇×T𝑛F𝜆 ≃ [𝐙
reg

𝐢𝜇 ,𝐢𝜆
/𝐺𝑛𝛿]. The resulting

restriction map 𝑒𝑅(𝑛𝛿)𝑒 → S𝑛 is a homomorphism of algebras by smooth base change and functoriality

of pullbacks. By Remark 7.17, it descends to a homomorphism of algebras

Φ𝑛 ∶ 𝑒𝐶(𝑛𝛿)𝑒 → S𝑛.

Remark 7.22. Note that both 𝑒𝐶(𝑛𝛿)𝑒 and S𝑛 are defined over any commutative ring k, in particular

over the finite field k = F𝑝 . Since Φ𝑛 is essentially a pullback along an open embedding, it is also

defined for any k. This will become important at the end of this section.

Proposition 7.23. The algebra homomorphism Φ𝑛 sends each thick diagram in 𝑒𝐶(𝑛𝛿)𝑒 to the same
diagram in S𝑛, replacing each polynomial 𝑃 ∈ Poll(S𝑎)

2

𝑎 on a strand of thickness 𝑎 by 𝜑𝑎(𝑃).

Proof. Follows from Lemmas 7.7 and 7.18. □
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Restricting to polynomial operators, we have the following commutative square:

(33)

Poll
S2
𝑛

𝑛 𝐏S𝑛
𝑛

𝑒𝐶(𝑛𝛿)𝑒 S𝑛

𝜑𝑛

𝜄𝑛

Φ𝑛

Let 𝐽𝑛 be the kernel of 𝜄𝑛. It is clear that 𝐽𝑛 ⊂ Ker𝜑𝑛; we will show in Lemma 7.32 that this is actually

an equality. In order to prove this, we will need some preparations.

7.6. Shuffle products. Consider the product ∗∶ Poll(S𝑛)
2

𝑛 × Poll(S𝑚)
2

𝑚 → Poll
(S𝑛+𝑚)

2

𝑛+𝑚 given by

(34)

𝑛 + 𝑚

𝑃 ∗ 𝑄

𝑛 + 𝑚

=

𝑛 + 𝑚

𝑛 𝑚

𝑃 𝑄

𝑛 + 𝑚

.

Thanks to the proof of Lemma 7.7, we have the following expression for shuffle product:

𝑃 ∗ 𝑄 = 𝜕
𝑢
𝑤0,𝑎,𝑏

𝜕
𝑣
𝑤0,𝑎,𝑏 (

(𝑃 ⊗ 𝑄)

𝑎

∏

𝑖=1

𝑏

∏

𝑗=𝑎+1

(𝑣𝑖 − 𝑢𝑗 )
2

)
,

We also consider the shuffle product ∗∶ 𝐏S𝑛
𝑛 × 𝐏S𝑚

𝑚 → 𝐏
S𝑛+𝑚
𝑛+𝑚 , given by the same picture (34), but

using the diagrammatic calculus in S𝑛 instead of the diagrammatic calculus in 𝑒𝑅(𝑛𝛿)𝑒.

Lemma 7.24. The map
⨁

𝑛

𝜑𝑛 ∶ ⨁

𝑛

Poll
(S𝑛)

2

𝑛 → ⨁

𝑛

𝐏
S𝑛
𝑛

is a homomorphism of algebras (with respect to the operations ∗).

Proof. Follows from the definitions and Proposition 7.23. □

For a polynomial 𝑓 ∈ Poll𝑛, denote by ev(𝑓 ) the polynomial in k[𝑣1,… , 𝑣𝑛] obtained from 𝑓 after

evaluation 𝑢1 = 𝑢2 = … = 𝑢𝑛 = 0. Set 𝐷𝑢𝑛 = 𝜕𝑢1𝜕
𝑢
2 … 𝜕

𝑢
𝑛−1 and 𝐷

𝑣
𝑛 = 𝜕𝑣1𝜕

𝑣
2… 𝜕

𝑣
𝑛−1, where 𝜕

𝑢
𝑖 denote

Demazure operators in variables 𝑢1,… , 𝑢𝑛, and 𝜕
𝑣
𝑖 are defined analogously.

Remark 7.25. Note that 𝐷𝑢𝑛(𝑢𝑛−1𝑛 ) = (−1)𝑛−1. This identity allows to simplify expressions of the form

ev(𝐷𝑢𝑛(𝑃)), where 𝑃 ∈ k[𝑣1,… , 𝑣𝑛]
S𝑛[𝑢𝑛]. Write 𝑃 = ∑𝑟 𝑢

𝑟
𝑛𝑃𝑟 , where 𝑃𝑟 ∈ k[𝑣1,… , 𝑣𝑛]

S𝑛
. Then we have

ev(𝐷
𝑢
𝑛(𝑃)) = (−1)

𝑛−1
(𝑃𝑛−1).

Denote by 𝜎
(𝑛)

𝑘
the 𝑘-th elementary symmetric polynomial on the variables 𝑣1,… , 𝑣𝑛; we use the

convention 𝜎
(𝑛)
0 = 1. We also denote the unit in Poll𝑛 by 1𝑛.

Lemma 7.26. Assume 1 ≤ 𝑘 ≤ 𝑛. We have ev(1𝑛−1 ∗ (𝑣 − 𝑢)𝑢𝑘−1) = (−1)𝑘−1𝜎
(𝑛)

𝑘
.

Proof. Recall that

1𝑛−1 ∗ (𝑣 − 𝑢)𝑢
𝑘−1

= 𝐷
𝑢
𝑛𝐷

𝑣
𝑛 [(𝑣1 − 𝑢𝑛)

2
(𝑣2 − 𝑢𝑛)

2
… (𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘−1
𝑛 ] .

For 𝑘 = 1, we have

ev(1𝑛−1 ∗ (𝑣 − 𝑢)) = ev (𝐷
𝑢
𝑛𝐷

𝑣
𝑛[(𝑣1 − 𝑢𝑛)

2
(𝑣2 − 𝑢𝑛)

2
… (𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)])

= ev(𝐷
𝑢
𝑛[(𝑣1 − 𝑢𝑛)(𝑣2 − 𝑢𝑛) … (𝑣𝑛 − 𝑢𝑛)])

= 𝑣1 + 𝑣2 + … + 𝑣𝑛 = 𝜎
(𝑛)
1 .
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Now, assume 𝑘 > 1. We fix 𝑘 and proceed by induction on 𝑛. If 𝑛 = 𝑘, we have

ev(1𝑛−1 ∗ (𝑣 − 𝑢)𝑢
𝑘−1

) = ev (𝐷
𝑢
𝑛𝐷

𝑣
𝑛[(𝑣1 − 𝑢𝑛)

2
(𝑣2 − 𝑢𝑛)

2
… (𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)𝑢

𝑛−1
𝑛 ])

= (−1)
𝑛−1

(𝐷
𝑣
𝑛(𝑣

2
1𝑣

2
2 … 𝑣

2
𝑛−1𝑣𝑛))

= (−1)
𝑛−1

(𝑣1𝑣2… 𝑣𝑛−1𝑣𝑛) = (−1)
𝑛−1
𝜎
(𝑛)
𝑛 .

where the second equality follows from Remark 7.25.

Now assume 𝑛 > 𝑘 > 1. Let us write 𝑄(𝑢, 𝑣) = (𝑣1 − 𝑢𝑛)
2(𝑣2 − 𝑢𝑛)

2… (𝑣𝑛−2 − 𝑢𝑛)
2
for brevity. We

have

𝜕
𝑣
𝑛−1 [𝑄(𝑢, 𝑣)(𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘−1
𝑛 ] = 𝑄(𝑢, 𝑣)(𝑣𝑛−1 − 𝑢𝑛)(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘−1
𝑛 .

This implies

ev(1𝑛−1 ∗ (𝑣 − 𝑢)𝑢
𝑘−1

) = ev (𝐷
𝑢
𝑛𝐷

𝑣
𝑛[𝑄(𝑢, 𝑣)(𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘−1
𝑛 ])

= − ev (𝐷
𝑢
𝑛−1𝐷

𝑣
𝑛−1[𝑄(𝑢, 𝑣)(𝑣𝑛−1 − 𝑢𝑛−1)(𝑣𝑛 − 𝑢𝑛−1)𝑢

𝑘−2
𝑛−1])

= −𝑣𝑛 ev(1𝑛−2 ∗ (𝑢 − 𝑣)𝑢
𝑘−2

) + ev(1𝑛−2 ∗ (𝑣 − 𝑢)𝑢
𝑘−1

)

= −𝑣𝑛(−1)
𝑘−2
𝜎
(𝑛−1)

𝑘−1
+ (−1)

𝑘−1
𝜎
(𝑛−1)

𝑘
= (−1)

𝑘−1
𝜎
(𝑛)

𝑘
,

where the second equality uses Remark 7.25. □

For each positive integer 𝑘 we set 𝑓𝑘 = (𝑣 − 𝑢)𝑢𝑘−1 ∈ Poll1, and �̃�𝑛,𝑘 = 1𝑛−1 ∗ 𝑓𝑘 ∈ Poll(S𝑛)
2

𝑛 . The

following proposition follows from Lemma 7.26.

Proposition 7.27. The commutative ring Poll(S𝑛)
2

𝑛 is generated by k[𝑢1,… , 𝑢𝑛]S𝑛 together with elements
�̃�𝑛,𝑘 for 𝑘 ∈ [1, 𝑛].

7.7. Spanning set of Poll(S𝑛)
2

𝑛 /𝐽𝑛.

Lemma 7.28. For each positive integer 𝑟 , we have the following equality in Poll(S𝑛)
2

𝑛 /𝐽𝑛:

�̃�𝑛,𝑘1 ⋅ �̃�𝑛,𝑘2 ⋅… ⋅ �̃�𝑛,𝑘𝑟 =

{

1𝑛−𝑟 ∗ 𝑓𝑘1 ∗ 𝑓𝑘2 ∗ … ∗ 𝑓𝑘𝑟 , if 𝑟 ≤ 𝑛,
0, if 𝑟 > 𝑛.

Proof. First, we prove the case 𝑟 ≤ 𝑛. We prove the statement by induction on 𝑟 . It is enough to prove

the following equality for 𝑟 < 𝑛:

(1𝑛−𝑟 ∗ 𝑓𝑘1 ∗ … ∗ 𝑓𝑘𝑟 ) ⋅ (1𝑛−1 ∗ 𝑓𝑘) = 1𝑛−𝑟−1 ∗ 𝑓𝑘 ∗ 𝑓𝑘1 ∗ 𝑓𝑘2 ∗ … ∗ 𝑓𝑘𝑟 .

We can rewrite this as the following diagrammatic identity in 𝑒𝐶(𝑛𝛿)𝑒:

(35)

𝑛

𝑛 − 1 1

𝑢𝑘

𝑛 − 𝑟 1 1

𝑢𝑘1

…

𝑢𝑘𝑟

=

𝑛

𝑢𝑘

𝑛 − 𝑟 − 1

1 1 1

𝑢𝑘1

…

𝑢𝑘𝑟

,

where a cross on a strand stands for the polynomial 𝑣−𝑢. It suffices to prove an equality of parts below

the dashed line.

First, note that by Remark 7.9.(a) both pictures are equal in 𝑒𝑅(𝑛𝛿)𝑒 to some polynomials in Poll(S𝜆)
2

𝑛 ,

where 𝜆 = (𝑛 − 𝑟, 1, 1,… , 1). The left picture gives the polynomial

(𝑣𝑛−𝑟+1 − 𝑢𝑛−𝑟+1) … (𝑣𝑛 − 𝑢𝑛)𝐷
𝑢
𝑛𝐷

𝑣
𝑛[(𝑣1 − 𝑢𝑛)

2
… (𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘
𝑛],
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while the right picture gives

(𝑣𝑛−𝑟+1 − 𝑢𝑛−𝑟+1) … (𝑣𝑛 − 𝑢𝑛)𝐷
𝑢
𝑛−𝑟𝐷

𝑣
𝑛−𝑟 [(𝑢𝑛−𝑟 − 𝑣1)

2
… (𝑢𝑛−𝑟 − 𝑣𝑛−𝑟−1)

2
(𝑢𝑛−𝑟 − 𝑣𝑛−𝑟)𝑢

𝑘
𝑛−𝑟 ].

We want to show that the images of these polynomials in 𝑒𝜆𝐶(𝑛𝛿)𝑒(𝑛) coincide. By Remark 7.9.(b), it is

enough to show that these polynomials are equalmodulo the ideal generated by (𝑣𝑛−𝑟+1−𝑢𝑛−𝑟+1)
2,… , (𝑣𝑛−

𝑢𝑛)
2
. Note that both polynomials already contain the factor (𝑣𝑛−𝑟+1 − 𝑢𝑛−𝑟+1) … (𝑣𝑛 − 𝑢𝑛). Therefore, it

is enough to prove the congruence

𝐷
𝑢
𝑛𝐷

𝑣
𝑛[(𝑣1−𝑢𝑛)

2
… (𝑣𝑛−1−𝑢𝑛)

2
(𝑣𝑛−𝑢𝑛)𝑢

𝑘
𝑛] ≡ 𝐷

𝑢
𝑛−𝑟𝐷

𝑣
𝑛−𝑟 [(𝑢𝑛−𝑟 − 𝑣1)

2
… (𝑢𝑛−𝑟 − 𝑣𝑛−𝑟−1)

2
(𝑢𝑛−𝑟 − 𝑣𝑛−𝑟)𝑢

𝑘
𝑛−𝑟 ]

modulo the ideal (𝑣𝑛−𝑟+1 − 𝑢𝑛−𝑟+1,… , 𝑣𝑛 − 𝑢𝑛). Indeed, we have

𝐷
𝑢
𝑛𝐷

𝑣
𝑛[(𝑣1 − 𝑢𝑛)

2
… (𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘
𝑛]

= 𝐷
𝑢
𝑛𝐷

𝑣
𝑛−𝑟 [(𝑣1 − 𝑢𝑛)

2
… (𝑣𝑛−𝑟−1 − 𝑢𝑛)

2
(𝑣𝑛−𝑟 − 𝑢𝑛)⋯ (𝑣𝑛 − 𝑢𝑛)𝑢

𝑘
𝑛]

≡ 𝐷
𝑢
𝑛−𝑟𝐷

𝑣
𝑛−𝑟 [(𝑣1 − 𝑢𝑛−𝑟)

2
… (𝑣𝑛−𝑟−1 − 𝑢𝑛−𝑟)

2
(𝑣𝑛−𝑟 − 𝑢𝑛−𝑟)𝑢

𝑘
𝑛−𝑟 ].

Let us justify the congruence between the second and the third line above. Indeed, when we apply the

sequence of Demazure operators 𝜕𝑢𝑛−𝑟 … 𝜕
𝑢
𝑛−1 to

𝑢
𝑘
𝑛(𝑣1 − 𝑢𝑛)

2
… (𝑣𝑛−𝑟−1 − 𝑢𝑛)

2
(𝑣𝑛−𝑟 − 𝑢𝑛)⋯ (𝑣𝑛 − 𝑢𝑛)

(the order is important!) and use the Leibniz rule 𝜕𝑢𝑡 (𝑓 𝑔) = 𝜕𝑢𝑡 (𝑓 )𝑔 + 𝑠𝑢𝑟 (𝑓 )𝜕
𝑢
𝑡 (𝑔), the only situation

when the result is not in the ideal appears when 𝜕𝑢𝑛−1 hits (𝑣𝑛−𝑢𝑛) and applies 𝑠
𝑢
𝑛−1 to the other factors,

𝜕𝑢𝑛−2 hits (𝑣𝑛−1 − 𝑢𝑛−1) and applies 𝑠𝑢𝑛−2 to the other factors, and so on.

Now, let us prove the case 𝑟 > 𝑛. We need to show that (𝑓𝑘1 ∗ … ∗ 𝑓𝑘𝑛) ⋅ (1𝑛−1 ∗ 𝑓𝑘) = 0. For this, it is

enough to show that the left hand side of (35) is zero in 𝑒𝐶(𝑛𝛿)𝑒 for 𝑟 = 𝑛. This left hand side is given

by the polynomial

(𝑣1 − 𝑢1) … (𝑣𝑛 − 𝑢𝑛)𝐷
𝑢
𝑛𝐷

𝑣
𝑛[(𝑣1 − 𝑢𝑛)

2
… (𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘
𝑛].

We have

𝐷
𝑢
𝑛𝐷

𝑣
𝑛[(𝑣1 − 𝑢𝑛)

2
… (𝑣𝑛−1 − 𝑢𝑛)

2
(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘
𝑛] = 𝐷

𝑢
[(𝑣1 − 𝑢𝑛) … (𝑣𝑛−1 − 𝑢𝑛)(𝑣𝑛 − 𝑢𝑛)𝑢

𝑘
𝑛] ≡ 0.

The congruence is justified in the same way as in the previous case. □

Corollary 7.29. We have 𝑓𝑘1 ∗ 𝑓𝑘2 = 𝑓𝑘2 ∗ 𝑓𝑘1 in Poll
(S2)

2

2 /𝐽2.

For each positive integer 𝑛, let us fix a basis 𝐵𝑛 of k[𝑢1,… , 𝑢𝑛]
S𝑛
.

Lemma 7.30. The algebra Poll(S𝑛)
2

𝑛 /𝐽𝑛 is spanned by the following set

{𝑃 ∗ 𝑓𝑘1 ∗ 𝑓𝑘2 ∗ … ∗ 𝑓𝑘𝑟 ∶ 𝑟 ∈ [0, 𝑛], 𝑃 ∈ 𝐵𝑛−𝑟 , 0 < 𝑘1 ≤ 𝑘2 ≤ … ≤ 𝑘𝑟 }.

Proof. By Proposition 7.27, Poll(S𝑛)
2

𝑛 is generated (as an algebra) by k[𝑢1,… , 𝑢𝑛]
S𝑛

and by the elements

�̃�𝑛,𝑘 for 𝑘 ∈ Z>0. Then Lemma 7.28 implies that Im𝜑𝑛 is generated as a k[𝑢1,… , 𝑢𝑛]
S𝑛
-module by

elements of the form 1𝑛−𝑟 ∗ 𝑓𝑘1 ∗ 𝑓𝑘2 ∗ … ∗ 𝑓𝑘𝑟 . When we multiply 1𝑛−𝑟 ∗ 𝑓𝑘1 ∗ 𝑓𝑘2 ∗ … ∗ 𝑓𝑘𝑟 by an

element of k[𝑢1,… , 𝑢𝑛]
S𝑛
, we get a linear combination of elements of the form 𝑃 ∗ 𝑓𝑘′1

∗ 𝑓𝑘′2
∗ … ∗ 𝑓𝑘′𝑟 ,

where 𝑃 ∈ k[𝑢1,… , 𝑢𝑛−𝑟 ]
S𝑛−𝑟

and 𝑘′𝑖 ≥ 𝑘𝑖. Note that we can also reorder the factors using Corollary 7.29.

This implies that the desired set spans Poll(S𝑛)
2

𝑛 /𝐽𝑛. □

From here until Section 7.9, let us assume that k is either a field of characteristic 0 or Z. Set 𝑓𝑘 =

𝑐𝑥𝑘−1 ∈ 𝐏1 and 𝑡𝑛,𝑘 = 1𝑛−1 ∗ 𝑓𝑘 ∈ 𝐏S𝑛
𝑛 . Under 𝜑𝑛, the basis 𝐵𝑛 of k[𝑢1,… , 𝑢𝑛]

S𝑛
defines an analogous

basis of k[𝑥1,… , 𝑥𝑛]
S𝑛
, which we denote by the same symbol.

Lemma 7.31. The following set is a k-basis of Im𝜑𝑛:

B ∶= {𝑃 ∗ 𝑓𝑘1 ∗ 𝑓𝑘2 ∗ … ∗ 𝑓𝑘𝑟 ∶ 𝑟 ∈ [0, 𝑛], 𝑃 ∈ 𝐵𝑛−𝑟 , 0 < 𝑘1 ≤ 𝑘2 ≤ … ≤ 𝑘𝑟 }.



KLR AND SCHUR ALGEBRAS FOR CURVES AND SEMI-CUSPIDAL REPRESENTATIONS 39

Proof. The fact that the setB spans Im𝜑𝑛 follows fromLemma 7.30 togetherwith commutative square (33).

Next, we prove linear independence. It is enough to do this for k = Q.

Let us choose a specific basis of Q[𝑥1,… , 𝑥𝑛]
S𝑛
. Namely, let

P𝑛 = {𝜆 = (𝜆1,… , 𝜆𝑛) ∈ Z𝑛
; 0 ≤ 𝜆1 ≤ 𝜆2 ≤ … ≤ 𝜆𝑛},

and write 𝐵𝑛 = {𝑚𝜆 ∶ 𝜆 ∈ P𝑛}, where𝑚𝜆 = ∑𝑤∈S𝑛
𝑥
𝜆1
𝑤(1)

… 𝑥
𝜆𝑛
𝑤(𝑛)

are the monomial symmetric functions.

For any 𝑡 ≥ 0, consider the element 𝑒𝑡 = 𝑥
𝑡 ∈ 𝐏1. Then the set

B′
= {𝑒𝑡1 ∗ 𝑒𝑡2 ∗ … ∗ 𝑒𝑡𝑛−𝑟 ∗ 𝑓𝑘1 ∗ 𝑓𝑘2 ∗ … ∗ 𝑓𝑘𝑟 ; 𝑟 ∈ [0, 𝑛], 0 ≤ 𝑡1 ≤ 𝑡2 ≤ … ≤ 𝑡𝑛−𝑟 , 0 < 𝑘1 ≤ 𝑘2 ≤ … ≤ 𝑘𝑟 }

is a basis in 𝐏S𝑛
𝑛 , see [FR20] for details. Consider a lexicographic order on B, where 𝑒𝑖 > 𝑒𝑗 , 𝑓𝑖 > 𝑓𝑗 for

𝑖 < 𝑗 , and 𝑒𝑖 > 𝑓𝑗 for all 𝑖, 𝑗 . Let 𝜆 ∈ P𝑛. An easy induction argument shows that 1𝑛 =
1
𝑛!
(1 ∗ 1 ∗ … ∗ 1).

We can therefore write

𝑚𝜆 =
1

𝑛!
(1 ∗ 1 ∗ … ∗ 1)𝑚𝜆 =

1

𝑛!
∑

𝑤∈S𝑛

𝑒𝜆𝑤(1) ∗ … ∗ 𝑒𝜆𝑤(𝑛) ,

where we have used that S1
𝑛

𝑛 ∈ S𝑛 commutes with any polynomial in 𝐏S𝑛
𝑛 . Next, we apply the reordering

relations in [FR20, Theorem 1] to write 𝑚𝜆 in terms of B′
. We get

𝑚𝜆 = 𝑒𝜆1 ∗ 𝑒𝜆2 ∗ … ∗ 𝑒𝜆𝑛 + lower terms.

Similarly, for 𝜆 ∈ P𝑛−𝑟 , we can write each element 𝑚𝜆 ∗ 𝑓𝑘1 ∗ … ∗ 𝑓𝑘𝑟 ∈ B as

𝑚𝜆 ∗ 𝑓𝑘1 ∗ … ∗ 𝑓𝑘𝑟 = 𝑒𝜆1 ∗ 𝑒𝜆2 ∗ … ∗ 𝑒𝜆𝑛−𝑟 ∗ 𝑓𝑘1 ∗ … ∗ 𝑓𝑘𝑟 + lower terms.

Therefore the transition matrix from B to B′
is upper triangular. This implies linear independence of

B. □

7.8. Realization of 𝑒𝐶(𝑛𝛿)𝑒 inside S𝑛.

Lemma 7.32. We have 𝐽𝑛 = Ker𝜑𝑛.

Proof. The inclusion 𝐽𝑛 ⊂ Ker𝜑𝑛 follows from diagram (33). Next, the map Poll(S𝑛)
2

𝑛 /𝐽𝑛 → 𝐏S𝑛
𝑛 induced

by 𝜑𝑛 takes the generating set of Poll(S𝑛)
𝑛 /𝐽𝑛 from Lemma 7.30 to the basis of Im𝜑𝑛 from Lemma 7.31.

This implies that this map is injective, so that 𝐽𝑛 = Ker𝜑𝑛. □

Fix 𝜆 ∈ Comp(𝑛). Denote by 𝐽𝜆 the kernel of the map 𝜄𝜆 ∶ Poll(S𝜆)
2

𝑛 → 𝑒𝐶(𝑛𝛿)𝑒, which sends 𝑃 to

𝑒𝜆𝑃𝑒𝜆.

Corollary 7.33. We have 𝐽𝜆 = Ker𝜑𝜆.

Proof. Thanks to Proposition 7.23, we have the following commutative diagram:

Poll
S2
𝜆

𝑛 𝐏S𝜆
𝑛

𝑒𝐶(𝑛𝛿)𝑒 S𝑛

𝜑𝜆

𝜄𝜆

Φ𝑛

Since the rightmost vertical map is injective, it follows that 𝐽𝜆 ⊂ Ker𝜑𝜆.

Let us prove the opposite inclusion. Write 𝜆 = (𝜆1,… , 𝜆𝑘). By definition of 𝐶(𝑛𝛿), the map 𝜄𝜆 can be

written as a composition

Poll
S2
𝜆

𝑛

𝜄𝜆1⊗…⊗𝜄𝜆𝑘
−−−−−−−−→ ⨂

𝑖

𝑒𝐶(𝜆𝑖𝛿)𝑒
⊗
−→ 𝑒𝐶(𝑛𝛿)𝑒.

On the other hand, we have 𝜑𝜆 = 𝜑𝜆1 ⊗ 𝜑𝜆2 ⊗… ⊗ 𝜑𝜆𝑘 by Corollary 7.20, so that

Ker𝜑𝜆 = (
Ker𝜑𝜆1 ⊗ Poll

(S𝜆2
)2

𝜆2
⊗… ⊗ Poll

(S𝜆𝑘
)2

𝜆𝑘 )
+ … +

(
Poll

(S𝜆1
)2

𝜆1
⊗ Poll

(S𝜆2
)2

𝜆2
⊗… ⊗ Ker𝜑𝜆𝑘)

.

Now, the inclusion Ker𝜑𝜆 ⊂ 𝐽𝜆 follows from Lemma 7.32. □

Remark 7.34. In view of Corollary 7.33, the statement of Corollary 7.13 remains true if we replace 𝐵𝐢′
𝜆

by a basis of Poll
(S𝜆′ )

2

𝑛 /Ker𝜑𝜆′ . Note also that Poll
(S𝜆′ )

2

𝑛 /Ker𝜑𝜆′ ≃ Im𝜑𝜆′ is free overk by Lemma 7.31.



40 RUSLAN MAKSIMAU AND ALEXANDRE MINETS

Proposition 7.35. Let k be a field of characteristic zero or k = Z. Then Φ𝑛 is injective and its image is
spanned by split/merge diagrams, whose strands of thickness 𝑘 are decorated by elements of Im𝜑𝑘 ⊂ 𝑃

S𝑘

𝑘
.

In particular, if k is a field of characteristic zero, then Φ𝑛 is bijective.

Proof. The statement about the image of Φ𝑛 follows from Remark 7.14 and Proposition 7.23. For injec-

tivity, note that Φ𝑛 takes the spanning set of 𝑒𝐶(𝑛𝛿)𝑒 from Corollary 7.13 and Remark 7.34 to a linear

independent set in S𝑛, see Theorem 3.10. Therefore the spanning set of 𝑒𝐶(𝑛𝛿)𝑒 is automatically a basis,

and Φ𝑛 is injective. Finally, surjectivity in characteristic zero follows from Lemma 7.21. □

Corollary 7.36. The algebra 𝑒𝐶(𝑛𝛿)𝑒 is generated by elementary splits and merges, polynomial (𝑣 − 𝑢)
on thin strands, and symmetric polynomials k[𝑢1,… , 𝑢𝑘]S𝑘 on strands of thickness 𝑘.

7.9. Counterexamples to injectivity/surjectivity of Φ𝑛. Let us begin by providing a certain geo-

metric meaning for the image of 𝜑𝑛.

Proposition 7.37. Let k = Z. The𝐻𝐺𝑛-submodule of𝐻 ∗(T𝑛) generated by the tautological ring 𝑇𝐻 ∗(T𝑛)

coincides with the image of 𝜑𝑛.

Proof. By definition of the moduli stack Rep𝑛𝛿 Γ, equivariant parameters 𝑢𝑖, 𝑣𝑖 are the Chern roots of

the tautological vector bundles 𝑈 , 𝑉 respectively. In particular, restricting to T𝑛 we see that the image

of 𝜑𝑛 is generated over Z by the Chern classes of Γ(E) and Γ(E(1)).

Let us write 𝑐0(E) = ∑𝑖 𝑐𝑖,0(E) and 𝑐
1(E) = ∑𝑖 𝑐𝑖,1(E); we have 𝑐(E) = 𝑐

0(E) + 𝑐1(E)𝑝. Since 𝑝2 = 0,

it follows from the definition of Chern character that ch(E) = ch0(E) + 𝑝𝑄, where 𝑄 is some class in

𝐻 ∗(T𝑑), and ch0(E) = ch(𝑐0(E)).

By Grothendieck-Riemann-Roch, we have ch(Γ(E(1))) − ch(Γ(E)) = 𝜋∗ (ch(E) td(P
1)𝑝) = ch0(E),

and so 𝑐(Γ(E(1))) = 𝑐(Γ(E))𝑐0(E). Since the coefficients of 𝑐(Γ(E)) are precisely the generators of 𝐻𝐺𝑛 ,

we conclude that Im𝜑𝑛 ⊂ 𝐻𝐺𝑛 ⋅ 𝑇𝐻
∗(T𝑛).

On the other hand, applying 𝜀 to the standard resolution of the path algebra of Γ (see [BK99, (1.2)])

produces the following resolution of E:

0 → Γ(E(−1)) ⊗ 𝐻 0
(O(1)) ⊗ O → Γ(E(−1)) ⊗ O(1) ⊕ Γ(E) ⊗ O → E → 0.

In particular, we have

(36) 𝑐(E) =
𝑐(Γ(E))𝑐(Γ(E(−1)) ⊗ O(1))

𝑐(Γ(E(−1)))2
=

𝑐(Γ(E))

𝑐(Γ(E(−1)) ⊗ O(−1))
.

The denominator is a polynomial in the Chern classes of Γ(E(−1)) and 𝑝 ∈ 𝐻 2(P1). Moreover, we have

𝑐(Γ(E(−1))) = 𝑐(Γ(E))2/𝑐(Γ(E(1))). Therefore the formula (36) shows that the Künneth-Chern classes

𝑐𝑖,𝑗 (E) are expressed as polynomials of the Chern classes of Γ(E) and Γ(E(1)). Thus 𝐻𝐺𝑛 ⋅ 𝑇𝐻
∗(T𝑛) ⊂

Im𝜑𝑛, and we may conclude. □

Now let k = Z, and consider the map 𝜑2∶ Z[𝑢1, 𝑢2, 𝑣1, 𝑣2]
S2

2 → (Z[𝑥1, 𝑥2, 𝑐1, 𝑐2]/(𝑐
2
1 , 𝑐

2
2))

S2
. The

element 𝑐1𝑐2 does not lie in Im𝜑2 by Example 5.7 and Proposition 7.37. However, note that 2𝑐1𝑐2 =

(𝑐1 + 𝑐2)
2 = 𝜑2((𝑣1 + 𝑣2 − 𝑢1 − 𝑢2)

2) ∈ Im𝜑2.

Non-surjectivity of 𝜑2 automatically implies non-surjectivity of Φ2. Indeed, Im𝜑2 ⊂ 𝐏
S2

2 can be

identified with ImΦ2 ∩ 𝑒(2)S2𝑒(2) ≃ 𝐏
S2

2 . Moreover, applying universal coefficients we obtain that Φ2 is

not surjective if k = F2.

Lemma 7.38. For k = F2 we have 𝐽2 ⊊ Ker𝜑2.

Proof. The inclusion 𝐽2 ⊂ Ker𝜑2 holds by the same argument as in Lemma 7.32. Let us show that this

inclusion is strict. First, note that both 𝐽2 and Ker𝜑2 are homogeneous ideals in Poll
S2

2

2 . Let us add

the base ring (Z or F𝑝) to our notation as a superscript. Since 𝜑2((𝑣1 + 𝑣2 − 𝑢1 − 𝑢2)
2) = 2𝑐1𝑐2 = 0

over F2, the ideal Ker𝜑
F2

2 contains a generator of degree 2. Thus in order to prove that the inclusion

𝐽
F2

2 ⊂ Ker𝜑
F2

2 is strict, it suffices to show that 𝐽
F2

2 is generated by elements of degrees strictly greater

than 2.

SinceKer(𝑒𝑅F2
(𝑛𝛿)𝑒 → 𝑒𝐶F2

(𝑛𝛿)𝑒) is clearly the reductionmodulo 2 ofKer(𝑒𝑅Z(𝑛𝛿)𝑒 → 𝑒𝐶Z(𝑛𝛿)𝑒),

we deduce that 𝐽
F2

2 is reduction modulo 2 of 𝐽Z
2 . So, in order to show that 𝐽

F2

2 is generated by elements

of degrees greater than 2, it is enough to show the same for 𝐽Z
2 . At the same time we know that
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𝐽Z
2 = Ker𝜑Z

2 , and it is easy to check that Ker𝜑Z
2 has no elements of degree 1 or 2. This completes the

proof. □

The lemma above implies that Φ2 is not injective for k = F2. Indeed, take 𝑃 ∈ (Ker𝜑2\𝐽2) ⊂ Poll
(S2)

2

2 .

Then 𝑃𝑒(2) is a non-zero element in 𝑒𝐶(2𝛿)𝑒 that lies in the kernel of Φ2.

7.10. Positive characteristic. We have seen that the map Φk𝑛 ∶ 𝑒𝐶k(𝑛𝛿)𝑒 → Sk𝑛 is an isomorphism

when k is a field of characteristic zero. However, in general this map is neither injective nor surjective

over a field of positive characteristic, as we have seen in Section 7.9. This behavior is explained by

non-surjectivity of ΦZ
𝑛 , because Φ

k
𝑛 is obtained from ΦZ

𝑛 by base change k ⊗Z −.

Let S̃Z
𝑛 ∶= ImΦZ

𝑛 ⊂ SZ
𝑛 . Proposition 7.35 implies that S̃Z

𝑛 is a sublattice of full rank. Now, for any

field k define S̃k𝑛 ∶= k ⊗Z S̃Z
𝑛 . The following theorem follows immediately from Proposition 7.35.

Theorem 7.39. Let k be a field. We have an isomorphism of algebras 𝑒𝐶k(𝑛𝛿)𝑒 ≃ S̃k𝑛 .

When chark = 0, we have S̃k𝑛 = Sk𝑛 ; however, the two algebras are quite different in general. The

algebra S̃k𝑛 is rather explicit: it has nice diagrammatic description and an explicit basis. Moreover, the

action of S̃Z
𝑛 on the polynomial representation 𝑃Z

𝑛 preserves the Z-submodule 𝑃Z
𝑛 ∶= ⨁𝜆 Im𝜑𝜆 by

Proposition 7.23. In particular, we obtain a polynomial representation S̃k𝑛 ↷ 𝑃k𝑛 ∶= k ⊗Z 𝑃Z
𝑛 . We

conjecture the following:

Conjecture 7.40. The polynomial representation 𝑃k𝑛 of S̃k𝑛 is faithful.

In positive characteristic neither S̃k𝑛 nor 𝑃k𝑛 has a concise geometric description, so the argument

from the proof of Theorem 3.15 does not apply here. It would be interesting to realize S̃k𝑛 as homology

of some variety.

Example 7.41. Let us illustrate how properties of S̃
F𝑝
𝑛 can change for different 𝑝. Let 𝑛 = 2, and

consider 2𝑐1𝑐2 ∈ Im𝜑Z
2 ⊂ 𝑃Z

2 . It defines a non-zero element in the reduction 𝑃
F2

2 by previous consid-

erations. Recall that we have the split operator S = S
(1,1)
2 ∈ S̃Z

2 ; we denote its reduction modulo 2 by

the same letter. Note that S(2𝑐1𝑐2) = 0 ∈ 𝑃
F2

2 , because tautologically 𝑐1𝑐2 ∈ Im𝜑Z
(1,1)

= 𝐏Z
2 . This implies

that 𝑃
F2

2 admits a non-trivial submodule supported completely on the thick string.

On the other hand, it is an easy exercise to verify that Im𝜑Z
2 together with 𝑐1𝑐2 generate the whole

𝐏
S2

2 as a ring. Therefore S̃
F𝑝
2 = S

F𝑝
2 , 𝑃

F𝑝
2 = 𝑃

F𝑝
2 for 𝑝 > 2. However, the split operator S now acts on

𝐏
S2

2 ⊂ 𝑃
F𝑝
2 by embedding it into 𝐏2, so that no submodule of 𝑃

F𝑝
2 can be supported solely on the thick

string.

Appendix A. Several parity qestions

A.1. Parity of quiver flag varieties, type 𝐴(1)
1 . As before, let Γ = 1 ⇒ 0 be the Kronecker quiver.

Pick a representation 𝑀 = (𝑈 ⇒ 𝑉 ) ∈ Rep Γ with dimension vector 𝐯. For any increasing sequence of

dimension vectors 𝐯 = (𝐯1 < … < 𝐯𝑘 = 𝐯), consider the quiver flag variety

𝐅𝐯(𝑀) = {𝑀1 ⊂ … ⊂ 𝑀𝑘 = 𝑀 ∶ dim𝑀𝑖 = 𝐯𝑖} .

The goal of this section is to prove the following proposition:

Proposition A.1. The flag variety 𝐅𝐯(𝑀) has no odd cohomology groups.

Before giving the proof, we will need some preparations. Let us say that Proposition A.1 holds for a

representation 𝑀 if we have 𝐻odd(𝐅𝐯(𝑀),Z) = 0 for any 𝐯.

Recall (e.g., see [Sch12]) that isomorphism classes of indecomposable representations of Γ can be

classified into three distinct families:

preprojective 𝑃𝑛, 𝑛 ≥ 0 regular 𝑅
(𝜆,𝜇)
𝑛 , 𝑛 > 0, (𝜆, 𝜇) ∈ C2 ⧵ {0, 0} preinjective 𝐼𝑛, 𝑛 ≥ 0

C𝑛 C𝑛+1
(
idC𝑛

0 )

(
0

idC𝑛)

C𝑛 C𝑛, 𝜆 ≠ 𝜇
𝜆 idC𝑛 +𝐿𝑛

𝜇 idC𝑛 +𝐿𝑛

C𝑛 C𝑛
𝜆 idC𝑛

𝜆 idC𝑛 +𝐿𝑛

C𝑛+1 C𝑛
(idC𝑛 0)

(0 idC𝑛 )
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Here, 𝐿𝑛 denotes a nilpotent Jordan block of rank 𝑛.

Furthermore, for any 𝑛,𝑚 ≥ 0 we have vanishing of Ext-groups:

Ext
1
(𝑃𝑛, 𝑃𝑛+𝑚) = Ext

1
(𝑃𝑛, 𝑅

(𝜆,𝜇)
𝑛 ) = Ext

1
(𝑃𝑛, 𝐼𝑚) = Ext

1
(𝑅

(𝜆,𝜇)
𝑛 , 𝐼𝑛) = Ext

1
(𝐼𝑛+𝑚, 𝐼𝑛) = 0.

Two representation of the form 𝑅
(𝜆,𝜇)
𝑛 are isomorphic if and only if they have the same 𝑛 and the same

ratio (𝜆 ∶ 𝜇) ∈ P1
. We also have Ext1(𝑅

(𝜆,𝜇)
𝑛 , 𝑅

(𝜆′,𝜇′)
𝑚 ) = 0 for (𝜆 ∶ 𝜇) ≠ (𝜆′ ∶ 𝜇′).

The following lemma is an immediate consequence of [Mak19, Proposition 2.17].

Lemma A.2. Let 𝑀1 and 𝑀2 be two representations of Γ such that Ext1(𝑀1, 𝑀2) = 0, and such that
Proposition A.1 holds for 𝑀1 and 𝑀2. Then Proposition A.1 also holds for 𝑀1 ⊕𝑀2.

Lemma A.3 ([Mak19, Theorem 3.4]). Let 𝑀 be a representation of Γ satisfying Ext1(𝑀,𝑀) = 0. Then
Proposition A.1 holds for 𝑀 .

Remark A.4. The assumption Ext1(𝑀,𝑀) = 0 in [Mak19, Theorem 3.4] is only required in order

to construct a certain vector bundle on 𝐅𝐯(𝑀) × 𝐅𝐯(𝑀) with a distinguished section, which vanishes

exactly on the diagonal. This assumption can be slightly relaxed. Namely, it may happen that 𝑀 has

Ext1(𝑀,𝑀) ≠ 0, but there exists another representation 𝑀 ′
such that

∙ there exists an isomorphism of 𝐼 -graded vector spaces 𝑓 ∶ 𝑀 → 𝑀 ′
,

∙ for each 𝐯, the isomorphism 𝑓 induces as isomorphism of varieties 𝐅𝐯(𝑀) ≃ 𝐅𝐯(𝑀
′),

∙ Ext1(𝑀,𝑀 ′) = 0.

In this case [Mak19, Theorem 3.4] is still applicable, and Proposition A.1 holds for 𝑀 . An example of

such a situation is 𝑀 = 𝑅
(𝜆,𝜇)
𝑛 and 𝑀 ′ = 𝑅

(𝜆′,𝜇′)
𝑛 with (𝜆 ∶ 𝜇) ≠ (𝜆′ ∶ 𝜇′). More generally, we can take

𝑀 = ⨁
𝑘
𝑟=1 𝑅

(𝜆,𝜇)
𝑎𝑟 and 𝑀 ′ = ⨁

𝑘
𝑟=1 𝑅

(𝜆′,𝜇′)
𝑎𝑟 with (𝜆 ∶ 𝜇) ≠ (𝜆′ ∶ 𝜇′) for some positive integers 𝑎1,… , 𝑎𝑘 .

Proof of Proposition A.1. Any representation 𝑀 can be decomposed as 𝑀 = 𝑃 ⊕ 𝑅 ⊕ 𝐼 such that 𝑃 is

preprojective, 𝑅 is regular and 𝐼 is preinjective. Since Ext1(𝑃, 𝑅) = Ext1(𝑅, 𝐼 ) = Ext1(𝑃, 𝐼 ) = 0, it is

enough to prove the statement separately for 𝑃 , 𝑅 and 𝐼 by Lemma A.2.

First, let us show that the theorem holds for a preprojective representation 𝑃 . We know that 𝑃 can

be decomposed as 𝑃 = ⨁
𝑘
𝑟=1 𝑃𝑎𝑟 for some 𝑎1, 𝑎2… , 𝑎𝑘 ∈ Z≥0. We have Ext1(𝑃𝑎, 𝑃𝑏) = 0 for 𝑎 ≤ 𝑏 .

Applying Lemma A.3 and Lemma A.2, we see that Proposition A.1 holds for each 𝑃𝑎𝑟 and then for 𝑃 as

well. The same argument also proves the statement for preinjective representations.

Now, let 𝑅 be a regular representation. We can decompose 𝑅 as 𝑅 = ⨁
𝑘
𝑟=1 𝑅

(𝜆𝑟∶𝜇𝑟 )
, where (𝜆𝑟 ∶ 𝜇𝑟) ∈

P1
are different for different 𝑟 ’s, and 𝑅(𝜆𝑟∶𝜇𝑟 ) is isomorphic to a direct sum of representations of the form

𝑅
(𝜆𝑟 ,𝜇𝑟 )
𝑛 . Since Ext1(𝑅(𝜆𝑖∶𝜇𝑖), 𝑅(𝜆𝑗∶𝜇𝑗 )) = 0 for 𝑖 ≠ 𝑗 , it suffices to prove the statement for each 𝑅(𝜆𝑟∶𝜇𝑟 ). We

conclude by applying Remark A.4. □

A.2. Parity sheaves. The theory of parity sheaves has been developed in [JMW14]. It takes as an

input a complex algebraic variety 𝑌 with an action of a complex algebraic group 𝐺, such that 𝑌 has a

𝐺-invariant stratification 𝑌 = ∐𝜆 𝑌𝜆 satisfying some parity conditions [JMW14, (2.1),(2.2)]. For each

stratum 𝑌𝜆 and a local systemL on 𝑌𝜆, it produces a certain indecomposable complex E(𝜆,L) supported
on 𝑌𝜆, which satisfies a list of properties. (This complex is not well-defined in general, but it is unique

if it exists.)

The case 𝑌 = 𝐸𝛼 , 𝐺 = 𝐺𝛼 was studied in [Mak15] for a Dynkin quiver. In this situation, we have

a finite stratification of 𝐸𝛼 by 𝐺𝛼-orbits, and each stratum admits only trivial 𝐺𝛼-equivariant local

systems. The existence of a parity sheaf for each stratum is then proved. However, [Mak15] did not

prove that in positive characteristics the Lusztig sheaf L𝛼 = (𝜋𝛼)∗k is a direct sum of shifts of parity

sheaves. This was done later in [McN17a, Mak19]. The key point was to prove that the fibers of maps

�̃�𝐢 → 𝐸𝛼 have no odd cohomology groups. Note that Proposition A.1 proves an analogous statement

about the fibers for the Kronecker quiver.

Nevertheless, the proposition below shows that there is no satisfactory theory of parity sheaves for

the Kronecker quiver, already for dimension vector 𝛼 = 2𝛿. So, despite Proposition A.1, we cannot

deduce in this case that the sheaf L𝛼 is a direct sum of shifts of parity sheaves.

Proposition A.5. Let Γ be the Kronecker quiver. There is no algebraic stratification (in the sense of
[CG10, Definition 3.2.23]) of 𝐸2𝛿 into smooth connected locally closed subsets such that each stratum is
𝐺2𝛿-invariant and satisfies [JMW14, (2.1),(2.2)], and the subset 𝐸reg

2𝛿
⊂ 𝐸2𝛿 is a union of strata.
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Proof. Suppose that such a stratification exists. The first two assumptions are simply the assumptions

in [JMW14] that allow to apply the theory of parity sheaves. In particular, the constant sheaf k on 𝐸2𝛿

is a parity sheaf (up to a shift).

Consider the inclusion map 𝜄∶ 𝐸
reg

2𝛿
→ 𝐸2𝛿 . The third assumption together with the argument

in [McN17a, Corollary 4.2] show that themap Ext∗𝐺2𝛿
(k,k) → Ext∗𝐺2𝛿

(𝜄∗k, 𝜄∗k)must be surjective. Recall

that we have the following commutative diagram, where the horizontal maps are isomorphisms:

k[𝑢1, 𝑢2, 𝑣1, 𝑣2]
S2

2 𝐻
𝐺2𝛿
∗ (𝐸2𝛿) Ext∗𝐺2𝛿

(k,k)

(k[𝑥1, 𝑥2, 𝑐1, 𝑐2]/(𝑐
2
1 , 𝑐

2
2))

S2 𝐻
𝐺2𝛿
∗ (𝐸

reg

2𝛿
) Ext∗𝐺2𝛿

(𝜄∗k, 𝜄∗k)

𝜑2

However, we have seen in Section 7.9 that the map 𝜑2 is not surjective for k = F2. □
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