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ABSTRACT
Workplace conflicts hold significant importance and can greatly im-
pact the overall dynamics of an organization. Effectively managing
these conflicts can contribute to a healthier and more harmonious
work environment and potentially leading to increased produc-
tivity levels. Consequently, it’s imperative to provide training in
conflict management skills for addressing and resolving workplace
conflicts. One method largely used for social skill training consists
in role-playing scenarios. Given the cost of such sessions, virtual
agents appear to be an interesting tool to set them up. Today, one
of the main limitations of using virtual agents is the lack of believ-
ability in the agents’ non-verbal behavior, not allowing interaction
to be as natural as with humans and limiting user engagement.
This PhD aims to automatically generate the socio-affective non-
verbal behavior of a virtual agent, that will be integrated into a tool
for conflict management training. We present the identified steps
for developing this agent and provide an overview of the work
completed thus far.

CCS CONCEPTS
• Computing methodologies → Neural networks; Animation.
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1 INTRODUCTION
The more diverse and complex our society becomes, the more differ-
ences in points of view or objectives can lead to potential conflicts
[18]. In particular, interpersonal conflicts at work are quite common,
causing stress and health problems [11, 61]. While they have long
had an exclusively negative reputation [34, 54], it is beginning to
be accepted that conflicts can bring positive results [4, 33], such as
improved autonomy, social cognitive skills or negotiating capacity
[42]. It is therefore important to learn how to behave in different
conflict situations and identify the opportunities that can arise from
them. If this applies to all types of conflict, those that occur in the
workplace are especially important, as their proper management
can contribute to a healthier, more peaceful working environment,
and perhaps even an increase in productivity [67].
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Training by practice has been shown to enhance learning [8],
one of the reasons why over the past few years, systems based
on virtual agents for training purposes have gained in popularity
[13]. They enable the reproduction of believable situations in a safe
environment [18], with a sense of engagement for the user. Training
systems integrating virtual agents exist in a number of fields, for
instance in the medical domain [2, 3, 50]. In the field of conflict
management, few virtual agents have been deployed [30, 43].

Davis [19] has shown that virtual agent gestures have positive
effects on knowledge transfer and information retention. Other
studies have also shown that head movements improve the way a
virtual agent is perceived in general [14, 45], and "uncanniness" is
increased for a character whose facial expressions are perceived
as insufficient [64]. However, current training systems for virtual
agents frequently rely on Wizard of Oz methods, which lack the
advantages offered by fully autonomous systems, such as faster
access to training, adaptability, and reduced training costs [60].
Despite their potential, systems using virtual agents for training
are therefore not widely adopted in practice. The interactions with
virtual agents are not as natural as it is with humans, a major
obstacle for user engagement.

This PhD aims to address this weakness by creating a model
for the automatic generation of socio-affective non-verbal
behaviors for a virtual agent, within the context of workplace
conflict management. The conflict management use case was
chosen for its capacity to simulate several social attitudes. The
paper is organised as follows: after reviewing existing works in
section 2, we present the use case and the approach adopted to
implement it in section 3. In section 4, we present the work we’ve
done so far and our results. Finally, we conclude in section 5.

2 STATE OF THE ART
2.1 The conflict. Several researchers have proposed definitions
of conflict. Traditionally, conflict has been defined as opposing
interests involving limited resources and differing goals. A well-
known definition in the literature is provided by Thomas [63],
who defines conflict as “the process that begins when one party
perceives that another has frustrated, or is about to frustrate, one of
its concerns”. This incompatibility of objectives between the agents
can be seen as the cognitive dimension of conflict.

Some authors enhance their definition by incorporating a behav-
ioral aspect, proposing that in order for conflict to be present, at
least one party must actually behave in a way that interferes with
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another party’s objective [20, 65]. Similarly, if two individuals have
opposing interests, at least one of them must recognize those inter-
ests [27]. These definitions highlight two types of conflict: mutual
(where all parties involved are aware of the conflict) or unilateral
(only one party is aware of the conflict).

Lindner [44] studies conflict by focusing on emotions such as
fear or anger, illustrating how they affect conflict and how they
are affected by conflict. For Kolb and Putnam [37], who study con-
flict within organizations, a conflict occurs when there are real or
perceived differences that arise in specific organizational circum-
stances and generate emotions as a result. Emotions are therefore
an integral part of the construction of conflict, thereby adding a
cognitive dimension to the equation.

These three dimensions: cognitive, behavioral and affective, are
at the heart of most definitions of conflict. While some use one or
two of them to define conflict, a study by Barki and Hartwick [6]
showed that these dimensions must exist together for a real conflict
to exist. Emotions are therefore an essential dimension of conflict,
and conflict cannot exist without emotions. This affective dimension
of conflict is particularly interesting for us. According to Nair [47],
emotional expressions occur largely non-verbally through facial
expressions, vocal characteristics and body postures. Whittaker
[68] highlight that feelings, emotions, and attitudes are often not
expressed verbally and should therefore be inferred from non-verbal
channels. The presence of non-verbal communication is essential
in any interaction, especially one aimed at simulating a conflict.

2.2 Virtual agents and conflict. Conflict management training
tools can use a variety of supports like serious games [15, 16] or
agent systems [43, 57]. These different supports can take the form
of automated mediation systems [26] or conflict simulation systems
[57]. In an automated mediation system, an agent helps the parties
involved in the conflict to communicate and resolve the situation.
They can use speech and emotion analysis techniques. Conflict
simulation systems use agents to reproduce a conflict situation and
ask users to take an active part in resolving it. Our study covers
conflict simulation systems.

Virtual agent has several advantages. An autonomous virtual
agent is always available and doesn’t need a human to control it.
Once it is programmed, it’s a very economical way of training [60].
Virtual agents also provide the opportunity to practice, as often as
necessary and according to Blanch-Hartigan et al. [10], this is the
key to developing interpersonal skills. The scenarios set up with
virtual agents can reproduce situations that are stressful or anxiety-
provoking. The secure environment of the simulation increases
the sense of challenge while reducing the sense of threat. It’s only
when a participant feels challenged and not threatened that he or
she can go further in learning [23].

However, these systems are not yet widely used. There are still
many obstacles to their use, such as technological complexity, high
production costs, ethical issues and resistance to change. One of the
obstacles we are particularly interested in is the lack of believability,
not allowing user engagement [12, 59].

2.3 Automatic generation of non-verbal behavior. In order to
structure the state of the art, we present examples of rules-based
models; we describe data-driven models; we explore the different

possible input and their involvement in the generated behaviors;
finally, we discuss the output representation.
Rules-based approaches The first approach explored for automatic
generation of virtual agents’ behavior was based on sets of rules,
one of the first was Cassell et al. [17] with Animated Conversation.

The development of new rule-based systems often required the
development of a new domain-specific language (DSL). These DSLs
were often incompatible with each other [49], this is why, Kopp
et al. [38] developed a unified language for generating multimodal
behaviors for virtual agents, called behavior Markup Language
(BML). BML has become the standard format for rule-based systems
and many other works have followed using this format [46, 56].

It is important to point out that rules-based approaches focused
on intention. They were highly effective in terms of communication,
but not very natural, since they mainly inserted predefined ani-
mations [49]. More recent research has therefore begun to explore
data-based systems.
Data-driven approaches Data-driven approaches do not depend
on experts in animation and linguistics. Recently, Yang et al. [69]
proposed a motion graph-based statistical system that generates
gestures for dyadic conversations. However, these statistical ap-
proaches are still based on an animation dictionary, limiting the
diversity of the generated movements. There is only one motion se-
quence for an input signal. It supports the hypothesis of an injective
speech-motion correspondence, even though it is “One-To-Many”.

Kucherenko et al. [40] proposed an encoder-decoder speech to
motion. Even though the generated behaviors are not based on
a dictionary, this approach is deterministic and tend to generate
average motion representations. To address this issue, researchers
have explored the integration of probabilistic components into their
generative models. In particular, Generative Adversarial Networks
(GANs) have been employed [31, 58, 62]. GANs can convert acoustic
speech features into non-verbal behaviors while preserving the
diversity and multiple nature of the generated non-verbal behavior.
Given the performance of GANs in the area of non-verbal behavior
generation, we choose to explore adversarial approaches.

In comparisonwith rule-based approaches, data-driven approaches
have made advancements in terms of naturalness of gestures, by
generating continuous and fairly natural gestures, but the gestures
are significantly less communicative. Recent research has attempted
to preserve the advantages of both methods by creating hybrid sys-
tems such as Zhuang et al. [73]. In the context of the PhD, the use
of such approaches will probably be necessary.
Inputs of the models behavior generation models can take audio
input [31, 39], textual input [9, 71], or both [1, 25, 70]. Approaches
using only audio produced usually well-synchronized movements,
which correspond to rhythmic gestures, but the absence of text
transcription implies that they lack of semantic meaning.

Other forms of input are used, such as non-linguistic modalities
(e.g., interlocutor behavior) [35, 48] or control input (e.g., style
parameters transmitted duringmodel inference) [25, 28]. The ability
to control body motion based on a specific input signal such as their
emotional state or a social attitude can significantly improve the
usability of the method [28]. In our context of developing a conflict
management tool with a virtual agent, it is crucial to possess the
ability to simulate various social attitudes.
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Outputs of the models Even if facial expressions and head move-
ments are all connected and synchronised with speech [17], most
of the previous works only generate facial animations OR head
movements. As far as we know, only the work of Habibie et al. [29]
proposed the automatic generation of facial expressions and head
movements jointly from an adversarial approach. Inspired by their
work, we generate facial expressions and head movements in a
combined way, changing the representation of facial expressions.

While body and head movements are generated with 3D coordi-
nates, facial expressions can be generated in various ways. They can
be generated directly with the 3D coordinates of the face [29, 36]
or describe using a model [35, 53]. In our work, we represent the
facial expressions using action units (AUs) based on the well-known
Facial Action Coding System (FACS) [22]. This choice is motivated
by the objective to obtain interpretable and explainable results and
therefore be able to manipulate the generated facial expressions,
for instance to express a particular social attitude [21, 66].

3 THE USE CASE
3.1 The scenario. The conflict management use case was chosen
for its ability to express a range of social attitudes. We aim at
reproducing a conflict between two people, for example agent A
who acts inappropriately towards his/her colleague represented
by another agent B. Various scenarios could be simulated, such as
discriminatory or aggressive behavior. The user’s task is to interact
with the virtual agent A and persuade him/her that it has done
something inappropriate.

There are therefore two conflicts: the first between agents A and
B, and the second between agents A and the user. The first conflict
can be pre-recorded or described to the user before the role-playing
with the virtual agent. Following the typology presented in Barki
and Hartwick [7] on the levels of conflict analysis, we are interested
in a unilateral interpersonal social conflict in a company.

An agent conflict management training tool has many important
dimensions. We will limit our work to some of them. We will work
on the generation of the virtual agent’s non-verbal behavior in an in-
teraction situation, i.e. by taking into account the user’s non-verbal
and verbal input signals. For this purpose, we will build a system
able to detect in real time the user’s multimodal signals (facial ex-
pressions, voice, intonation, etc.) and adapt the agents’ behaviors
accordingly. However, we won’t be working on the textual dimen-
sion of the scenario. To avoid tackling the issue of automatic speech
recognition, the scenario will be scripted. We won’t be working on
automatic socio-emotional signals detection either.

To simulate the agent’s behavior, we will consider the following
inputs: user signals, audio and textual features and social attitude
labels. The output will be a sequence of AUs, head movements
and gaze direction. These behavioral characteristics could then be
represented in a BML or directly simulated on a virtual agent.

3.2 Key challenges. Among the key challenges in generating
socio-affective non-verbal behavior in interactions, certain issues
consistently arise within the research community. To begin with,
the availability of high-quality datasets containing the necessary
features is limited. Even when available, the quality may be in-
sufficient. Another important topic is the limited and sometimes

unreliable nature of objective evaluation methods in this field, as
demonstrated by the findings of Nyatsanga et al. [49].

Our objective is to generate high-quality movements that are
both rhythmically and semantically consistent. However, the GE-
NEA challenges [72] reveals that while believability levels in motion
generation can reach those of motion capture, the coherence of the
generated motion often only slightly exceeds chance. Furthermore,
few works take interlocutor features into account. The challenge
lies in enabling the virtual agent to react coherently during interac-
tions and consider the user’s mental states in real time to create a
responsive and interactive system.

3.3 Our step-by-step approach. To create a virtual agent, simulat-
ing different socio-emotional behavior interactively with the user,
different research issues have to be tackled: generating behaviors
when the agent is speaking (“speaking” behavior), when the agent
is listening (“listening” behavior), taking the user’s behavior into
account and integrate a social attitude constraint. Our work is or-
ganized around four distinct steps, each contributing to the overall
system’s capabilities. By following this step-by-step approach, we
aim at developing a system able to generate nuanced and socio-
affective non-verbal behaviors of virtual agents, during interaction
scenarios. This methodology enables to compare and select at each
stage the most suitable architecture for advancing to the next stage.
The first step focuses on generating rhythmically relevant non-
verbal behaviors for the virtual agent as he speaks. This involves
creating a model that generates non-verbal features that align with
the rhythmic patterns of speech.
The second step aims at generating semantically and contextually
relevant non-verbal behaviors for the virtual agent. By aligning non-
verbal behaviors with the semantic content of the agent’s speech, we
will enhance the communicative effectiveness and expressiveness
of the virtual agent.
The third step will incorporate the socio-affective dimension. We
will introduce a social attitude constraint (aggressiveness, con-
cilience or denial) to guide the generation of non-verbal behaviors.
The fourth step will take into account the behaviors exhibited
by the human interlocutor. This will enable the virtual agent to
dynamically adjust its non-verbal behavior (in real-time) to align
with and effectively engage with the interlocutor. At this stage, we
could also focus on “listening” behaviors.

At this time, we have focused on the first step of this approach.

4 PROGRESS AND RESULTS
4.1 Problem formulation. The problem of our first step can be
formulated as follows: given a sequence of acoustic speech fea-
tures, the task is to generate the sequence of corresponding head
movements, gaze and facial expressions that a virtual agent should
play while speaking. To simulate the generated behaviors on an
embodied conversational agent, we use the Greta platform [52].1
vspace-1mm
4.2 Dataset and processing of the data. Our task requires a
dataset that captures interaction scenarios with a focus on facial
recordings. We use the Trueness dataset [51], containing 18 interac-
tion scenes of discrimination with 6 different actors. We divide each
1This work was performed using HPC/AI resources from GENCI-
[CINES/IDRIS/TGCC] (Grant 2022- [AD011014211]).
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scene into two parts, representing the perspectives of the first and
second persons, resulting in a total of 36 videos with approximately
3 hours and 30 minutes of recording time.

Additionally, we employ the Cheese Corpus [55], selecting 10
interaction scenes involving free student conversation, resulting
in 20 videos with 20 different speakers, providing approximately 5
hours of recording time. The difference with Trueness is that these
aren’t actors, and they aren’t conflict scenes, so their behavior is less
expressive. This dataset also differs in terms of shooting conditions,
the students are located a little further away from the camera and
almost their entire bodies are filmed. Consequently, throughout this
article, we will refer to Cheese, as having “farther-away shooting
conditions” and being “less expressive”.

We automatically extract visual and acoustic speech features
from the existing videos using state-of-the-art tools [5, 24]. To
highlight the distinction between speaking and listening behaviors,
we apply adjustments to the extracted data. Including setting the
head and gaze coordinates to the center position, and setting all
action units intensity to a constant, when the person is not speaking.

4.3 Model. Following the research conducted during the state of
the art, our proposed architecture adopts an adversarial encoder-
decoder approach. Our model consists of two neural networks: a
generator and a discriminator. The generator learns to produce data
that looks like the real distribution, while the discriminator aims
to distinguish between the generated and real data. Our generator
contains a single encoder and three decoders, each dedicated to a
specific feature type (head, gaze, and facial action units). Inspired
by Jang et al. [32], the discriminator not only learns from generated
and real data, it also learns from false examples designed to enhance
the model’s understanding of speaking and listening behaviors and
improve behavior synchronization with speech. These examples
associate audio features of a “speaking” person with behavior fea-
tures of a “listening” person (and vice versa).

4.4 Research questions and hypotheses. Reflecting the objec-
tives of our first stage, our research question is: which factors
influence the model to obtain more or less human-like behaviors
and more or less speech-matched behaviors? We make the follow-
ing assumptions:
(H1) The perception of speech/behavior synchronization will be
improved with the addition of our fake examples during training.
(H2) The addition of “less expressive” data during training, will
improve the perception of believability.
(H3) The addition of “farther-away shooting conditions” data during
training will degrade the perception of synchronization.

Based on our hypotheses, we compare four conditions:
𝑚1: architecture presented, trained on Trueness dataset.
𝑚2: architecture presented, trained on Trueness and Cheese.
𝑚3: model𝑚1 without our fake examples during training.
𝐺𝐷𝑆 : “Ground Truth Simulated” is the extracted behavior from the
data, directly simulated on the virtual agent.

4.5 Evaluation. We conduct both objective and subjective evalua-
tions to assess the performance of our models.
Objective evaluation With objective metrics, we select an opti-
mal architecture for each of our conditions. We use distribution

Dynamic Time Wrapping (DTW) to calculate the distance between
the ground truth and the generated behaviors. We also use the
comparison of acceleration and jerk.

Objective metrics primarily focus on statistical similarity to
ground truth signal, rather than contextual appropriateness and
coherence with speech. Which is why subjective evaluations play
a crucial role in assessing the complexity of social communication.
Subjective evaluation Through user perceptive study, we evaluate
two criteria [41]: the believability and the temporal coordination
with speech. We randomly generate four sequences around 30 sec-
onds2, by considering the two evaluated criteria, the four sequences,
and the four conditions, we obtained a total of 32 videos. Thirty
persons participated in our study. They viewed each of the videos
in a random order and rated them.

The results reveal the superiority of𝑚1 compared to𝑚3 in terms
of synchronization (𝑝 < 0.05) and also in terms of believability (𝑝 <

0.01). (H1) is significantly validated. We also observe the dominance
of𝑚2 in terms of believability compared to m1 (𝑝 < 0.01) and the
superiority of𝑚1 in terms of coordination (𝑝 < 0.05). (H2) and (H3)
are then significantly validated. An interesting result is that 𝑚1
tends to outperform 𝐺𝐷𝑆 in terms of synchronization (𝑝 = 0.067),
an uncommon result in the field of behavior generation. We assume
that setting “listening” behaviors to a constant and including our
fake examples improves the perception of synchronization with
speech.

5 CONCLUSION AND PERSPECTIVES
The use of virtual agents for conflict management training offers
many advantages. However, they are not widely used today, one of
the main obstacles remains the limited interaction they allow with
users compared to human-human interactions. To overcome this
problem, our work is structured into four steps, each encompasses
key aspects of our research and contribute to the development
of the socio-affective embodied conversational agent. Until now,
our focus has been on the generation of rhythmically relevant and
believable non-verbal behavior for the virtual agent as it speaks.

We found that adding data doesn’t necessarily increase perfor-
mances, expressiveness of people within the dataset and shooting
conditions are key elements. By employing an adversarial model,
we provided the model with incorrect examples that improve its un-
derstanding of the synchronization between speech and behaviors,
enhancing the performance of it.

Obviously, our findings must be nuanced due to the many lim-
itations, such as the number of people involved in the subjective
evaluation or the limitation of the extraction and visualisation tools
(limited number of AUs for example).

It is crucial to emphasize that the tool we are developing is
not designed to “judge” users’ performance. Instead, its purpose is
to support users in integrating and enhancing their conflict man-
agement skills in a workplace setting. Research by Schmid Mast
et al. [60] demonstrated that feedback from human experts is more
effective in improving performance compared to feedback from
algorithms. Therefore, the tool could be used as part of a train-
ing process, beginning with conflict simulation and ending with
feedback from human evaluators.

2https://www.youtube.com/playlist?list=PLRyxHB7gYN-Cs127qTMJIR78fsQu_8tZQ

https://www.youtube.com/playlist?list=PLRyxHB7gYN-Cs127qTMJIR78fsQu_8tZQ
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