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Abstract

We consider the Gaussian kernel density estimator with bandwidth 𝛽− 1
2

of 𝑛 iid Gaussian samples. Using the Kac-Rice formula and an Edgeworth
expansion, we prove that the expected number of modes on the real line
scales as Θ(

√
𝛽 log 𝛽) as 𝛽, 𝑛 → ∞ provided 𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐 for some

constant 𝑐 > 0. An impetus behind this investigation is to determine the
number of clusters to which Transformers are drawn in a metastable state.
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1 Introduction

1.1 Setup and main result

For 𝛽 > 0 and𝑋1, . . . , 𝑋𝑛
iid∼ 𝑁(0, 1), theGaussian kernel density estimator (KDE)

with bandwidth ℎ = 𝛽−1/2 is defined as

̂︀𝑃𝑛(𝑡) := 1
𝑛

𝑛∑︁
𝑖=1

Kℎ * 𝛿𝑋𝑖(𝑡) =
√
𝛽

𝑛
√

2𝜋

𝑛∑︁
𝑖=1

𝑒− 𝛽
2 (𝑡−𝑋𝑖)2

, 𝑡 ∈ R. (1.1)

Here, “Gaussian” refers to the choice of kernel Kℎ.
In this paper we are interested in determining the expected number of modes

(local maxima) of ̂︀𝑃𝑛 over R. While this is a classical question, addressed in even
more general settings than (1.1)—such as non-Gaussian kernels, compactly sup-
ported samples, and higher dimensions [MMF92, Mam95, KM97]—a definite an-
swer has not been given in the literature. Indeed, the best-known results fall into
one of two settings: either considering samples drawn from a compactly sup-
ported density (instead of 𝑁(0, 1) as done here), or counting the modes within a
fixed compact interval. In the special case of the Gaussian KDE (1.1), one has in
the latter setting for instance

Theorem 1.1 ( [Mam95, Thm. 1]). Let ̂︀𝑃𝑛 be the Gaussian KDE defined in (1.1),
with bandwidth ℎ > 0, of 𝑋1, . . . , 𝑋𝑛

iid∼ 𝑁(0, 1). Asymptotically as 𝑛 → ∞, the
expected number of modes of ̂︀𝑃𝑛 in a fixed interval [𝑎, 𝑏] is 1+𝑜(1) if 1 ≪ 𝛽 ≪ 𝑛2/3,
and ̃︀Θ(︀√𝛽)︀ if 𝑛2/3 ≲ 𝛽 ≪ 𝑛2/ log6 𝑛.
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Figure 1: A realization of the random function (1.1) for 𝑛 = 104, with 𝛽 = 100 (left) and
𝛽 = 300 (right).

In [MMF92, Mam95, KM97], the authors additionally conduct more refined
casework on the bandwidth to provide more precise estimates, such as pinpoint-
ing the leading constants. In fact, [MMF92] does count modes in R, but the un-
derlying distribution of the samples 𝑋𝑖 is supported on a closed interval (thus
excluding 𝑁(0, 1)), so there are no modes outside the interval anyway.

Our main result provides the answer to the case of counting modes of (1.1)
over R, and reads as follows. In particular, it generalizes Theorem 1.1.

Theorem 1.2. Let ̂︀𝑃𝑛 be the Gaussian KDE defined in (1.1), with bandwidth 𝛽−1/2,
of𝑋1, . . . , 𝑋𝑛

iid∼ 𝑁(0, 1). Suppose 𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐 for arbitrarily small 𝑐 > 0, and
Assumption 4.2, then asymptotically as 𝑛, 𝛽 → ∞,

1. In expectation over 𝑋𝑖, the number of modes of ̂︀𝑃𝑛 is Θ
(︀√
𝛽 log 𝛽

)︀
.

2. Almost all modes lie in two intervals of length Θ
(︀√

log 𝛽
)︀
—namely, the expected

number of modes 𝑡 ∈ R, such that 𝑡2 ̸∈ [2 log𝑛− 3 log 𝛽, 2 log𝑛− log 𝛽], is
𝑜
(︀√
𝛽 log 𝛽

)︀
.

Assumption 4.2 is related to the decay of the tails of the modulus of continuity
of ̂︀𝑃 ′′

𝑛 (·), and is needed to apply the Kac-Rice formula (Theorem 2.1), which states
that the expected number of modes of ̂︀𝑃𝑛 is some conditional expectation with
respect to the joint law of ( ̂︀𝑃 ′

𝑛(𝑡), ̂︀𝑃 ′′
𝑛 (𝑡)). We postpone a further discussion to

Section 4.1.

Remark 1.3. • To better appreciate the range of values for 𝛽 in this theorem as
well as subsequent ones, we use minimax theory as a benchmark; see, e.g., [Tsy09].
The reparametrization ℎ =

√
𝛽 is motivated by the connection to the Transformer

model described in Section 1.2. Using an optimal bias-variance tradeoff [Tsy09,
Chapter 1], we see that the optimal scaling of the bandwidth parameter ℎ depends
on the smoothness of the underlying density of interest: if the underlying density
has 𝑠 bounded (fractional) derivatives, then the optimal choice of ℎ is given by
ℎ ≍ 𝑛− 1

2𝑠+1 . This gives 𝛽 ≍ 𝑛
2

2𝑠+1 . For 𝑠 ∈ (0,∞), we get 𝛽 ∈ [𝑛𝑐, 𝑛2−𝑐] for
some 𝑐 > 0. In particular, the transition of the number of modes from 1 to

√
𝛽 in

Theorem 1.1 is achieved for 𝛽 ≈ 𝑛2/3, which is the optimal choice for Lipschitz

3



densities. The message of our main Theorem 1.2 below is that this scaling in
√
𝛽

is the prevailing one for the whole range 𝛽 ∈ [𝑛𝑐, 𝑛2−𝑐] if one does not restrict
counting modes in a bounded interval [𝑎, 𝑏].

• Point 2. in Theorem 1.2 shows that most of the modes are at distance at least
𝐶 log𝑛 from the origin provided 𝛽 > 𝑛

2−𝐶
3 for 𝐶 > 0 small. This corresponds to

a choice of a bandwidth adapted to smoothness 𝑠 < 1. This result is in agreement
with and completes the picture drawn by Theorem 1.1.

Remark 1.4. Through refined computations, one can determine the modes in the
regime 1 ≪ 𝛽 ≪ 𝑛2 and also pinpoint the leading constant. For the sake of clarity,
we stick to the regime where

2 log𝑛− log 𝛽 ≍ log 𝛽 ≍ log𝑛,

and comment on how to do expand the regime in appropriate places.

Remark 1.5. We further motivate Point 2. in Theorem 1.2 by considering a quali-
tative picture of the distribution of the modes displayed in Figure 4.

• Near the origin, we find most of the samples 𝑋𝑖 and they are densely packed in
the shape of a Gaussian. The corresponding Gaussian summands in (1.1) cancel to
create one mode, as shown already in Theorem 1.1.

• In the two intervals of length Θ
(︀√

log 𝛽
)︀
, the samples 𝑋𝑖 are separated enough

that the correspondingGaussian summands do not cancel, but rather formΩ
(︀√

log 𝛽
)︀

isolated bumps, as discussed in more generality in [DG85, Section 9.3].

• Further away at the tails, the phenomena of isolated bumps occur, but there are so
few samples 𝑋𝑖 that the number of modes created is a negligible fraction.

We revisit this discussion and Figure 4 in Remark 3.3.

To prove Theorem 1.2, we truncate the real line to the interval

𝑇 :=
[︂
−
√︁

2 log𝑛− log 𝛽 − 𝜔(𝛽),
√︁

2 log𝑛− log 𝛽 − 𝜔(𝛽)
]︂

(1.2)

where 𝜔 is a fixed, slow growing function such that

1 ≪ 𝜔(𝛽) ≪ log log 𝛽,

and so 𝑇 is well-defined for large enough 𝛽. Motivated by Theorem 1.2, we also
define the interval

𝑇 ′ :=
[︁
−
√︀

2 log𝑛− 3 log 𝛽,
√︀

2 log𝑛− 3 log 𝛽
]︁

(1.3)

if 𝛽 ⩽ 𝑛2/3 and define 𝑇 ′ = ∅ if 𝛽 > 𝑛2/3.

4



We see how Theorem 1.2 implies Theorem 1.1 with ℎ = 𝛽−1/2. From the
former, we see that almost all the modes lie in 𝑇 ∖ 𝑇 ′. If ℎ ≫ 𝑛−1/3 so that√

2 log𝑛− 3 log 𝛽 ≫ 1, then 𝑇 ∖𝑇 ′ is disjoint from [𝑎, 𝑏], so there are few modes
in [𝑎, 𝑏]; if ℎ ≪ 𝑛−1/3 so

√
2 log𝑛− 3 log 𝛽 ≪ 1, the fixed interval [𝑎, 𝑏] contains

a near constant fraction of length of 𝑇 ∖ 𝑇 ′ and thus a near constant fraction of
the modes.

Figure 2: (Left) Plot of the average number of modes as a function of 𝛽 for 𝑛 = 103

(top) and 𝑛 = 104 (bottom). (Right) Log-log plot for 𝑛 = 103 (top) and 𝑛 = 104

(bottom); the predicted linear regression line (red) corroborates a power-law of the form
average # of modes ≈ 0.179 · 𝛽0.504, in line with Theorem 1.2.

1.2 Motivation

The question of estimating the number of modes as a function of the bandwidth
has a plethora of applications in statistical inference and multimodality tests—see
[MMF92,Mam95, KM97] and the references therein. Another application which
has stimulated some of the recent progress on the topic is data clustering. The
latter can be achieved nonparametrically using a KDE, whose modes, and hence
clusters, can be detected using themean-shift algorithm [FH75,Che95,CM02,CP00,
CPW03,CP07, RL14, CP15], which can essentially be seen as iterative local aver-
aging. The main idea in mean-shift clustering is to perform a mean-shift itera-
tion starting from each data point and then define each mode as a cluster, with all
points converging to the samemode grouped into the same cluster. The analysis of
this algorithm has led to upper bounds on the number of modes of (1.1) [CPW03].

We were instead brought to this problem from another perspective, motivated

5



t = 0.0 t = 5.0 t = 20.0

Figure 3: Metastability of self-attention dynamics at temperature 𝛽 = 81 initialized
with 𝑛 iid uniform points on the circle, with 𝑛 = 200 (top) and 𝑛 = 1000 (bot-
tom). The number of clusters appears of the correct order ∼

√
𝛽. (Code available at

github.com/borjanG/2023-transformers-rotf.)
t = 0.0 t = 5.0 t = 20.0

by the study of self-attention dynamics [SABP22,GLPR23,GLPR24,GRRB24]—a toy
model for Transformers, the deep neural network architecture that has driven the
success of large language models [VSP+17]. These dynamics form a mean-field
interacting particle system

d
d𝜏 𝑥𝑖(𝜏) =

𝑛∑︁
𝑗=1

𝑒𝛽⟨𝑥𝑖(𝜏),𝑥𝑗(𝜏)⟩

𝑛∑︁
𝑘=1

𝑒𝛽⟨𝑥𝑖(𝜏),𝑥𝑗(𝜏)⟩
P⊥

𝑥𝑖(𝜏)(𝑥𝑗(𝜏)),

evolving on the unit sphere S𝑑−1 because of P⊥
𝑥 := 𝐼𝑑 − 𝑥𝑥⊤. Here, 𝜏 ⩾ 0

plays the role of layers, the 𝑛 particles 𝑥𝑖(𝜏) represent tokens evolving through
a dynamical system. This system is characterized by a temperature parameter
𝛽 ⩾ 0 that governs the space localization of particle interations. One sees that all
particles move in time by following the field ∇ log(K𝛽−1/2 * 𝜇𝜏 ); here, 𝜇𝜏 is the
empirical measure of the particles 𝑥1(𝜏), . . . , 𝑥𝑛(𝜏) at time 𝜏 .

It is shown that for almost every initial configuration 𝑥1(0), . . . , 𝑥𝑛(0), and
for 𝛽 ⩾ 0 in dimension ⩾ 3, or 𝛽 ⩽ 1 ∨ 𝛽 ≳ 𝑛2 in dimension 2, all parti-
cles converge to a single cluster in infinite time [GLPR23]. Rather than converg-
ing quickly, the authors in [GKPR24] prove that the dynamics instead manifest
metastability: particles quickly approach a few clusters, remain in the vicinity

6
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of these clusters for a very long period, and eventually coalesce into a single
cluster in infinite time. Concurrently, and using different methods, the authors
in [BPA24] show a similar result: starting from a perturbation of the uniform
distribution, beyond a certain time, the empirical measure of the 𝑛 particles ap-
proaches an empirical measure of 𝑂(

√
𝛽)-equidistributed points on the circle in

the mean-field limit, and stays near it for long time. This is done by a study of the
linearized system and leveraging nonlinear stability results from [Gre00].

Our interest lies in counting the number of clusters during the first metastable
phase in dimension 𝑑 = 2. At time 𝜏 = 0, particles are initialized at 𝑛 iid
points from the uniform distribution on the circle. In turn, the stationary points
of K𝛽−1/2 * 𝜇0 partition the circle into intervals, with points clustering within
their respective interval. This highlights the importance of counting the number
of stationary points.

Here, we focus on a simplified setting by working on the real line instead of
the circle (or higher-dimensional spheres), but we believe the analysis could be
extended to these cases pending technical adaptations. Notwithstanding, Theo-
rem 1.2 reflects what is seen in simulations (Figure 3).

1.3 Sketch of the proof

The spirit of the proof of results such as Theorem 1.1 and others presented in
[MMF92,Mam95,KM97] is similar to ours—one applies the Kac-Rice formula (The-
orem 2.1) to a Gaussian approximation of ( ̂︀𝑃 ′

𝑛(𝑡), ̂︀𝑃 ′′
𝑛 (𝑡)) and argues its validity.

However, the main limitation of these works is that modes are counted in a fixed
and finite interval [𝑎, 𝑏] (and [0, 1]𝑑 in the higher dimensional cases). Extend-
ing these techniques to the whole real line demands for different, significantly
stronger, approximation results using Edgeworth expansions.

We sketch the key ideas that allow us to count modes overR. We use the Kac-
Rice formula to compute the expected number of modes of ̂︀𝑃𝑛 in the symmetric
interval 𝑇 and 𝑇 ′ defined in (1.2) and (1.3). All asymptotics are as 𝑛, 𝛽 → ∞.

Proposition 1.6. If 𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐 for arbitrarily small 𝑐 > 0, then under As-
sumption 4.2,

1. In expectation over 𝑋𝑖, the number of modes of ̂︀𝑃𝑛 in 𝑇 is Θ
(︀√
𝛽 log 𝛽

)︀
.

2. In expectation over𝑋𝑖, the number of modes of ̂︀𝑃𝑛 in 𝑇 ′ is𝑂
(︂
𝑒− 𝜔(𝛽)

4
√
𝛽 log 𝛽

)︂
.

The Kac-Rice computation appears tractable only when the joint distribution
of ( ̂︀𝑃 ′

𝑛(𝑡), ̂︀𝑃 ′′
𝑛 (𝑡)) is Gaussian, which it is not. To overcome this obstacle, we apply

the Kac-Rice formula over a Gaussian approximation of the joint distribution in
Section 2. For the specific underlying density and KDE in (1.1), we are able to
justify in Section 3 the approximation for all 𝑡 in the growing interval 𝑇 instead
of a fixed interval. This is why Theorem 1.1 only counts modes in a fixed interval.

7



To show the validity of the Gaussian approximation, we use the Edgeworth
expansion of the joint distribution of ( ̂︀𝑃 ′

𝑛(𝑡), ̂︀𝑃 ′′
𝑛 (𝑡)) around the Gaussian distri-

bution with matching first two moments. We bound the error due to the third
order term of the expansion directly, and deal with the higher order terms by
appealing to the error bounds of densities in the Edgeworth approximation sim-
ilar to [BR10, Theorem 19.2]. We note that [KM97] employ the same theorem to
justify the Gaussian process approximation over a fixed interval.

In doing so, we will see that the normal approximation is invalid outside of 𝑇
(see Remark 3.3), but crucially 𝑇 is sufficiently large to cover almost all modes, as
observed empirically in Remark 1.5 and Figure 4 and given below.

Proposition 1.7. If 𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐 for arbitrarily small 𝑐 > 0, then the expecta-
tion over𝑋𝑖 of the number ofmodes of ̂︀𝑃𝑛 that lie outside of𝑇 is𝑂

(︁√︀
𝛽 exp(𝜔(𝛽))

)︁
.

We prove this in Section 4.2 with an argument from scale-space theory: we
bound the number of modes outside 𝑇 by the number of samples 𝑋𝑖 outside 𝑇 ,
which we then bound naively. This is precisely the argument used by [CPW03,
Theorem 2] to show Gaussian mixtures over R with 𝑛 components must have
at most 𝑛 modes. This argument crucially relies on the kernel density estimator
being Gaussian (see Remark 4.5). Now, Theorem 1.2 follows from Propositions 1.6
and 1.7 upon recalling that 1 ≪ 𝜔(𝛽) ≪ log log 𝛽.

1.4 Notation

We adopt standard notation from asymptotic analysis: we write 𝑓(𝑥) ≪ 𝑔(𝑥) or
𝑓(𝑥) = 𝑜(𝑔(𝑥)) if 𝑓(𝑥)/𝑔(𝑥) → 0 as 𝑥 → ∞; 𝑓(𝑥) ≲ 𝑔(𝑥) or 𝑓(𝑥) = 𝑂(𝑔(𝑥))
if there exists a finite, positive constant 𝐶 such that 𝑓(𝑥) ⩽ 𝐶𝑔(𝑥); and we write
𝑓(𝑥) ≍ 𝑔(𝑥) or 𝑓(𝑥) = Θ(𝑔(𝑥)) if 𝑓(𝑥) ≲ 𝑔(𝑥) and 𝑔(𝑥) ≲ 𝑓(𝑥).

2 Kac-Rice for the normal approximation

2.1 The Kac-Rice formula

We say that Ψ : R → R has an upcrossing of level 𝑢 at 𝑡 ∈ R if Ψ(𝑡) = 𝑢 and
Ψ′(𝑡) > 0. The Kac-Rice formula allows us to compute the expected number of
up-crossings when 𝐹 is a random field (i.e., a stochastic process).

Theorem 2.1 (Kac-Rice, [AW09, pp. 62], [AT09, Section 11.1]). Consider a random
Ψ : R → R, some fixed 𝑢 ∈ R and a compact 𝑇 ⊂ R. Suppose

1. Ψ is a.s. in C1(R), and Ψ,Ψ′ both have finite variance over 𝑇 ;

2. The law of Ψ(𝑡) admits a density 𝑝[1]
𝑡 (𝑥) which is continuous for 𝑡 ∈ 𝑇 and 𝑥 in

a neighborhood of 𝑢;

3. The joint law of (Ψ(𝑡),Ψ′(𝑡)) admits a density 𝑝𝑡(𝑥, 𝑦) which is continuous for
𝑡 ∈ 𝑇 , 𝑥 in a neighborhood of 𝑢, and 𝑦 ∈ R;

8



4. P(ω(𝜂) > 𝜀) = 𝑂(𝜂) as 𝜂 → 0+ for any 𝜀 > 0, whereω(·) denotes the modulus
of continuity1 of Ψ′(·).

Define the number of up-crossings in 𝑇 of Ψ at level 𝑢 ∈ R as

𝑈𝑢(Ψ, 𝑇 ) :=
⃒⃒
{𝑡 ∈ 𝑇 : Ψ(𝑡) = 𝑢,Ψ′(𝑡) > 0}

⃒⃒
.

Then, with expectation taken over the randomness of Ψ,

E𝑈𝑢(Ψ, 𝑇 ) =
∫︁

𝑇

∫︁ ∞

0
𝑦𝑝𝑡(𝑢, 𝑦) d𝑦 d𝑡. (2.1)

The Kac-Rice formula extends to any dimension 𝑑 ⩾ 1, and also on manifolds
other than R𝑑—see [AT09, Section 11.1]. It is the classical tool for computing the
expected number of critical points of randomfields, withmany recent applications
including spin glasses [AAČ13, FMM21] and landscapes of loss functions arising
in machine learning [MAB20]. While the method applies to general densities,
the conditional expectation appears infeasible to compute or estimate beyond the
Gaussian case.

For the KDE ̂︀𝑃𝑛 defined in (1.1), define the random function 𝐹𝑛 : R → R by

𝐹𝑛(𝑡) = 1√
𝑛

𝑛∑︁
𝑖=1

(𝑡−𝑋𝑖)𝑒− 𝛽
2 (𝑡−𝑋𝑖)2

= −
√︃

2𝜋𝑛
𝛽3

̂︀𝑃 ′
𝑛(𝑡). (2.2)

Then 𝑡 ∈ R is an upcrossing of𝐹𝑛 at level 0 if and only if𝐹𝑛(𝑡) = 0 and𝐹 ′
𝑛(𝑡) > 0.

This is equivalent to ̂︀𝑃 ′
𝑛(𝑡) = 0 and ̂︀𝑃 ′′

𝑛 (𝑡) < 0, i.e. 𝑡 is a mode of ̂︀𝑃𝑛. Thus, the
number of modes of ̂︀𝑃𝑛 in 𝑇 is given by𝑈0(𝐹𝑛, 𝑇 ). For 𝑇, 𝑇 ′ defined in (1.2)–(1.3),
Propositions 1.6 and 1.7 yield

E𝑈0(𝐹𝑛, 𝑇 ) ≍
√︀
𝛽 log 𝛽,

E𝑈0
(︀
𝐹𝑛, 𝑇

′)︀ ≲ 𝑒− 𝜔(𝛽)
4
√︀
𝛽 log 𝛽,

E𝑈0(𝐹𝑛,R ∖ 𝑇 ) ≲ 𝑒
𝜔(𝛽)

2
√︀
𝛽.

(2.3)

2.2 Computing the Gaussian approximation

Without loss of generality, fix 𝑡 ∈ 𝑇 with 𝑡 ⩾ 0. We can rewrite 𝐹𝑛(𝑡) from (2.2)
and compute its derivative: for independent copies (𝐺𝑖, 𝐺

′
𝑖) of[︃

𝐺(𝑡)
𝐺′(𝑡)

]︃
= 𝑒− 𝛽

2 (𝑡−𝑋)2
[︃

𝑡−𝑋
1 − 𝛽(𝑡−𝑋)2

]︃
, (2.4)

where 𝑋 ∼ 𝑁(0, 1), we have[︃
𝐹𝑛(𝑡)
𝐹 ′

𝑛(𝑡)

]︃
= 1√

𝑛

𝑛∑︁
𝑖=1

[︃
𝐺𝑖(𝑡)
𝐺′

𝑖(𝑡)

]︃
∼ 𝑝𝑡.

We prove that 𝑝𝑡 is a well-defined density in Proposition 4.1, and defer the fol-
lowing computation to Appendix A.1.

1defined, for 𝑓 : R → R, as ω(𝜂) = sup𝑡,𝑠 : |𝑡−𝑠|≤𝜂 |𝑓(𝑡) − 𝑓(𝑠)|.
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Fact 2.2. The mean and covariance matrix of the random vector (𝐹𝑛(𝑡), 𝐹 ′
𝑛(𝑡)) are

given respectively by

𝜇𝑡 :=
√
𝑛

[︃
E𝐺(𝑡)
E𝐺′(𝑡)

]︃
≍ 𝑛

1
2𝛽− 3

2 𝑒− 𝑡2
2

[︃
𝑡

−𝑡2

]︃

Σ𝑡 :=
[︃

Var𝐺(𝑡) Cov(𝐺(𝑡), 𝐺′(𝑡))
Cov(𝐺(𝑡), 𝐺′(𝑡)) Var𝐺′(𝑡)

]︃
≍ 𝛽− 3

2 𝑒− 𝑡2
2

[︃
1 −𝑡

−𝑡 𝛽

]︃
.

(2.5)

We proceed to centering and rescaling the density 𝑝𝑡. Let 𝑌𝑖(𝑡), 𝑖 ∈ [𝑛], be
independent copies of

𝑌 (𝑡) = Σ− 1
2

𝑡

[︃
𝐺(𝑡) − E𝐺(𝑡)
𝐺′(𝑡) − E𝐺′(𝑡)

]︃
(2.6)

Let 𝑞𝑡 denote the density of
√
𝑛
∑︀𝑛

𝑖=1 𝑌𝑖(𝑡). By construction 𝑞𝑡 has mean 0 and
covariance 𝐼2. Moreover, by the change-of-variables formula, it holds

𝑝𝑡(𝑥, 𝑦) = (det Σ𝑡)− 1
2 𝑞𝑡

(︂
Σ− 1

2
𝑡 [(𝑥, 𝑦) − 𝜇𝑡]

)︂
. (2.7)

Now, let 𝜙 : R2 → R be the density of 𝑁(0, 𝐼2), i.e.,

𝜙(𝑥) := 1√
2𝜋
𝑒− ‖𝑥‖2

2 .

We aim to approximate the Kac-Rice integral (2.1) as follows:∫︁
𝑇

∫︁ ∞

0
𝑦𝑝𝑡(0, 𝑦) d𝑦 ≈

∫︁
𝑇

∫︁ ∞

0
𝑦(det Σ𝑡)− 1

2𝜙

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡. (2.8)

The validity of this approximation is deferred to Section 3. In the remainder of
this section, we solely focus on computing the right hand side integral.

Lemma 2.3. There exists some 𝐴𝑡 ≍ 𝛽− 3
2𝑛𝑡2𝑒− 𝑡2

2 such that

𝜙

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
≍ exp

(︂
−𝐴𝑡 − Θ

(︂
𝛽

1
2 𝑒

𝑡2
2

)︂
𝑦2
)︂
,∫︁ ∞

0
𝑦𝜙

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 ≍ 𝛽− 1

2 𝑒− 𝑡2
2 𝑒−𝐴𝑡 .

(2.9)

Proof of Lemma 2.3. Since det Σ𝑡 ≍ 𝛽−2𝑒−𝑡2 , we have

Ω := Σ−1
𝑡 ≍ 𝛽

1
2 𝑒

𝑡2
2

[︃
𝛽 𝑡
𝑡 1

]︃
.

Now as 𝑡 ∈ 𝑇 and so 𝑡2 ≪ 𝛽, we find⃦⃦⃦⃦
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

⃦⃦⃦⃦2
=
⟨
(−𝜇𝑡,1, 𝑦 − 𝜇𝑡,2),Σ−1

𝑡 (−𝜇𝑡,1, 𝑦 − 𝜇𝑡,2)
⟩
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≍ Ω11𝜇
2
𝑡,1 − 2Ω12𝜇𝑡,1(𝑦 − 𝜇𝑡,2) + Ω22(𝑦 − 𝜇𝑡,2)2

≍ 𝛽
1
2 𝑒

𝑡2
2 𝜇2

𝑡,1

⎡⎣𝛽 − 2𝑡
(︃

𝑦

𝜇𝑡,1
+ 𝑡

)︃
+
(︃

𝑦

𝜇𝑡,1
+ 𝑡

)︃2
⎤⎦

≍ 𝛽
1
2 𝑒

𝑡2
2 𝜇2

𝑡,1(𝛽 − 𝑡2) + 𝛽
1
2 𝑒

𝑡2
2 𝑦2

≍ 𝛽− 3
2𝑛𝑡2𝑒− 𝑡2

2 + 𝛽
1
2 𝑒

𝑡2
2 𝑦2.

This shows the first statement in (2.9). For the second, we have

∫︁ ∞

0
𝑦𝜙

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 ≍ 𝑒−𝐴𝑡

∫︁ ∞

0
𝑦𝑒

−Θ
(︁

𝛽1/2𝑒𝑡2/2
)︁

𝑦2

d𝑦

≍ 𝛽− 1
2 𝑒− 𝑡2

2 𝑒−𝐴𝑡

by Gaussian integral computations (see Fact A.1).

2.3 The Kac-Rice integral over 𝜙
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Figure 4: 𝑛 = 105 is fixed throughout. (Left) Empirical distribution of the modes of ̂︀𝑃𝑛

over 𝑇 for 𝛽 = 100 (top) and 𝛽 = 300 (bottom). (Right) The function 𝑡 ↦→
√
𝛽 exp(−𝐴𝑡)

for 𝛽 = 100 (top) and 𝛽 = 300 (bottom), which, due to the Kac-Rice formula, is an
approximation for the distribution of the number of modes of ̂︀𝑃𝑛 in 𝑇 . Shaded in grey is
the interval 𝑇 . (Code available at github.com/KimiSun18/2024-gauss-kde-attention.)
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We compute (2.1) under the approximation (2.8). By (2.9) and (2.5), we have
that ∫︁

𝑆

∫︁ ∞

0
𝑦(det Σ𝑡)− 1

2𝜙

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡 ≍

√︀
𝛽

∫︁
𝑆
𝑒−𝐴𝑡 d𝑡 (2.10)

for any measurable 𝑆 ⊂ R. Assuming validity of the Gaussian approximation
(see Section 3), it follows from the Kac-Rice formula that the density of modes at
𝑡 ∈ R is proportional to

√
𝛽𝑒−𝐴𝑡 . We plot this density in Figure 4 with the same

choice of 𝑛 and 𝛽 as in the empirical distribution. We see that they match on the
highlighted interval 𝑇 , but not outside of 𝑇 where the Gaussian approximation—
see Remark 3.3.

We compute (2.10) explicitly for 𝑆 = 𝑇 and 𝑆 = 𝑇 ′.

Lemma 2.4. If 𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐 for some 𝑐 > 0, then∫︁
𝑇

∫︁ ∞

0
𝑦(det Σ𝑡)− 1

2𝜙

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡 ≍

√︀
𝛽 log 𝛽,∫︁

𝑇 ′

∫︁ ∞

0
𝑦(det Σ𝑡)− 1

2𝜙

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡 ≲

√︀
𝛽.

Proof of Lemma 2.4. Recall 𝐴𝑡 from Lemma 2.3. By (2.10), it suffices to show that∫︁
𝑇
𝑒−𝐴𝑡 d𝑡 ≍

√︀
log 𝛽 and

∫︁
𝑇 ′
𝑒−𝐴𝑡 d𝑡 ≲ 1. (2.11)

As 𝐴𝑡 > 0, the integral is at most the length of 𝑇 , which is 𝑂(
√

log 𝛽) by (1.2).
Let 𝑡𝑠 :=

√
2 log𝑛− 𝑠 log 𝛽. As the integrand is positive, for constants𝐶,𝐶 ′ > 0∫︁

𝑇
𝑒−𝐴𝑡 d𝑡 ⩾

∫︁ 𝑡5/2

𝑡2
exp

(︂
−𝐶𝛽− 3

2𝑛𝑡2𝑒− 𝑡2
2

)︂
d𝑡

⩾
(︁
𝑡5/2 − 𝑡2

)︁
exp

(︃
−𝐶𝛽− 3

2𝑛𝑡25/2𝑒
−

𝑡2
2
2

)︃
≳
√︀

log 𝛽 exp
(︁
−𝐶 ′𝛽− 1

2 log𝑛
)︁

≳
√︀

log 𝛽

as 𝑛, 𝛽 → ∞ with log𝑛 ≍ log 𝛽. Now if 𝑡 ∈ 𝑇 ′ = [−𝑡3, 𝑡3], we have

𝑒− 𝑡2
2 ⩾ 𝑒−

𝑡2
3
2 = 𝛽

3
2𝑛−1.

Hence ∫︁
𝑇 ′
𝑒−𝐴𝑡 d𝑡 ≲

∫︁ 𝑡3

0
exp

(︂
−𝐶𝛽− 3

2𝑛𝑡2𝑒− 𝑡2
2

)︂
d𝑡 ⩽

∫︁ 𝑡3

0
𝑒−𝐶𝑡2 d𝑡 ≲ 1.
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3 Leveraging the Edgeworth expansion

In this section, we show the approximation of 𝑝𝑡 by 𝜙 is valid in 𝑇 by showing∫︁
𝑇

∫︁ ∞

0
(det Σ𝑡)− 1

2 𝑦|𝑞𝑡 − 𝜙|
(︂

Σ− 1
2

𝑡 [(0, 𝑦) − 𝜇𝑡]
)︂

d𝑦 d𝑡 ≪
√︀
𝛽 log 𝛽. (3.1)

One natural idea is to use some asymptotic series to expand 𝑝𝑡 around 𝜙, e.g. the
Edgeworth expansion, to argue that |𝑝𝑡 −𝜙| ≪ 𝜙 in the sense of the integral over
𝑦. We discuss the twomajor obstacles we have to overcome in order to implement
this approach.

• Firstly, all known results on validity of asymptotic series such as Edgeworth
expansions treat densities 𝑞𝑡 and 𝜙 that are independent of 𝑛. As 𝛽 grows in
𝑛, we will need to re-derive these results and carefully track the dependence
on 𝛽. This will give extra constraints on (𝑡, 𝛽, 𝑛) for the validity of such an
asymptotic series. Fortunately, this will be satisfied precisely when 𝑡 ∈ 𝑇 .

• Secondly, even without the 𝑛-dependence of 𝛽, expanding 𝑞𝑡 to the order 𝜙 plus
error in for example [BR10, Theorem 19.2] gives error roughly

|𝑝𝑡 − 𝜙|(x) ≲ 1
1 + ‖x‖2 for all x ∈ R2,

but then the integral over 𝑦 in (3.1) fails to converge. Therefore, we will need
to go to the next term 𝜓 in the Edgeworth series. We control its integral over 𝑦
and 𝑡 in (3.1) manually in Section 3.1. Then, we control the higher order terms
in Section 3.2 using the approach motivated above, so our error now converges
upon integrating over 𝑦, i.e. roughly⃒⃒⃒

𝑝𝑡 − 𝜙− 𝑛− 1
2𝜓
⃒⃒⃒
(x) ≲ 1

1 + ‖x‖3 for all x ∈ R2.

3.1 Bounding the third order error

Recall 𝑌 from (2.6). For a multi-index 𝛼 ∈ Z2
⩾0, let 𝜅𝛼

𝑡 be the cumulant of 𝑌
indexed by 𝛼, which depends on 𝑡. Let 𝐻𝛼

𝑡 denote the standard Hermite polyno-
mials of with index 𝛼. The next term in the Edgeworth series is 𝑛−1/2𝜓 with

𝜓(x) := 𝜙(x)
6

3∑︁
𝑘=0

𝜅
(𝑘,3−𝑘)
𝑡 𝐻(𝑘,3−𝑘)(x) where 𝐻𝛼 := (−1)|𝛼|𝜕

𝛼𝜙

𝜙
(3.2)

If |𝛼| = 3, 𝜅𝛼
𝑡 are the third moments of 𝑌 , which we bound in Appendix A.1.

Fact 3.1. Let 𝜂3 be the largest third cumulant of 𝑌 . Then

𝜂3 := max
{︁
𝜅

(𝑘,3−𝑘)
𝑡 : 𝑘 ∈ {0, 1, 2, 3}

}︁
≲ 𝛽

1
4 𝑒

𝑡2
4 .
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Webound𝐻(𝑘,3−𝑘)
(︁
Σ−1/2

𝑡 [(0, 𝑦) − 𝜇𝑡]
)︁
by a polynomial in 𝑦 = Θ(𝛽1/2𝑒𝑡2/4𝑦).

Now, by a similar method as Lemma 2.3, we obtain the following bound. It says
that when we integrate the Edgeworth series 𝑝𝑡 = 𝜙+ 𝑛−1/2𝜓 + . . . over 𝑦 and
𝑡, the contribution 𝜙 dominates 𝑛−1/2𝜓, hinting at the validity of the approxima-
tion.

Lemma 3.2. Recall 𝑇 from (1.2) and 𝐴𝑡 from Lemma 2.3. Then∫︁
𝑇

∫︁ ∞

0
𝑦(𝑛 det Σ𝑡)− 1

2𝜓

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡 ≲ 𝑒− 𝜔(𝛽)

4
√︀
𝛽 log 𝛽.

Proof of Lemma 3.2. By the proof of Lemma 2.3, (3.2), and Fact 3.1∫︁
𝑇

∫︁ ∞

0
𝑦(𝑛 det Σ𝑡)− 1

2𝜓

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡

= 1
6

3∑︁
𝑘=0

∫︁
𝑇

(𝑛 det Σ𝑡)− 1
2𝜅

(𝑘,3−𝑘)
𝑡

∫︁ ∞

0
𝑦
[︁
𝜙𝐻(𝑘,3−𝑘)

]︁(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡

≍
∫︁

𝑇
(𝑛 det Σ𝑡)− 1

2 𝜂3𝑒
−𝐴𝑡

∫︁ ∞

0
𝑦

(︂
𝛽

1
4 𝑒

𝑡2
4 𝑦

)︂𝑂(1)
𝑒

−Θ
(︂

𝛽
1
2 𝑒

𝑡2
2

)︂
𝑦2

d𝑦 d𝑡

≍
∫︁

𝑇
(𝑛 det Σ𝑡)− 1

2 𝑒−𝐴𝑡𝜂3𝛽
− 1

2 𝑒− 𝑡2
2

(︂∫︁ ∞

0
𝑦𝑂(1)𝑒− 𝑦2

2 𝑑𝑦

)︂
d𝑡

≲ 𝑛− 1
2𝛽

3
4 sup

𝑡∈𝑇

(︂
𝑒

𝑡2
4

)︂∫︁
𝑇
𝑒−𝐴𝑡 d𝑡

≲ 𝑒− 𝜔(𝛽)
4
√︀
𝛽 log 𝛽

where the last step follows (2.11) and the definition (1.2) of 𝑇 .

Remark 3.3. One can see at this is actually an asymptotic equality by checking the
Gaussian integrals in the proof above are of their typical order (i.e. no cancellation
of leading terms). Hence, the decay is only a factor of 𝑒−𝜔(𝛽)/4. For 𝑡 ̸∈ 𝑇 , even 𝑡 =√

2 log𝑛− 0.99 log 𝛽, the last inequality in Lemma 3.2 fails and we get a bound of
polynomially larger that

√
𝛽. Then, as the third order error is asymptotically larger

than the contribution of the Gaussian approximation, so the normal approximation
is no longer valid. This can be seen by comparing the plots in Figure 4.

3.2 Bounding higher order errors

We follow the classical proof about the validity of the Edgeworth expansion as
an asymptotic series to show bound the higher order pointwise error of density
function as follows.

Lemma 3.4. Assume that 𝑝𝑡 is bounded almost everywhere for any fixed 𝑡 ∈ 𝑇 . If
𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐 for some 𝑐 > 0, then for any 𝑡 ∈ 𝑇 and x ∈ R2, we have that(︁

1 + ‖x‖3
)︁⃒⃒⃒
𝑞𝑡 − 𝜙− 𝑛− 1

2𝜓
⃒⃒⃒
(x) ≲ 𝑒− 𝜔(𝛽)

4 . (3.3)
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We defer the discussion of the assumption to Assumption 4.2 and defer the
proof to Appendix A.3. Here, we comment on the differences with [BR10, Theo-
rem 19.2] for 𝑠 = 3, which we follow in spirit but modify to allow 𝑛 dependence in
𝑞𝑡 in the form of 𝛽. There, it is shown that the left hand side is 𝑜(𝑛−1/2) provided
third moments 𝜂3 = 𝑂(1). With the bound Fact 3.1 on 𝜂3 in our case which is not
constant, the error from the asymptotic series decays not in powers of 𝑛−1/2 but
powers of 𝑂(𝑛−1/2𝑒𝑡2/4𝛽1/4) = 𝑂(exp(−𝜔(𝛽)/2)).

Corollary 3.5. If 𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐 for 𝑐 > 0, then asymptotically in 𝑛, 𝛽 → ∞∫︁
𝑇

∫︁ ∞

0
(det Σ𝑡)− 1

2 𝑦
⃒⃒⃒
𝑞𝑡 − 𝜙− 𝑛− 1

2𝜓
⃒⃒⃒(︂

Σ− 1
2

𝑡 [(0, 𝑦) − 𝜇𝑡]
)︂

d𝑦 d𝑡 ≲ 𝑒− 𝜔(𝛽)
4
√︀
𝛽 log 𝛽.

Proof of Corollary 3.5. By Lemma 3.4 and computations in the proof of Lemma 2.3∫︁
𝑇

∫︁ ∞

0
(det Σ𝑡)− 1

2 𝑦
⃒⃒⃒
𝑞𝑡 − 𝜙− 𝑛− 1

2𝜓
⃒⃒⃒(︂

Σ− 1
2

𝑡 [(0, 𝑦) − 𝜇𝑡]
)︂

d𝑦 d𝑡

≲ 𝑒− 𝜔(𝛽)
4

∫︁
𝑇

∫︁ ∞

0
(det Σ𝑡)− 1

2 𝑦

(︃
1 +

⃦⃦⃦⃦
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

⃦⃦⃦⃦3
)︃−1

d𝑦 d𝑡

≲ 𝑒− 𝜔(𝛽)
4

∫︁
𝑇

∫︁ ∞

0
(det Σ𝑡)− 1

2 𝑦

(︃
1 + Θ

(︂
𝛽− 3

2𝑛𝑡2𝑒− 𝑡2
2 + 𝛽

1
2 𝑒

𝑡2
2 𝑦2

)︂ 3
2
)︃−1

d𝑦 d𝑡

≲ 𝑒− 𝜔(𝛽)
4

∫︁
𝑇

(det Σ𝑡)− 1
2

(︂
𝛽

1
4 𝑒

𝑡2
4

)︂−2 ∫︁ ∞

0

𝑦

1 + 𝑦3 d𝑦

≍ 𝑒− 𝜔(𝛽)
4
√︀
𝛽 log 𝛽

for 𝑦 ≍ 𝛽1/4𝑒𝑡2/4𝑦, where we note that 𝑇 has length Θ(
√

log 𝛽) by (1.2) and∫︁ ∞

0

𝑦

1 + 𝑦3 d𝑦 = 2𝜋
3
√

3
= 𝑂(1).

4 Proof of Theorem 1.2

We prove Propositions 1.6 and 1.7 by checking (2.3), thereby proving Theorem 1.2.

4.1 Proof of Proposition 1.6

To prove Proposition 1.6 we seek to apply Theorem 2.1 to E𝑈0(𝐹𝑛, 𝑇 ). This in
turn requires checking all the assumptions of Theorem 2.1. We have

Proposition 4.1. Let 𝛽, 𝑛 be as in Theorem 1.2, and fix 𝑡 ∈ 𝑇 . Let µ𝑡 denote the law
of (𝐹𝑛(𝑡), 𝐹 ′

𝑛(𝑡)) defined in (2.2). Then µ𝑡 admits a density 𝑝𝑡 ∈ C0(R2) satisfying
𝑝𝑡(x) → 0 as ‖x‖ → ∞. Moreover, conditions 1, 2 in Theorem 2.1 also hold for
Ψ(𝑡) = 𝐹𝑛(𝑡).

We defer the proof to Appendix A.4. We work under assumption
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Assumption 4.2. Consider the setting of Proposition 4.1. We assume that condition
4 of Theorem 2.1 holds for Ψ(𝑡) = 𝐹𝑛(𝑡).

To check conditions on moduli of continuity such as 4 in Theorem 2.1 in the
Gaussian setting, one usually resorts to using results such as the Borell-TIS in-
equality [AT09, Theorem 2.1.1]. Checking the validity of this assumption in the
present, non-Gaussian, setting does not appear straightforward.

With Proposition 4.1 and Assumption 4.2, we deduce

Lemma 4.3. With the notation as in Theorem 2.1,

E𝑈0(𝐹𝑛, 𝑇 ) =
∫︁

𝑇

∫︁ ∞

0
𝑦𝑝𝑡(0, 𝑦) d𝑦 d𝑡. (4.1)

Proof of Proposition 1.6. Combining Lemmas 2.4 and 3.2 and Corollary 3.5 gives

E𝑈0(𝐹𝑛, 𝑇 ) =
∫︁

𝑇

∫︁ ∞

0
𝑦𝑝𝑡(0, 𝑦) d𝑦 d𝑡

=
∫︁

𝑇

∫︁ ∞

0
(det Σ𝑡)− 1

2 𝑦𝑞𝑡

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡

=
∫︁

𝑇

∫︁ ∞

0
(det Σ𝑡)− 1

2 𝑦𝜙

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡

+
∫︁

𝑇

∫︁ ∞

0
(𝑛 det Σ𝑡)− 1

2 𝑦𝜓

(︂
Σ− 1

2
𝑡 [(0, 𝑦) − 𝜇𝑡]

)︂
d𝑦 d𝑡

+
∫︁

𝑇

∫︁ ∞

0
(det Σ𝑡)− 1

2 𝑦
[︁
𝑞𝑡 − 𝜙− 𝑛− 1

2𝜓
]︁(︂

Σ− 1
2

𝑡 [(0, 𝑦) − 𝜇𝑡]
)︂

d𝑦 d𝑡

≍
√︀
𝛽 log 𝛽

for 𝑡 ∈ 𝑇 , as the first summand isΘ
(︀√
𝛽 log 𝛽

)︀
while the last two are 𝑜

(︀√
𝛽 log 𝛽

)︀
.

Replacing 𝑇 by 𝑇 ′ = [−
√

2 log𝑛− 3 log 𝛽,
√

2 log𝑛− 3 log 𝛽], the first sum-
mand is 𝑜

(︀√
𝛽 log 𝛽

)︀
by Lemma 2.4. By positivity of the integrand, we bound the

last two integrals over 𝑇 ′ by those over 𝑇 , which are themselves 𝑜
(︀√
𝛽 log 𝛽

)︀
.

Now, all three summands are 𝑜
(︀√
𝛽 log 𝛽

)︀
, as desired in Proposition 1.6.

4.2 Proof of Proposition 1.7

In this section, we prove Proposition 1.7.

Lemma 4.4. For any 𝑎 > 0 and 𝑋1, . . . , 𝑋𝑛 ∈ R, the number of modes of ̂︀𝑃𝑛 in
(𝑎,∞) is at most |𝐼| where 𝐼 = {𝑖 ∈ [𝑛] : 𝑋𝑖 ⩾ 𝑎}.

Proof of Lemma 4.4. Note that ̂︀𝑃𝑛(𝑡) =
∑︀𝑛

𝑖=1 𝑔𝑖(𝑡) where for 𝑖 ∈ [𝑛] we define

𝑔𝑖(𝑡) :=

√︃
𝛽

2𝜋𝑛2 K𝛽−1/2(𝑡−𝑋𝑖). (4.2)
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Figure 5: An estimate of the density 𝑝𝑡 = 𝑝𝑡(𝑥, 𝑦) of (𝐹𝑛(𝑡), 𝐹 ′
𝑛(𝑡)) for 𝑡 = 0, 1, 2, 3

(clockwise from top left), where 𝛽 = 81 and 𝑛 = 6500, so that
√

2 log𝑛− log 𝛽 ≈ 3.
(Code available at github.com/KimiSun18/2024-gauss-kde-attention.)

For 𝑖 ̸∈ 𝐼 , 𝑔𝑖 is monotonically decreasing on [𝑋𝑖,∞) ⊃ (𝑎,∞), so
∑︀

𝑖 ̸∈𝐼 𝑔𝑖(𝑡) has
no modes in (𝑎,∞). To this Gaussian mixture, we add in 𝑔𝑖(𝑡) for 𝑖 ∈ 𝐼 one-by-
one. By [CPW03, Theorem 2], each time the number of modes in (𝑎,∞) increases
by at most one. In |𝐼|-many steps, there are at most |𝐼| such modes.

Remark 4.5. This argument crucially relies on the KDE being Gaussian. As dis-
cussed in [CPW03], the Gaussian kernel is the only kernel where for any fixed sam-
ples the number of modes of the KDE is non-increasing in the bandwidth ℎ. For other
kernels, we do suspect the analog of Lemma 4.4 to hold, but a different argument
is needed. In particular, [MMF92, Mam95, KM97] avoids this problem by counting
modes on compact sets.

Proof of Proposition 1.7. By Lemma 4.4, symmetry of 𝑇 in (1.2) around 𝑡 = 0, lin-
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earity of expectations, and the tail bound P(|𝑋| ⩾ 𝑎) ⩽ 2𝑒−𝑎2/2 for𝑋 ∼ 𝑁(0, 1)

E𝑈0(𝐹𝑛,R ∖ 𝑇 ) ⩽ E|{𝑖 : 𝑋𝑖 ̸∈ 𝑇}|
= 𝑛P(𝑋 ̸∈ 𝑇 )

⩽ 2𝑛 exp
(︂

−2 log𝑛− log 𝛽 − 𝜔(𝛽)
2

)︂
= 2

√︁
𝛽 exp(𝜔(𝛽))

≪
√︀
𝛽 log 𝛽

(4.3)

by the definition of 𝜔(𝛽), proving Proposition 1.7.

This concludes the proof of Theorem 1.2.

5 Concluding remarks

We showed that the expected number of modes of a Gaussian KDE with band-
width 𝛽− 1

2 of 𝑛 ⩾ 1 samples drawn iid from 𝑁(0, 1) is of order Θ(
√
𝛽 log 𝛽)

for 𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐, where 𝑐 > 0 is arbitrarily small. We also provide a precise
picture of where the modes are located.

The question in the higher-dimensional case, as well as on the unit sphere
S𝑑−1 with uniformly distributed samples, remains open.
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A Additional proofs

A.1 Proof of Fact 2.2

In this section we compute the first two moments of (𝐺,𝐺′) to prove Fact 2.2.
Note that if 𝑛𝑐 ≲ 𝛽 ≲ 𝑛2−𝑐 for some 𝑐 > 0, and for 𝑡 ∈ 𝑇 , then we have
exp Θ(𝑡2/𝛽) → 1. This implies that exponentials in the moments are asymptot-
ically 𝑒−𝑡2/2. We frequently use the following fact about Gaussian integrals both
in exact and asymptotic forms.

Fact A.1. Let Γ denote the Gamma function. For any 𝛼 > 0 and integer 𝑛 ⩾ 0,∫︁ ∞

0
𝑧𝑛𝑒−𝛼𝑢2 d𝑢 = 1

2Γ
(︂
𝑛+ 1

2

)︂
𝛼− 𝑛+1

2 .
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We first compute 𝜇𝑡. Completing the square gives

𝛽

2 𝑧
2 + 1

2(𝑧 − 𝑡)2 = 𝛽 + 1
2 𝑢2 + 𝛽𝑡2

2(𝛽 + 1) where 𝑢 = 𝑧 − 𝑡

𝛽 + 1 .

Hence, using Fact A.1 we compute

E𝐺(𝑡) =
∫︁ ∞

−∞
𝑧𝑒− 𝛽

2 𝑧2 d𝛾𝑡,1(𝑧) = 1√
2𝜋

∫︁ ∞

−∞
𝑧𝑒− 𝛽

2 𝑧2− 1
2 (𝑧−𝑡)2 d𝑧

= 𝑒
− 𝛽

2(𝛽+1) 𝑡2

√
2𝜋

∫︁ ∞

−∞

(︂
𝑢+ 𝑡

𝛽 + 1

)︂
𝑒− 𝛽+1

2 𝑢2 d𝑢

= 𝑒
− 𝛽

2(𝛽+1) 𝑡2

√
2𝜋

(︂
𝑡

𝛽 + 1

)︂ √
𝜋(︁

𝛽+1
2

)︁ 1
2

= 𝑒
− 𝛽

2(𝛽+1) 𝑡2
𝑡

(𝛽 + 1)
3
2
,

as well as

E𝐺′(𝑡) =
∫︁ ∞

−∞
(1 − 𝛽𝑧2)𝑧− 𝛽

2 𝑧2 d𝛾𝑡,1(𝑧)

= 1√
2𝜋

∫︁ ∞

−∞

(︁
1 − 𝛽𝑧2

)︁
𝑒− 𝛽

2 𝑧2− 1
2 (𝑧−𝑡)2 d𝑧

= 𝑒
− 𝛽

2(𝛽+1) 𝑡2

√
2𝜋

∫︁ ∞

−∞

[︃
1 − 𝛽

(︂
𝑢+ 𝑡

𝛽 + 1

)︂2
]︃
𝑒− 𝛽+1

2 𝑢2 d𝑢

= 𝑒
− 𝛽

2(𝛽+1) 𝑡2

√
2𝜋

⎡⎢⎢⎣
(︃

1 − 𝛽𝑡2

(𝛽 + 1)2

)︃ √
𝜋(︁

𝛽+1
2

)︁ 1
2

− 𝛽
√
𝜋

2
(︁

𝛽+1
2

)︁ 3
2

⎤⎥⎥⎦
= 𝑒

− 𝛽
2(𝛽+1) 𝑡2

(𝛽 + 1)
5
2

(︁
(𝛽 + 1)2 − 𝛽𝑡2 − 𝛽(1 + 𝛽)

)︁

= 𝑒
− 𝛽

2(𝛽+1) 𝑡2

(𝛽 + 1)
5
2

(︁
1 + 𝛽 − 𝛽𝑡2

)︁
.

From these computations, and the remark after Fact A.1, we readily obtain the
asymptotics of 𝜇𝑡 as in Fact 2.2 upon multiplying by

√
𝑛.

We now compute Σ𝑡. Completing the square gives

𝑧2 + 1
2(𝑧 − 𝑡)2 = 2𝛽 + 1

2 𝑢2 + 𝛽𝑡2

2𝛽 + 1 where 𝑢 = 𝑧 − 𝑡

2𝛽 + 1 .
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Hence using Fact A.1 we compute

E𝐺2(𝑡) = 1√
2𝜋

∫︁ ∞

−∞
𝑧2𝑒−𝛽𝑧2− 1

2 (𝑧−𝑡)2 d𝑧

= 𝑒
− 𝛽

(2𝛽+1) 𝑡2

√
2𝜋

∫︁ ∞

−∞

(︂
𝑢+ 𝑡

2𝛽 + 1

)︂2
𝑒− 1+2𝛽

2 𝑢2 d𝑢

= 𝑒
− 𝛽

(2𝛽+1) 𝑡2

√
2𝜋

⎡⎢⎢⎣(︂ 𝑡

2𝛽 + 1

)︂2 √
𝜋(︁

2𝛽+1
2

)︁ 1
2

+
√
𝜋

2
(︁

2𝛽+1
2

)︁ 3
2

⎤⎥⎥⎦
= 𝑒

− 𝛽
(2𝛽+1) 𝑡2

(2𝛽 + 1)
5
2

(︁
𝑡2 + 2𝛽 + 1

)︁
,

as well as

E
[︀
𝐺(𝑡)𝐺′(𝑡)

]︀
= 1√

2𝜋

∫︁ ∞

−∞
𝑧(1 − 𝛽𝑧2)𝑒−𝛽𝑧2− 1

2 (𝑧−𝑡)2 d𝑧

= 𝑒
− 𝛽

(2𝛽+1) 𝑡2

√
2𝜋

∫︁ ∞

−∞

(︃
𝑢+ 𝑡

2𝛽 + 1 − 𝛽

(︂
𝑢+ 𝑡

2𝛽 + 1

)︂3
)︃
𝑒− 1+2𝛽

2 𝑢2 d𝑢

= 𝑒
− 𝛽

2𝛽+1 𝑡2

√
2𝜋

⎡⎢⎢⎣
(︃

𝑡

2𝛽 + 1 − 𝛽

(︂
𝑡

2𝛽 + 1

)︂3
)︃ √

𝜋(︁
2𝛽+1

2

)︁ 1
2

−
(︂ 3𝑡𝛽

2𝛽 + 1

)︂ √
𝜋

2
(︁

2𝛽+1
2

)︁ 3
2

⎤⎥⎥⎦
= 𝑒

− 𝛽
2𝛽+1 𝑡2

(2𝛽 + 1)
7
2

[︁
𝑡(2𝛽 + 1)2 − 𝛽𝑡3 − 3𝑡𝛽(2𝛽 + 1)

]︁

= 𝑒
− 𝛽

2𝛽+1 𝑡2

(2𝛽 + 1)
7
2

(︁
−2𝛽2𝑡+ 𝛽𝑡− 𝛽𝑡3 + 𝑡

)︁
,
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and, finally,

E𝐺′2(𝑡) = 1√
2𝜋

∫︁ ∞

−∞
(1 − 𝛽𝑧2)2𝑒−𝛽𝑧2− 1

2 (𝑧−𝑡)2 d𝑧

= 𝑒
− 𝛽

2𝛽+1 𝑡2

√
2𝜋

∫︁ ∞

−∞

(︃
1 − 𝛽

(︂
𝑢+ 𝑡

2𝛽 + 1

)︂2
)︃2

𝑒− 1+2𝛽
2 𝑢2 d𝑢

= 𝑒
− 𝛽

2𝛽+1 𝑡2

√
2𝜋

[︃(︃
1 − 𝛽𝑡2

(2𝛽 + 1)2

)︃2 √
𝜋(︁

2𝛽+1
2

)︁ 1
2

+
(︃

6𝛽2𝑡2

(2𝛽 + 1)2 − 2𝛽
)︃ √

𝜋

2
(︁

2𝛽+1
2

)︁ 3
2

+ 𝛽2 · 3
√
𝜋

4
(︁

2𝛽+1
2

)︁ 5
2

]︃

= 𝑒
− 𝛽

2𝛽+1 𝑡2

(2𝛽 + 1)
9
2

[︁
((2𝛽 + 1)2 − 𝛽𝑡2)2 + (2𝛽 + 1)6𝛽2𝑡2 − 2𝛽(2𝛽 + 1)3 + 3𝛽2(2𝛽 + 1)2

]︁

= 𝑒
− 𝛽

2𝛽+1 𝑡2

(2𝛽 + 1)
9
2

(︁
12𝛽4 + 4𝛽3(𝑡2 + 5) + 𝛽2(𝑡4 − 2𝑡2 + 15) − 2𝛽(𝑡2 − 3) + 1

)︁
.

We check that entries of Σ𝑡 are asymptotically the corresponding second mo-
ments. Indeed, surpressing the dependence on 𝑡, we have that

• E𝐺2 ≍ 𝛽− 5
2 (𝑡2 + 𝛽)𝑒

𝑡2
2 ≫ 𝛽−3𝑡2𝐸2

𝑡 ≍ (E𝐺)2,

• E𝐺𝐺′ ≍ −𝛽− 7
2 𝑒

𝑡2
2 (𝛽2𝑡+ 𝛽𝑡3) ≫ 𝛽−4𝐸2

𝑡 𝑡(𝛽 − 𝛽𝑡2) ≍ (E𝐺)(E𝐺′),

• E𝐺′2 ≍ 𝛽− 9
2 𝑒

𝑡2
2 (𝛽4 + 𝛽2𝑡4) ≫ 𝛽−5𝐸2

𝑡 𝛽
2(1 + 𝑡4) ≍ (E𝐺′)2,

wherewe bound 𝑒
𝑡2
2 ⩽ 1. From these computations, and the remark after Fact A.1,

we readily obtain the asymptotics of Σ𝑡 as indicated in Fact 2.2.

A.2 Proof of Fact 3.1

In this section, we prove Fact 3.1 on thirdmoments of𝑌 = Σ−1/2
𝑡 (𝐺− E𝐺,𝐺′ − E𝐺′).

To upper bound, we do not need to track the leading coefficients to ensure that
they do not vanish whenwe combine applications of Fact A.1. RecallingΣ−1

𝑡 from
the proof of Lemma 2.3, we upper bound asymptotically via Hölder’s inequality:

𝜂3 = max
𝑘

⃒⃒⃒
𝑌 (𝑘,3−𝑘)

⃒⃒⃒
⩽ E‖𝑌 ‖3

⩽ E
⃦⃦⃦(︀
𝐺− E𝐺,𝐺′ − E𝐺′)︀⊺Σ−1

𝑡

(︀
𝐺− E𝐺,𝐺′ − E𝐺′)︀⃦⃦⃦ 3

2

≲ 𝛽
3
4 𝑒

3𝑡2
4 E

⃒⃒⃒
𝛽(𝐺− E𝐺)2 + 2𝑡(𝐺− E𝐺)(𝐺′ − E𝐺′) + (𝐺′ − E𝐺′)2

⃒⃒⃒ 3
2
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≲ 𝛽
3
4 𝑒

3𝑡2
4
(︁
𝛽

3
2E|𝐺|3 + E|𝐺′|3

)︁
≲ 𝛽

3
4 𝑒

3𝑡2
4

∫︁ ∞

−∞

(︁
𝛽

3
2 |𝑧|3 + |1 − 𝛽𝑧2|3

)︁
𝑒− 3𝛽

2 𝑧2− 1
2 (𝑧−𝑡)2 d𝑧

≲ 𝛽
3
4 𝑒

𝑡2
4

∫︁ ∞

0
ℎ

(︂
𝑢+ 𝑡

3𝛽 + 1

)︂
𝑒− 3𝛽+1

2 𝑢2 d𝑢,

where we factor out 𝑒− 3𝛽
2(3𝛽+1) 𝑡2

≍ 𝑒− 𝑡2
2 of the integral by substituting

ℎ(𝑧) = 𝛽
3
2 𝑧3 + (1 + 𝛽𝑧2)3 and 𝑢 = 𝑧 − 𝑡

3𝛽 + 1 .

By linearity of integration and Fact A.1, eachmonomial𝑢𝑛 integrates to𝑂(𝛽−(𝑛+1)/2).
By monotonicity of ℎ on R⩾0 and since 𝑡 ∈ 𝑇 , for some constant 𝐶 > 0,

𝜂3 ≲ 𝛽
3
4 𝑒

𝑡2
4

∫︁ ∞

0
ℎ

(︂
𝑢+ 𝑡

3𝛽 + 1

)︂
𝑒− 3𝛽+1

2 𝑢2 d𝑢 ≲ 𝛽
1
4 𝑒

𝑡2
4 ℎ

(︂
𝐶𝛽− 1

2 + 𝑡

3𝛽 + 1

)︂
≲ 𝛽

1
4 𝑒

𝑡2
4 ℎ
(︁
2𝐶𝛽− 1

2
)︁

≲ 𝛽
1
4 𝑒

𝑡2
4

upon noting 𝑤 ↦→ ℎ(𝑤/
√
𝛽) has constant coefficients. This proves Fact 3.1.

A.3 Proof of Lemma 3.4

Fix 𝑛, 𝛽 sufficiently large. For a multi-index 𝛼, define

ℎ(x) = x𝛼
(︁
𝑞𝑡 − 𝜙− 𝑛− 1

2𝜓
)︁
(x),

Fℎ(z) = 𝜕𝛼

(︃
F(𝑞𝑡) − 𝜙

6
√
𝑛

3∑︁
𝑘=0

𝜅
(𝑘,3−𝑘)
𝑡 𝐻(𝑘,3−𝑘)

)︃
(z),

where
(Fℎ)(z) =

∫︁
R2
𝑒−i⟨x,z⟩ℎ(x) dx

denotes the Fourier transform of ℎ. By Fourier inversion, it suffices to show that
for any multi-index 𝛼 with order |𝛼| ⩽ 3,

|ℎ(x)| =
⃒⃒⃒⃒ 1
(2𝜋)2

∫︁
R2
𝑒−i⟨z,x⟩Fℎ(z) dz

⃒⃒⃒⃒
≲
∫︁
R2

|Fℎ(z)| dz (A.1)

is 𝑂(exp(−𝜔(𝛽)/2)). We apply [BR10, Theorem 9.12]—which is not asymptotic
and has explicit constants—so we may use it even though 𝑞𝑡 depends on 𝑛. Upon
verifying the conditions on 𝑌 via Fact 2.2 and Fact 3.1, we have that

|Fℎ(z)| ≲ 𝑛− 1
2 𝜂

1
2
3 ‖z‖𝑂(1)𝑒− ‖z‖2

4
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provided ‖z‖ ⩽ 𝑎
√
𝑛 for some 𝑎 ≍ 𝜂

−1/2
3 . By Fact 3.1, we have that∫︁

‖z‖⩽𝑎
√

𝑛
|Fℎ(z)| dz ≲ 𝑛− 1

2 𝜂
1
2
3

∫︁
R2

‖z‖𝑂(1)𝑒− ‖z‖2
4 dz ≲ 𝑒− 𝜔(𝛽)

2 . (A.2)

Recall that 𝑞𝑡 is the density of 𝑛−1/2∑︀𝑛
𝑖=1 𝑌𝑖, and let 𝑓 denote the density of 𝑌 .

Now, we proceed as the proof of [BR10, Theorem 19.2]. As 𝑝𝑡 is bounded, so is 𝑓 ,
and so [BR10, Theorem 19.1] gives F𝑓 ∈ 𝐿1(R2) and

𝛿 := sup
‖z‖>𝑎

|F𝑓(z)| < 1.

By properties of the Fourier transform and the product rule,∫︁
‖z‖>𝑎

√
𝑛
|𝜕𝛼F𝑞𝑡(z)| dz ≲ 𝜂|𝛼|𝑛

|𝛼|
2 𝛿𝑛−|𝛼|−1

∫︁
R2

⃒⃒⃒⃒
F𝑓

(︂ z√
𝑛

)︂⃒⃒⃒⃒
dz

≲
(︂
𝑛𝛽𝑒

𝑡2
2

)︂𝑂(1)
𝛿𝑛−𝑂(1)

≲ 𝑒− 𝜔(𝛽)
4

(A.3)

for sufficiently large 𝑛. Finally, we bound similar to Lemma 3.2:

∫︁
‖z‖>𝑎

√
𝑛

⃒⃒⃒⃒
⃒𝜕𝛼 𝜙

6
√
𝑛

3∑︁
𝑘=0

𝜅
(𝑘,3−𝑘)
𝑡 𝐻(𝑘,3−𝑘)

⃒⃒⃒⃒
⃒(z) dz

≲ 𝑛− 1
2

3∑︁
𝑘=0

𝜅
(𝑘,3−𝑘)
𝑡

∫︁
R2

⃒⃒⃒
𝜕𝛼𝐻(𝑘,3−𝑘)𝜙

⃒⃒⃒
(z) dz

≲ 𝑛− 1
2 𝜂3

∫︁
R2

‖z‖𝑂(1)𝑒− ‖z‖2
2 dz

≲ 𝑒− 𝜔(𝛽)
4 .

(A.4)

Combining (A.2) to (A.4) proves (A.1) and hence Lemma 3.4.

A.4 Proof of Proposition 4.1

Point 1 in Theorem 2.1 can readily be seen to hold because of the explicit form
of both of the fields. We focus on showing Point 3, the proof of which can be
repeated essentially verbatim to deduce Point 2.

Observe that µ𝑡 = ν*𝑛
𝑡 , where ν𝑡 is the law of[︃

𝐺(𝑡)
𝐺′(𝑡)

]︃
=
[︃
𝑔(𝑍)
𝑔′(𝑍)

]︃

with 𝑍 ∼ 𝑁(𝑡, 1) and 𝑔(𝑧) = 𝑧𝑒−𝛽𝑧2/2. (Also, for 𝑛 = 1 we have µ𝑡 = ν𝑡, and
ν𝑡 cannot have a continuous density on R2, since both components of a drawn

23



random vector (𝐺(𝑡), 𝐺′(𝑡)) are functions of the same one-dimensional Gaussian
random variable.)

We first show that F(ν*𝑛
𝑡 ) = (Fν𝑡)𝑛 ∈ 𝐿1(R2) for any fixed 𝑡 ∈ 𝑇 , and

without loss of generality we take 𝑡 = 0. This would imply that µ𝑡 has a density
𝑝𝑡 ∈ C0(R2) satisfying 𝑝𝑡(x) → 0 as ‖x‖ → ∞ by virtue of Fourier inversion
and the Riemann-Lebesgue lemma. We also perform computations as if ν*𝑛

𝑡 were
already a function, and all arguments can be justified by appealing to the frame-
work of Schwarz distributions 𝒮 ′(R2) and duality.

We have∫︁
R2

|F(ν𝑡)(𝜉)𝑛| d𝜉 =
∫︁
R2

|F(ν𝑡)(𝜉)|𝑛 d𝜉

=
∫︁
R2

⃒⃒⃒⃒∫︁
R
𝑒−i(𝜉1𝑔(𝑥)+𝜉2𝑔′(𝑥))𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒𝑛

d𝜉.

Recalling that 𝑛 → ∞ in our regime, we can suppose 𝑛 ⩾ 4, and for the above
integral to be finite, it suffices to show that⃒⃒⃒⃒∫︁

R
𝑒−i(𝜉1𝑔(𝑥)+𝜉2𝑔′(𝑥))𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒
≲

1√
𝜉1 + 𝜉2

as 𝜉1, 𝜉2 → ∞.

Observe that the critical points of 𝑔 are±
√︁

1
𝛽 , whereas those of 𝑔

′ are 0 and±
√︁

3
𝛽 .

Since 𝛽 → ∞ as well, pick 𝜀 > 0 sufficiently small and such that 𝜀 >
√︁

3
𝛽 . We

first see that⃒⃒⃒⃒
⃒
∫︁

|𝑥|>𝜀
𝑒−i(𝜉1𝑔(𝑥)+𝜉2𝑔′(𝑥))𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒
⃒

=
⃒⃒⃒⃒
⃒
∫︁

|𝑥|>𝜀

1
i

1
𝜉1𝑔′(𝑥) + 𝜉2𝑔′′(𝑥)

d
d𝑥
(︁
𝑒−i(𝜉1𝑔(𝑥)+𝜉2𝑔′(𝑥))

)︁
𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒
⃒

≲
1

𝜉1 + 𝜉2
,

where we used integration by parts to obtain the last inequality—this is in fact
an elementary version of the method of non-stationary phase. For the integral
over {|𝑥| ⩽ 𝜀}, we look to use the method of stationary phase as 𝜉1, 𝜉2 → ∞, by
distinguishing the three regimes 𝜉1 ≫ 𝜉2, 𝜉2 ≫ 𝜉1, and 𝜉1 ∼ 𝜉2. When 𝜉1 ≫ 𝜉2,
we have ⃒⃒⃒⃒

⃒
∫︁

|𝑥|⩽𝜀
𝑒−i(𝜉1𝑔(𝑥)+𝜉2𝑔′(𝑥))𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒
⃒

=
⃒⃒⃒⃒
⃒
∫︁

|𝑥|⩽𝜀
𝑒

−i(𝜉1+𝜉2)
(︁

𝜉1
𝜉1+𝜉2

𝑔(𝑥)+ 𝜉2
𝜉1+𝜉2

𝑔′(𝑥)
)︁
𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒
⃒

=
⃒⃒⃒⃒
⃒
∫︁

|𝑥|⩽𝜀
𝑒−i(𝜉1+𝜉2)(𝑔(𝑥)+𝑂(𝜉1𝜀))𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒
⃒
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≲
1√

𝜉1 + 𝜉2
+ 𝑜

(︂ 1√
𝜉1 + 𝜉2

)︂
by themethod of stationary phase applied to the phase 𝑔, since 𝑔′′ is non-degenerate
at the critical points ±

√︁
1
𝛽 . Similarly when 𝜉2 ≫ 𝜉1, we have⃒⃒⃒⃒

⃒
∫︁

|𝑥|⩽𝜀
𝑒−i(𝜉1𝑔(𝑥)+𝜉2𝑔′(𝑥))𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒
⃒ =

⃒⃒⃒⃒
⃒
∫︁

|𝑥|⩽𝜀
𝑒−i(𝜉1+𝜉2)(𝑔′(𝑥)+𝑂(𝜉2𝜀))𝑒− 𝑥2

2 d𝑥
⃒⃒⃒⃒
⃒

≲
1√

𝜉1 + 𝜉2
+ 𝑜

(︂ 1√
𝜉1 + 𝜉2

)︂
by themethod of stationary phase applied to the phase 𝑔′, since 𝑔′′′ is non-degenerate
at the critical points 0 and ±

√︁
3
𝛽 . The same argument then carries through when

𝜉1 ∼ 𝜉2, using the phase 𝑔 + 𝑔′. This yields the desired conclusion.
To deduce that (𝑡,x) ↦→ 𝑝𝑡(x) is continuous on 𝑇 × R2, we note that

𝑝𝑡(x) = 1
(2𝜋)2

∫︁
R2
𝑒i⟨x,z⟩

∫︁
R𝑛

exp
(︃

−i
⟨

z,
[︃∑︀𝑛

𝑗=1 𝑔(𝜉𝑗)∑︀𝑛
𝑗=1 𝑔

′(𝜉𝑗)

]︃⟩)︃
𝛾𝑡(𝜉1) · · · 𝛾𝑡(𝜉𝑛) d𝜉 dz.

We can conclude by the Lebesgue dominated convergence theorem.
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