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We introduce a classical computational method for quantum dynamics that relies on a global-
in-time variational principle. Unlike conventional time-stepping approaches, our scheme computes
the entire state trajectory over a finite time window by minimizing a physically motivated loss
function that enforces the Schrédinger’s equation. The variational state is parametrized with a
Galerkin-inspired ansatz based on a time-dependent linear combination of time-independent Neu-
ral Quantum States. This structure effectively captures the relevant dynamical frequencies in the
time evolution and is particularly well-suited for exploring long-time dynamics. We showcase the
method’s effectiveness by simulating global quantum quenches in the paradigmatic Transverse-Field
Ising model in both 1D and 2D. By extracting the asymptotic long-time evolution, we uncover signa-
tures of ergodicity breaking and absence of thermalization in two dimensions. Overall, the method
presented here shows competitive performance compared to state-of-the-art time-dependent varia-
tional approaches and highlight the potential to explore previously inaccessible dynamical regimes

of strongly interacting quantum systems.

Introduction—. The major limitation to exact calcu-
lations in quantum many-body physics is the exponen-
tial growth of the Hilbert space, which makes systems
of more than a handful of particles practically inacces-
sible to brute-force approaches. Many-body variational
methods are a powerful tool to circumvent this issue: in-
stead of manipulating intractably large quantum states,
a compressed representation relying on a smaller set of
variational parameters can be used. Several classes of
variational states have been used to study quantum dy-
namics, including several incarnations of Tensor Network
wave functions [1, 2], as well as Neural Quantum States
(NQS) [3].

In the context of time-dependent NQS, conventional
approaches to the variational simulation of the dynam-
ics rely on the explicit integration of the Schrodinger’s
equation to obtain a different variational state at each
time-step. This is realized either by means of a stochastic
implementation of the time-dependent variational prin-
ciple (TDVP) [3-5] or by projecting the exactly evolved
state at each time in the variational manifold [6-9]. How-
ever, those schemes suffer from an accumulation of er-
rors coming from the sequential propagation of the small
time-step dynamics.

To circumvent those issues, we investigate a global-
in-time variational principle that optimizes the entire
time-dependent trajectory at once, departing from the
conventional sequential time-stepping paradigm and di-
rectly yielding the whole time-dependent solution to the
initial value problem. Those global variational princi-
ples, or loss functions, minimize the deviations from the
Schrodinger’s solution at every point in time simulta-
neously, while the variational ansatz must be able to
parametrize the solution at all times. Such approaches
have already been explored in the field of Partial Differ-
ential Equation integration [10, 11], as a way to circum-

vent the requirement to construct a discrete mesh, or in
the field of Physics-Inspired Neural Networks (PINNs)
to solve a complex differential equation [12, 13]. Efforts
to extend these concepts to quantum mechanical sys-
tems [14] have achieved limited success when compared
to conventional approaches. The numerical studies have
been constrained to small-scale systems and imaginary-
time evolution, falling short of demonstrating practical
advantages. While the exact reason remains unclear,
we identified three major problems in the literature of
PINNs: the loss functions used previously (i) did not fully
respect all gauge invariances of the Hilbert space, (ii) un-
derfit the initial condition [15, 16] and the deep neural
architectures used before (iii) suffer from a spectral bias,
making them incapable of learning high-frequency com-
ponents [17, 18].

In order to move past such issues, we develop a global-
in-time algorithm, combining ideas originating from both
Machine Learning literature and physical requirements
on the wave functions parameterizations. Our key con-
tributions are twofold. First, we develop a physically-
motivated loss function that explicitly preserves the fun-
damental quantum mechanical requirements of norm
and phase invariance, enabling stable and accurate op-
timization. Second, we introduce a Galerkin-inspired
parametrization based on a time-dependent linear com-
bination of a small number of time-independent Neural
Quantum States. A Fourier decomposition of the time-
dependent coefficients ensures that the relevant dynam-
ical frequencies of the system are well captured, and it
generalizes the ansatz chosen for the coarse-grained spec-
tral projection method [19]. This approach is particu-
larly suited for studying fundamental questions in quan-
tum many-body physics, such as thermalization [20-25],
many-body localization [22, ], and the emergence
of hydrodynamic behavior | ], where accurate long-



time dynamics is essential but traditionally difficult to
access.

Global-in-time variational principle— Our approach is
based on a global dynamical variational principle that
directly targets the entire time evolution, rather than
evolving the state sequentially by integrating a local-in-
time set of differential equations as in t-VMC [3-5] or by
performing projections like in p-tVMC [0, 7, 9].

Given a time-dependent quantum state |¥(¢)) belong-
ing to the Hilbert space H, the Schrodinger’s equation

—|W(t) = —iH[¥ (1)), (1)

determines the evolution of the state under the time-
independent Hamiltonian H [33].

We encode the solution to the equation above with
a differentiable time-dependent variational state |Uy(t))
depending on a set of parameters . We stress the dif-
ference from established time-dependent NQS approaches
where the time-dependency is encoded in the parameters,
as |‘I’0(t)>

The parameters 6 that give a valid solution to Eq. (1)
can be determined by minimizing some distance between
the left-hand side and right-hand side of the equation at
all times. We start from the L? distance and additionally
impose the physical requirements of norm [34] and phase
invariance (see Section A for a detailed derivation). We
obtain the following time-local loss function measuring
the physically relevant deviations from the Schrédinger’s
dynamics,
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brevity, in the previous expressions we omit the explicit
time dependence of the variational state.

The solution to the Schrodinger’s equation in the inter-
val [0,7T] can be obtained by minimizing the integrated
loss function

£(wo)) = |

W) = W)
Uy

Lon(®) =7 [ at£(wo(o), Q

assuming that the initial condition |¥y(t = 0)) = |¥q),
where |Uy) is the initial state of the dynamics, is re-
spected.

This loss function is positive semi-definite, L > 0, and
attains the minimum value of L = 0 for states exactly
satisfying the Schrodinger’s equation Eq. (1) at all times
in the considered interval [0,7]. We also stress that, as
detailed in Section A, this global loss function does not
require the state |¥y) to have a unit norm, which means
that, contrary to previous schemes featuring a global loss
function [14, 19], it is compatible with generally unnor-
malized variational parametrizations of the wave func-
tion.

To evaluate Eq. (2) in practice, we use an efficient
Monte Carlo estimator (see Section B for a detailed
derivation)

T
Lom(® =7 [ dtBuyoplluc(eOF] (@
where LloC(J, t) = Lloc(07 t) — E|\1/9(o,t)|2[Lloc(U)] and
Lioc(o,t) is a statistical estimator. In particular, the es-
timator corresponds to Lioe(0,t) = Oy(0,t) + iEloc(0, t),
namely the residual between the logarithmic time deriva-
tive Oi(o,t) = 0OilogWy(o,t) and the local energy
Eoc(o,t) = (o|H|Tg(t))/Py(0o,t). Each term in the inte-
gral expression Eq. (3) can be efficiently evaluated using
standard Markov Chain Monte Carlo techniques by sam-
pling configurations from |Wy(o,t)|2. The time integra-
tion can be approximated using any scheme for numerical
evaluation of 1D integrals. In our calculations, we rely on
the Simpson’s 1/3 rule [35] computed over an odd num-
ber of equally spaced integration points in [0, 7. To find
the minimum of Eq. (3), we resort to the standard Adam
optimizer [36].

Time-dependent Neural Quantum Galerkin— The
global loss function L 71() allows complete freedom
for the choice of the time-dependent variational ansatz
|[Ty(t)). Ome possible choice is to directly parametrize
the wave function ¥(o,t) as a function of the configu-
rations ¢ and the time ¢, as already proposed in [14]
by using a Neural Network architecture. However, such
unstructured approaches are known to lead to poor gen-
eralization beyond the time-interval [0, 7] considered by
the loss function.

In this manuscript we, instead adopt an approach in-
spired by the Galerkin method [37], taking an ansatz
which consists in a linear combination of M + 1 time-
independent basis states |¢;) with time-dependent coef-
ficients ¢;(t),

M
(Vo (1)) = Zci(t)|¢i>- ()

=0

In the previous expression, |¢g) = |¥y) is the fixed
initial state of the dynamics and {|¢;)}M, are arbi-
trary variational states with parameters #;, such that
0 =[01,...,0r]. Weremark that all the states appearing
in Eq. (5) are in general not normalized.

The basis states {|¢;)}M, are represented as Neural
Quantum States (NQS) [3], so we name our method
as time-dependent Neural Quantum Galerkin (t-NQG).
Any possible NQS architecture for standard Variational
Monte Carlo can be used for t-NQG, including recur-
rent neural networks [38-43], convolutional neural net-
works [44-47] and transformers [48-53]. If the varia-
tional basis states enjoy high expressivity, the specific
ansatz in Eq. (5) can be made arbitrarily close to the
exact solution of the Schrédinger’s equation by increas-
ing M. In Section C, it is shown that for a particular
choice of the |¢;) corresponding to the basis states of the
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FIG. 1. Sketch of the time-dependent Neural Quantum Galerkin (t-NQG) method for the simulation of quantum dynamics. The
approach consists in minimizing the global loss function L 71(f) in Eq. (3) matching the Hamiltonian evolution —iH |Wy(t))

and the projected time derivative P |‘i/9 (t)) at each time t, where Pi; = 1

_ e @) (¥e ()]

s (T (0)) is the orthogonal projector to

the variational state |¥g(t)). The normalization of the state is not indicated for simplicity. The ansatz consists of the linear
combination of M + 1 time-independent basis states |¢;) parametrized as Neural Quantum States (NQS) with time-dependent

coeflicients ¢;(t).

coarse-grained approach in Ref. [19], the optimal num-
ber of states needs to grow at worst linearly in the total
propagation time M ~ N x T. A pictorial sketch of the
t-NQG method is also presented in Fig. 1.

Time-dependent linear variational method— For the
linear ansatz in Eq. (5) with fixed basis states {|¢g) =
[To),|o1),--.,|éda)}, there exist optimal trajectories for
the coefficients ¢;(t) exactly solving the Schrodinger’s
equation in the subspace spanned by the basis. These
are given by the equations of the time-dependent linear
variational method

c(t) = exp(—it S™'H)c(0), (6)

where ¢(0) = [1,0,...,0] is a M + 1-dimensional vec-
tor setting the initial condition, S is the overlap/Gram
matrix of the basis states, and H is the reduced Hamil-
tonian matrix in the subspace of the basis. Their matrix
elements are given by

Sij = (pilo;), Hij = (i H|py), (7)

for 4,5 = 0,...,M. The proof of Eq. (6) is reported
in Section E. In this work, we consider a two-step ap-
proach. At first, we parametrize the coefficients c¢;(t)
with a truncated Fourier expansion (see Section D for de-
tails) and minimize the loss in Eq. (3) with respect to the
parameters of both basis states and coefficients. Then,
the dynamics can be further improved by plugging the
optimal coefficients coming from the solution of Eq. (6)
with the optimized basis states. The matrix elements
in Eq. (7) can be efficiently estimated (up to an irrele-
vant constant) through Monte Carlo sampling as shown
in Section F. In Section H we prove that assuming the
ansatz Eq. (5) with the optimal coefficients Eq. (6), the
loss Eq. (3) is an effective measure of the discrepancy
from the exact solution of the dynamics.

Long-time quantum dynamics— With the particular
form of the ansatz in Eq. (5) decoupling spatial and
time degrees of freedom, it is particularly natural to gain
access to the long-time dynamics and thermalization of
physical quantities. This can be done, for example, by
considering the discrete Fourier transform of the optimal
coefficients ¢;(t) = Y, Fine™*’, where @y, are the Fourier
frequencies and 7; the corresponding amplitudes. By re-
moving fast oscillating components in the time evolution,
the expectation value of an observable O in the long-time
limit can be written as

(To(t)| O Tp(t)) t=oo 2oiji VixQisVik
(To(£)[Wo(1)) Sk S

where Q;; = (¢;| O |¢;). The proof of Eq. (8) is reported
in Section G.

Results—. To demonstrate the effectiveness of our ap-
proach, we consider the dynamics in the Transverse Field
Ising (TFI) model with Hamiltonian

Hypr=—J Y ojoi —hY of, (9)
(i,9) i

where 0" are the z,z Pauli matrices acting on site i,
J is the coupling strength, h is the transverse magnetic
field and (4,7) indicates nearest-neighbor sites. With-
out loss of generality, we set J = 1. The TFI model
exhibits a quantum phase transition in correspondence
of the critical fields hlP = 1 for the 1D chain [54] and
h?P = 3.04438(2) [55] for the 2D square lattice, separat-
ing a ferromagnetic phase for h < h, from a paramagnetic
phase for h > h.. It is a paradigmatic example where the
interplay between interactions and the field leads to rich
dynamical behaviors.
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FIG. 2. Time evolution of the transverse magnetization (o7 )(t) after a global quantum quench in the 1D (a) and 2D (b) TF1I
model from the paramagnetically polarized state |¥g) = ®£V:1 |+): to the paramagnetic phase, to the critical point and to the
ferromagnetic phase. The 1D system consists of N = 40 spins while the 2D system is a 6 x 6 lattice. In the 1D system, we use
time sub-intervals of AT = 0.25 with 128 + 1 time integration points for h = 2, 1, while sub-intervals of AT = 0.5 with 256 + 1
points for h = 1/10. For the 2D, sub-intervals of AT = 0.2 with 256 + 1 integration points are used for all the quenches. We
have employed M = N/2 RBM basis states. The coefficients are expanded onto Ny = 64 Fourier basis functions in 1D, and
Np = 128 in 2D. For each integration point the loss is estimated with 512 Monte Carlo samples.

We simulate the dynamics of global quenches both
in the 1D and 2D TFI model of N spins with peri-
odic boundary conditions. In particular, we prepare the
ground state of Hrpp with h = co, namely the paramag-
netically polarized state [¥o) = @2, [+), and evolve it
under Hrpy for different values of h. This setup has also
been used as a benchmark in other variational calcula-
tions based on NQS [9, 50].

We have experimentally observed that converging to
the minimum of Ly 7)() becomes harder as the final
time T is larger, especially for bigger system sizes, and
increasing the number of basis states M does not counter
this sufficiently. We therefore partition the loss into sev-
eral sub-intervals of length AT

(T/AT)-1
> Liaritnar(0i),

=0

Lio(0) = (10)

where the parameters 0; encode the solution in the i—th
interval. At every interval ¢, the initial condition is taken
to be the wave function at time iAT obtained from the
solution of the previous interval. The time-independent
basis states are encoded as complex-valued Restricted
Boltzmann Machine (RBM) ansétze [3] with different pa-
rameters at every interval.

In Fig. 2 we compare the time evolution simulated with
t-NQG against exact benchmarks both in the 1D and 2D

system. We observe that t-NQG is able to accurately re-
produce several quench dynamics in different phases up
to fairly large times. For the more challenging quench
at h = h?P, we also compare with the state-of-the-art
t-VMC simulation [56], demonstrating that t-NQG is ca-
pable to reach higher precision and longer times. This
improvement stems from the fact that t-VMC accumu-
lates errors during the dynamics due to the local-in-time
integration, while our method maintains high accuracy

<& Long-time t-NQG --@-- Asymptotic
1.0
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0.07 L | |
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FIG. 3. Long-time value of the transverse magnetization
(o7) predicted from t-NQG compared with the asymptotic
exact value in the 1D spin chain with L = 40 sites for the three
quenches. The error bars on the long-time t-NQG are assigned
by repeating the calculation for 10 independent realizations.
The lines are guides for the eye.
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FIG. 4. Time evolution of the transverse magnetization (o7 )(t) after a global quantum quench in the 2D TFI model from the
paramagnetically polarized state |¥o) = ®f\]:1 |[+): to the paramagnetic phase, to the critical point and to the ferromagnetic
phase. The system is a 8 x 8 lattice. Time sub-intervals of AT = 0.2 with 256 + 1 integration points are used for all the
quenches. We have employed M = N/2 RBM basis state and N = 128 Fourier basis functions. For each integration point the
loss is estimated with 512 Monte Carlo samples. The inset displays the energy density E/N during the time evolution.

even at long times by directly targeting the entire trajec-
tory. While t-VMC can only access the information at
the current time-step, t-NQG takes a global perspective
on the full trajectory and can adjust the early dynamics
to better accommodate later evolution. The h = 2 dy-
namics in 2D reveals to be arduous due to the more com-
plicated optimizations, probably coming from the diffi-
culty in learning ferromagnetic basis states. In Fig. 3
we compare the predicted long-time value of the observ-
able with the asymptotic value of the exact dynamics,
showing that t-NQG is able to faithfully extrapolate to
the infinite time limit only by accessing a portion of the
finite-time dynamics.

After benchmarking on the exactly solvable systems,
we investigate the time evolutions in a 8 x 8 lattice where
the exact dynamics is not accessible. The results are dis-
played in Fig. 4 and are consistent with the trajectories
obtained for the smaller system size. Similarly to Fig. 2,
we observe that t-VMC [56] undershoots with respect to
t-NQG for the critical quench. The insets of Fig. 4 show
the value of the energy density during the time evolu-
tions. The energy is well conserved for h = 5, h2P, while
it exhibits wider oscillations for h = 2. This supports the
accuracy of the calculations for the larger lattice and is
consistent with the greater complexity of simulating the
h = 2 dynamics already observed in the smaller system.

For the 8 x 8 lattice, we also compute the long-time dy-
namics from t-NQG and we compare it with the thermal
expectation value (O)iperm = Trle et O]/ Tr[ePerrH ]
to test the thermalization hypothesis [57, 58]. The ef-
fective inverse temperature Sog is fixed by the conserva-
tion of energy condition, namely by solving the equation
(H)therm = (Pol|H|¥o)/ (¥p|Tp). In the presence of er-
godic dynamical behavior, the effective thermal average
should coincide with the long-time dynamics, according
to the Boltzmann prescription. The thermal expectation
values are computed by Quantum Monte Carlo (QMC)
simulations based on the loop algorithm [59-61]. Fig. 5
shows that the long-time value of the observable matches

3% Long-time t-NQG --¢-- Thermal
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FIG. 5. Long-time value of the transverse magnetization
(o7) predicted from t-NQG compared with the thermal value
computed from Quantum Monte Carlo in the 2D 8 x 8 lat-
tice for the three quenches. The error bars on the long-time
t-NQG are assigned by repeating the calculation for 10 inde-
pendent realizations. The lines are guides for the eye.

the effective thermal average for h = 5, h2P, meaning that
these quench dynamics are ergodic and thermalize in the
long time limit. For h = 2, the t-NQG predictions deviate
significantly from QMC calculations. This behavior sug-
gests a potential breakdown of ergodicity and thermal-
ization, where the system becomes trapped in long-lived
metastable states when driven far from equilibrium—a
phenomenon reminiscent of the behavior observed in in-
teracting lattice bosons [62]. However, we note that this
deviation could also arise from limitations in our finite-
time window, as the t-NQG fit may not extend far enough
to accurately capture the true long-time behavior. A
definitive assessment of this intriguing possibility of non-
thermalization in the quenched 2D TFI model would re-
quire additional systematic investigations of longer time
scales and different system sizes.

Conclusion— In this work, we introduce a classical
variational method for simulating the dynamics of many-
body quantum systems. The scheme optimizes the en-
tire quantum trajectory at once avoiding the accumula-



tion of errors typical of time-stepping algorithms. Our
approach relies on a global-in-time variational principle,
in the form of a physically motivated loss function en-
forcing the Schridinger’s equation at each time, and em-
ploys a Galerkin-inspired ansatz based on Neural Quan-
tum States (NQS). We name our method time-dependent
Neural Quantum Galerkin (t-NQG). We demonstrate
the capabilities of t-NQG by simulating global quench
dynamics in the 1D and 2D Transverse Field Ising
model, achieving competitive performance with estab-
lished time-dependent variational schemes. Thanks to
the space-time factorized form of the ansatz, we are
able to investigate the long-time limit of the dynam-
ics and thermalization of the system. This work paves
the way for leveraging NQS to study unexplored out-of-
equilibrium phenomena in strongly-correlated quantum
systems. Many extensions and applications could be en-
visaged. We mention here that it is particularly nat-
ural to provide an extension featuring more expressive,
deep neural networks as basis states, beyond the simple
RBM adopted in this work. Moreover, applications to
benchmark the dynamics of noisy quantum computers
are especially natural, extending the capabilities of other

classical simulation approaches, typically limited to short
time scales or one-dimensional geometries.

Data availability— The numerical simulations with
the t-NQG method are based on NetKet [63, 64]. The
code will be made public in a later revision of the
manuscript. The exact benchmarks are realized using
QuSpin [65, 66] and the finite-temperature Quantum
Monte Carlo calculations using the ALPS library[60, (1].
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APPENDIX
A. Loss function

Here we provide the complete derivation of the loss function used in the main text. In general, to satisfy Eq. (1)
with a variational ansatz |¥s) one can minimize the L? loss between the time derivative and the Hamiltonian evolution

| [Wg) +iH |Wg) |°. (11)

For physical applications, however, the loss function above is unsatisfactory, since it does not incorporate the
geometry of quantum states. Specifically, a physically robust loss function must be invariant under two fundamental
transformations: arbitrary (possibly time-dependent) changes in the normalization and global phase rotations of
the state |Wy). To make the loss invariant under norm changes, it is enough to consider the distance between the

normalized states, namely
d v v
L(|Wg)) = Hdt(w) +ZH¢

V(W Po) (Wg|Wp)

To guarantee the invariance under the phase variation, we consider how Eq. (12) is modified after the transformation
|Wy) — €' |Wy), where ¢ = ¢(t). We obtain

/(ei® _ i €i¢“1’9> iei® [Wo)
£ %)) Hdt( <\I’0|‘I’e>>+ T

} (12)

2

W)

e V(¥e|Wy)

22”2(<§$h»>+iquiﬁh» ;

()| Vo)

= £(|¥g)) + 2Re < D

)¢+¢a
(13)

. We note that Eq. (13) depends only on é and not on

where we denote |¢(Uy)) = jt(w) + iHﬂ

(Wo[Wp) (Wo[Wp) . 4
¢. We can impose that the loss is invariant under phase variations by choosing the ¢ which minimizes £’(e‘® |¥)), in



the same way as done in the time-dependent variational principle [67]. Thus, by putting 8(255'(6“75 |Tp)) = 0 we get
the optimal phase velocity

) Tm (Wp|Wg)\
o=t ({ga ) - 0 "

where (H) = (Ug| H |¥g) / (Tg|Py). Plugging Eq. (14) into Eq. (13) and rewriting yields the fully norm and phase
invariant expression used in the main text

g e el 1¥e) oy (e
c(|\1/9>)_H(1 <%|%>> <\110\\119>+(H <H>>¢m

We note that imposing the invariance under norm and phase results in including the projector onto the state |¥y)
and by shifting the Hamiltonian with the energy of the state.

) (15)

B. Monte Carlo evaluation of the loss function

The loss function Eq. (2) can be efficiently evaluated using Monte Carlo sampling. Here we provide the complete
derivation of the stochastic estimators. We start by introducing the operator L through its action on |¥y)

L|Wg) = [Wg) + iH|¥p). (16)
We remark that L is not Hermitian in general. The loss £(|¥g)) can be compactly written as

_ (Wo|LTL[Wg)  (Wp|LT|Wg)(Wy|L|Wp)
Cvo) =g, 1wy (ol o) ([ Tg) an

The previous expression corresponds to the quantum variance of the operator L. By introducing the completeness
relation of a basis {|o)} of the Hilbert space, Eq. (17) can be evaluated as the statistical variance of the local estimator
of L

L(196)) = Ejw,(0)2 [ L10c(0) P] = [Ejwy (0))2 [L10c ()], (18)
where the local estimator is
(o] L|W) .
L oc = = Eoc ’ 1
loc(0) o) O(0) + iEioc(0) (19)

where Oy(c) = 9;log Wg(0) = Uy(0)/ V(o) is the logarithmic time derivative and Eloc(0) = (0|H|Ug)/¥g(0) is the
local energy.

C. Optimal number of basis states for accurate t-NQG dynamics

Here we present a proof showing that with the ansatz in Eq. (5) it is possible to keep the error of the variational
dynamics below a small finite value by increasing the number of basis states M polynomially with the final time T
and the system size N. For the specific purpose of the calculation, we consider the basis states to be the ones of the

coarse-grained (CG) approach to quantum dynamics [19], but these considerations are general and can be extended
to any enough expressive set of basis states such as Lanczos or Chebyshev vectors [68]. ‘
In the CG approach the approximate time-evolved state is constructed as [UCCG(¢)) = > e~ Hi|w;), where

1oy r—1 € [Fmins Emax] are M energies uniformly distributed in the spectrum of H and the corresponding
states |w;) capture the components of the initial state |¥() on the energy eigenstates with energies closest to ;. The
CG states are obtained by minimizing

Z(wi\(H — i)?wi) = (Aws) + (wi|A), (20)

?

where |)\) is the Lagrange multiplier for the constraint on the initial condition [¥o) = . |w;). The minimal solution
gives |w;) = W;|¥) with the weighting operator W; of the energy u; defined as

(H — pi)~?

Vs m— e

(21)



The CG evolved state can also be written as [W¢G(¢)) = UCS(t)|¥y) with the CG approximation of the time
evolution operator corresponding to UCC(¢) = Y, e~ W;. The operator U°Y(t) approximates the exact propagator
U(t) = e~ ®H if the weighting operators satisfy W; ~ §(H — ;). The error of the CG dynamics can thus be written
as || W(t)) — [TCE@))| = |U®) [Wo) — UCC(t) |¥o) | = |R(t)|¥o)| where the error operator R(t) corresponds to

ZZ(H _ Mi)*?(efitH _ e*itﬂi) .

R(t) =U(t) - UCG(t) = S (H = py)2

(22)

Choosing the CG energies so that they are evenly distributed on the interval [Fuin, Emax] 88 pti = Emin + (20 +
1)/2M)(Emax — Fmin) for I = 0,...,M — 1 bounds the operator 2-norm of the error operator linearly in time as
|R(t) |2 < t(Fmax — Fmin)/2M. Finally, the error of the CG evolved state, considering (¥o|W¥o) = 1 for simplicity, is
bounded in terms of the final time 7" and the number of CG states M as

1)) — [P D)] < 5 (B — Bumin) 37 < o(JLT) vie[oT] (23)

in the case of a physical Hamiltonian with extensive energy spectrum.

D. Truncated Fourier series for the coefficients

The time-dependent coefficients ¢;(¢) of Eq. (5) must satisfy the initial conditions ¢;(t = 0) = d; ¢. To achieve this,
we set ¢o(t) =1 Vt and we expand the other coefficients in a truncated Fourier basis respecting the initial condition

Ny,
ci(t) =Y y(e™ ' —1), i>0 (24)
k=1

where N, is the number of basis functions, ~;; are variational parameters, and the frequencies wy are initialized to
energies evenly spaced in the spectrum of H. The minimum and maximum energies of H are estimated by standard
Variational Monte Carlo. The choice of the wy ensures proper coverage of the relevant dynamical time scales and is
motivated also by the coarse-grained dynamics of [19]. To enhance the expressivity of the ansatz, we let however the
frequencies be variational, such that the set of parameters 6 includes ;; and wy as well.

E. Equations of the time-dependent linear variational method

To derive Eq. (6), we first write the Schrodinger’s equation Eq. (1) for a linear ansatz Eq. (5) obtaining

Zéj(t) |¢]> = —iZCj(t)H |¢j> (25)

J J

Then, we can search for a solution of Eq. (25) in the subspace spanned by {|¢;)} by projecting it onto each basis
state, leading to the set of equations

Z Sijéi(t) = —i ZHijcj(t) Vi, (26)

where the elements of S and H are defined as in Eq. (7). The solution of the system of ordinary differential equa-

tions Eq. (26) is known and corresponds to the exponential form in Eq. (6).

F. Monte Carlo estimation of the matrix elements

For all the computations in the subspace spanned by the basis states such as Eq. (6), it is enough to know the
overlap matrix S and the matrix representation of any observable O in the basis, say @, up to a common constant
k. This observation is essential to be able to estimate their entries with Monte Carlo sampling, since in general the



states |¢;) are not normalized. Therefore, we can introduce an arbitrary probability distribution II(c) that can be
used to estimate S;;/k and Q;;/k where k is the normalization of II. Indeed, we can write

Sy _ ¥, 1o [qs:(am(o)} o ){aﬁi‘(o)céj(a)}
S (0) Y, Ie) | (o) 7 ) |

Oy _ 13,1 {¢:<0><o|0|¢j>+<¢i|0a>¢j<o>]_1EH {¢z<o><o|0|¢j>+<¢i|oa>¢j<o>
S (o) — 23, (o) (o) (o) 2 1) (o) (o) '

(27)

We note that for the observable matrix we employ a symmetrized estimator. Since we need a distribution II
with support over all the basis states to accurately estimate the expectation values in Eq. (27), we consider II(o) =

M i)

G. Long-time dynamics of observables

By computing the expectation value of a generic observable O on the ansatz Eq. (5) where the coefficients ¢;(t) are
expanded in a Fourier series ¢;(t) = >, Jire™*!, we obtain

(Vo (1) O [Wo(t)) _ D il Y A51€ 7 (5] O |¢5)
(Wo(t)[Wo(t)) Dijnt Vi Ve @Rt (i)

Now, in the limit of ¢ — oo all the oscillating factors in the numerator and the denominator have a negligible
contribution with respect to the non-oscillating terms, so they can be neglected leading to

(Uo(t)] O |Te(t)) t—00 Dign Vi Vik (0l O d;)
(To(t)|Wo(t)) D ijk Vi Vik (Bildg)

(28)

(29)

which corresponds to Eq. (8).

H. Bound on the exact dynamics

The dynamics of the ansatz Eq. (5) with fixed basis states and the optimal coefficients Eq. (6) can be written in
terms of the projected Hamiltonian Hg = QHQ as |¥y(t)) = e "He |W), where Q = Z%:o(g_l)ij|¢i><¢j| is the
orthogonal projector onto the subspace spanned by the basis. For simplicity, we consider the initial state |¥q) to be
normalized, such that consequently |¥y(¢)) keeps a unit norm, but the calculation is completely general. Under this
condition, our local-in-time loss function becomes

L(t) = (1= 2o ()) (Lo ()]) [Wo(t)) +iH [Wo(t)) | = |1 = [Wo(t)) (Lo(t)])([o(t)) +iH [o())[* = | |r(t)) |, (30)

where the residual state is defined as |r(t)) = |Wg(t)) +iH [Ug(t)) = i(1—Q)H|T4(t)). The last equality in Eq. (30) is
non trivial and comes from the fact that (1—|Wy(t)) (Te(t)]) |r(t)) = |r(t)) since (1—|Ty(t)) (o (t)])(1-Q) = 1—Q. We

remark that the loss can also be written in terms of the matrices in the basis subspace as L(t) = | [r(t)) |? = ¢l (¢)Xe(?),
where c(t) corresponds to Eq. (6) and ¥ = H® — HS™'H with H;; @) - = (¢i| H? |p;).
The integrated error with respect to the exact evolution A%(T fo dt | le(t)) |* where |e(t)) = |W(t)) — |Wq(t))

with |¥(t)) = e~ |¥() can be bounded by the global loss L of Eq (3). Indeed, the time derivative of the error can
be expanded as

G = 4 (WOM©) + (walwo0) - (a0 20} - (¥OIBo(0))

— —2Re[ (¥ (1) Wo (1)) + (W (1) (£))] = ~2Rei(L(O|H [Ty (t)) — (¥ <>|@H|%<t>>]
= —2Re[(W(1)|r(1))] < 2/ (T(O)r(0)) | < 201X ] - [ 1r() | = 2v/L(2

Therefore, we can write

(31)

A%(T) <2/ dt /L(t) < 2T max £( t) < 2TVL, (32)
0
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2
where the last inequality follows from ( fOT dt \//J(t)) < ( fOT dt’) ( fOT dt L(t)) = T? . L. Therefore, the error with

the exact dynamics can be bounded as
A(T) <, /2T max L(t) < V2T LY, (33)

From this, it is also possible to bound the error on the expectation value of any observable O at each time as:

60(B)] = [{O)1w (1)) = (O)wo(ey | = [{e(DIOI¥(E)) + (¥ (B)[Ole(t)) — (e())|Ole())] < (34)
< 101220 e(®)) | + 1) I?) < [012(2A(t) + A%(1)) < 2|O)2(V2LY* + VD), (35)

where |O|2 indicates the operator 2-norm of O.
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