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Abstract

Network data capture relationships among actors across multiple contexts, often form-
ing clusters of individuals. These relationships frequently involve multiple types of inter-
actions, necessitating the use of multidimensional networks, or multigraphs, to capture
their full complexity. Latent position models (LPM) embed nodes based on connection
probabilities, but cannot uncover heterogeneous clusters such as disassortative patterns.
Stochastic block models (SBM), in contrast, excels at clustering but lack interpretative
latent representations. To address these limitations, the deep latent position block model
(Deep-LPBM) was introduced to provide clustering and continuous latent space represen-
tation simultaneously in unidimensional networks . In this paper, we extend this work to
multidimensional networks by introducing the deep latent position block model for mul-
tidimensional networks (Deep-LPBMM). Deep-LPBMM integrates block modeling and
latent embedding across multiple interaction types, allowing nodes to partially belong to
several groups, which better captures overlapping clustering structures. Our model uses
a deep variational autoencoder with graph convolutional networks (GCNs) for each layer
and a multi-layer perceptron to merge latent representations into a unified latent embed-
ding representing cluster partial membership probabilities and offering effective clustering
and enhanced visualization.

Keywords: Stochastic block model; Latent position model; Clustering; Multidimensional net-
works analysis; Multi-graphs; Variational auto encoder; Graph convolutional network

1 Introduction

Over the past decades, the study of complex networks has become increasingly relevant
across various fields due to the growing abundance of structured datasets that naturally fit
this framework. Networks provide a representation of connections among entities, such as in-
dividuals, organizations, or biological elements, where nodes represent the entities, and edges
represent the relationships between them. In particular, when multiple types of relationships
between individuals are observed across different perspectives, analyzing them simultaneously
within the framework of multidimensional networks becomes crucial. Multidimensional net-
works have emerged as a key tool in network analysis, enabling a deeper exploration of the
intricate dynamics within complex systems. Social networks are a classic example, where indi-
viduals are nodes, and their edges represent connections such as friendships or collaborations.



However, as network data grows in scale and complexity, understanding these interconnections
becomes more challenging. The interdependence between nodes introduces heterogeneous con-
nectivity patterns, making it essential to develop models that can handle both complexity and
interpretability. This paper focuses on model-based approaches where observed connections are
modeled probabilistically, with each node pair associated with an edge probability, indicating
the likelihood of connections between dyads. These probabilities can be modeled in various
ways depending on the nature of the data or the goal of the study.

1.1 Approaches for network analysis

Historical network models often relied on simple probabilistic assumptions, with edges con-
sidered as independent and edge probabilities being fixed as in Erdés and Renyi (1959) or
influenced by nodes attributes (Holland and Leinhardt, 1981). Yet, real-world networks ex-
hibit characteristics that defy these simplified approaches, such as community structures where
nodes are more connected within a cluster, varying interaction patterns, and connections that
depend on unobserved factors. These pioneering works allowed for the introduction of more
advanced models, where the independence assumption for edges was relaxed or eliminated, and
the specification of edge probabilities became more complex (Wasserman and Pattison, 1996;
Robins et al., 2007; Holland, Laskey, and Leinhardt, 1983; Nowicki and Snijders, 2001; Snijders
and Nowicki, 1997; Hoff, Raftery, and Handcock, 2002). Among these models, latent variable
models have gained significant attention. These models assume that interconnections between
nodes depend on some unobserved latent variables. The earliest latent variable models include
the latent space model by Hoff, Raftery, and Handcock (2002) and the stochastic block model
by Holland, Laskey, and Leinhardt (1983). Clustering nodes in graphs (Schaeffer, 2007) is one
of the main exploratory tools in network analysis, providing a high-level summary of complex
networks. The stochastic block model classifies nodes into groups and suppose that interactions
between two nodes only depend on the clusters in which they belong to, but do not allow any
direct latent representation (visualisation) of the underlying structure of the graph. Another
clustering approach that allows node visualisation is the latent position cluster model (LPCM),
introduced by Handcock, Raftery, and Tantrum (2007), where edge probabilities are described
as a function of node positions in an unobserved latent space responsible for the observed
network structure. These latent positions arise from a mixture distribution, with components
corresponding to node clusters, akin to standard model-based clustering (Bouveyron et al.,
2019). This approach excels at community detection since the probability of linkage increases
with proximity or similarity between node positions. However, it lacks the flexibility to capture
more diverse connectivity patterns. Indeed, LPCM often struggle to capture disassortative
patterns, where nodes in different clusters are more likely to connect than nodes within the
same cluster. For example, in hub-and-spoke structures, certain central nodes (hubs) connect
widely to other nodes, but those nodes have few or no connections with each other. LPCM,
which typically assumes that connection probability decreases with distance in the latent space,
finds it challenging to model these cases where proximity in latent space does not necessarily
imply a high connection probability. The original LPCM uses a Markov chain Monte Carlo
(MCMC) algorithm for estimation and Salter-Townshend and Murphy (2013) re-implemented
it using a variational Bayesian inference approach. Recent developments in this area include
Boutin, Latouche, and Bouveyron (2023), which uses variational inference procedure based
on deep learning and extends the deep latent position cluster model to textual data analy-



sis. Many other deep learning based models exist on the state-of-the-art of network analysis.
The variational autoencoder (VAE), introduced for Euclidean data by Kingma, Welling, et al.
(2019) and Rezende and Mohamed (2015), inspired Kipf and Welling (2016b) to create the
variational graph auto-encoder (VGAE) for network analysis. This model combines proba-
bilistic methods with deep neural networks to capture the underlying structure of networks.
Building on VGAE, Pan et al. (2018) enhanced it by applying adversarial inference as a regu-
larization strategy, resulting in improved performance. However, both VGAE and its variants
require external clustering methods, such as k-means, on the learned node representations to
achieve node clustering. To address this limitation, Mehta, Duke, and Rai (2019) introduced
an adaptation of the overlapping stochastic block model (Latouche, Birmelé, and Ambroise,
2009) that leverages neural networks to encode node embeddings. More recently, Liang et al.
(2022) developed the deep latent position model (Deep-LPM), which integrates probabilistic
modeling and neural embeddings in a unified framework. However, Deep-LPM, similar to the
latent space model (LSM), assumes assortative structures for edge probabilities, limiting its
ability to analyze disassortative networks.

One limitation of the clustering methods described above is the assumption that each node
belongs to a single group. In reality, individuals often belong to multiple overlapping groups, re-
flecting the multiple roles they play within a social context. Consider, for example, a researcher
who specializes in both biology and computer science. It would be reasonable to represent this
individual as partly belonging to two different fields or clusters, as his expertise overlaps both
disciplines. The mixed membership stochastic block (MMSBM, Airoldi et al., 2006) model
was proposed for this purpose. To account for such partial memberships, the bayesian par-
tial membership model (BPM; Heller, Williamson, and Ghahramani, 2008) was proposed for
classical variable data matrix, offering a way for nodes to belong partially to different clusters.
BPM makes use of latent continuous variables modeling the probabilities of each data-point
to belong to the different clusters. Recently, Boutin, Latouche, and Bouveyron (2024) intro-
duced the deep latent position block model (Deep-LPBM), a novel approach combining the
strengths of SBM, LPCM, BPM and MMSBM. Deep-LPBM enables both visualization within
a latent space and partial membership block modeling, providing a more versatile clustering
framework than traditional clustering methods, with the ability to capture disassortative and
hub patterns, to handle overlapping groups and to visualize the underlying network structure
in a latent space.

1.2 Approaches for the analysis of multi-graphs

In many real-world scenarios, entities are interconnected through a variety of relationships
and can participate in multiple forms of interactions, resulting in complex, multi-layered struc-
tures known as multidimensional networks or multi-graphs. Such structures arise when distinct
types of connections are recorded among the same set of nodes, capturing the multifaceted
nature of social, biological, or technological interactions. For example, within a professional
context such as a research institution, individuals may connect on multiple levels. These in-
teractions could be professional, such as collaborations on research projects, mentorship, or
seeking and providing expert advice, and personal, such as forming friendships, participating
in recreational activities, or sharing social events. In each case, the same set of nodes (the in-
dividuals) interact through multiple channels or dimensions, forming a rich and layered web of
relationships that cannot be accurately represented within a single, unidimensional framework.



Consequently, multidimensional networks capture this diversity by encompassing various types
of links or edges across different views or layers of the network, with each view representing a
particular type of relationship. Analyzing these networks requires approaches that can simul-
taneously model each layer and capture both within-layer and cross-layer structural patterns.
Traditional single-layer network analysis methods fall short when applied to multidimensional
data because they miss the nuanced dependencies between different interaction types. However,
many of them have been extended to the multidimensional framework.

For latent position models, a significant extension is the latent space joint model (LSJM) in-
troduced by Gollini and Murphy (2016). This model extends the latent space model (LSM) to
accommodate multiple network views by assuming that the probability of connections between
nodes across these views is determined by a shared latent variable. Each layer of the network
has its own latent space, but these are treated as instances of an overarching latent space that
represents the average latent positions of nodes, which in turn influences connectivity across all
layers. LSJM is estimated through an expectation-maximization (EM) algorithm, where each
layer is independently fitted to produce initial parameter estimates. These initial estimates
are refined to update the joint posterior distribution of the LSJM, iteratively improving until
convergence. However, this method faces computational constraints, especially with networks
that have a large number of nodes or layers. D’Angelo, Murphy, and Alfo (2019) adapted the
LSJM framework specifically for studying the Euro-Vision dataset. They introduced network-
specific coefficients to weight the role of the latent space in determining edge probabilities in
each network, improving the model flexibility across different layers.

Several studies have introduced clustering methods based on latent space models, extending
LPCMs to multidimensional networks. These methods use multiple views to construct the
latent space, which is then employed for clustering assignments. Among them, we can cite
D’Angelo, Alfo, and Fop (2023), where the authors propose an infinite mixture latent posi-
tion cluster model for single and multidimensional network data (IM-LPCM). The proposed
framework allows to jointly estimate cluster parameters and latent coordinates without previ-
ous specification of the number of clusters. This model assumes that the latent coordinates
arise from an infinite mixture of Gaussian distributions allowing to treat the number of mix-
ture components, and consequently the number of clusters, as a model parameter, on which
inference is performed. IM-LPCM is estimated within a hierarchical Bayesian framework and
inference is carried out using a MCMC algorithm. This approach also suffers from computa-
tional issues and struggles capturing structures more complex than communities as it is the
case for the original LPCM. Another extension of LPCM include those by Sewell and Chen
(2017) for clustering longitudinal network data, a special case of multi-graphs where multiple
views represent a single social relation recorded at different times.

Within the block modeling framework, several extensions of SBM have been proposed. A
key model that applies block modeling to multi-graphs is the multilayer stochastic block model
(MLSBM) introduced by Holland, Laskey, and Leinhardt (1983). This model groups nodes
into classes, forming blocks within the multi-graph, with the assumption that nodes maintain
the same block structure across layers, even if connection probabilities vary between layers.
The single-layer version of this model is the SBM, which MLSBM directly extends. Han, Xu,
and Airoldi (2015) investigated the asymptotic properties of spectral clustering and maximum-
likelihood estimation (MLE) within this framework, proposing a computationally feasible vari-
ational approximation for the MLE in large networks. Paul and Chen (2016) further explored



MLE consistency when node or edge types increase simultaneously. Stanley et al. (2016) intro-
duced one of the first approaches that integrated a multilayer SBM with a mixture of layers,
using a two-step greedy inference method. In the initial step, it infers a SBM for each layer and
groups together SBMs with similar parameters. In the second step, these outcomes serve as the
starting point for an iterative procedure that simultaneously identifies the strata spanning the
layers. In each stratum, the nodes are independently distributed into blocks. Rebafka (2024)
proposed a Bayesian framework for a finite mixture of MLSBM and employed a hierarchical
agglomerative algorithm for the clustering process. It initiates with individual singleton clus-
ters and then progressively merges clusters of networks according to an integrated classification
likelihood (ICL Biernacki, Celeux, and Govaert, 2000) criterion also used for model selection.
Barbillon et al. (2017) proposed the multiplex stochastic block model (MSBM), an extension
of the MLSBM. Like the methods mentioned earlier, MSBM assumes that in each view the
relationships between any two individuals are independent of those involving other individu-
als. However, it differs by accounting for dependencies between different types of relationships
among individuals (interdependence between views). This results in a highly complex model,
where the number of parameters increases exponentially with the number of layers and poly-
nomial with the number of clusters. The model parameters are estimated using an extended
variational EM (VEM) algorithm, and the optimal number of blocks is determined using an
ICL penalized likelihood criterion.

In this same field, De Santiago, Szafranski, and Ambroise (2024) recently proposed the mixture
of multilayer integrator stochastic blocks model (mimi-SBM), a Bayesian mixture of multilayer
SBM that takes into account several sources of information, and aggregates the different par-
titions found thank to the framework of meta consensus clustering (Monti et al., 2003; Fred
and Jain, 2005) which is a technique used to find a single partition from multiple clustering
solutions. It uses a mixture model to cluster the views with the aim to deal with the redundant
and complementary information sources in order to draw the maximum of information from
the different views. A Bayesian selection criterion is developed for the selection of the number
of views clusters and nodes clusters.

In this work, we introduce the deep latent position block model for multidimensional net-
works (Deep-LPBMM). This framework is built within the class of latent position block models,
extending the work of Boutin, Latouche, and Bouveyron (2024) and benefiting from the advan-
tages of both stochastic block models and latent space models by assuming that block partial
membership depends on the same latent variables across all different views. It allows for the
joint estimation of clustering allocations and latent coordinates. Furthermore, the framework
supports partial membership, enabling nodes to belong to multiple groups simultaneously, which
captures the nuanced and overlapping structures commonly observed in real-world networks.

1.3 Main contributions and organisation of the paper

e This paper extends the work of Boutin, Latouche, and Bouveyron (20241) to the clustering
of nodes in multidimensional networks. It is capable of i) analyzing multidimensional
networks using a variational graph autoencoder approach, ii) providing a visualisation of
the entire network compatible with block modeling and iii) performing block modeling,
as well as node partial memberships estimation.

e Deep-LPBMM is able to associate each node with several connectivity patterns, rendering



refined results as illustrated in the analysis of the real world dataset.

e Deep-LPBMM proposes for each view the same block decoder as in Deep-LPBM and
combines GCN based encoders and a multi-layer perceptron to produce an unified encoder,
adapted to multidimensional networks, to model any type of connectivity patterns

The rest this paper is structured as follows: in Section 2, we introduce the latent position
block model for clustering nodes within multi-graphs, outlining its key components and pa-
rameter estimation strategy. Section 3 details the key aspects of the Monte Carlo variational
algorithm used for inference. A simulation study evaluating the model’s capacity in recovering
the latent space and node clustering structure is provided. Moreover an introductory example
is given in Section 4. Then, Section 5 includes an illustrative example involving the analysis
of professional and personal relationships among employees in an institutions. This example
examines a multi-graph representing interactions among attorneys at a law firm. Finally, a
conclusion is given in Section 6.

2 The latent position block model for the clustering of
nodes in multi-graphs

We consider a multi-graph G characterised by a set of L graphs defined on the same set of
nodes V, whose cardinality is N. We identify a graph with its adjacency matrix A, a square
N x N matrix such that its element A;; is 1 when there is an edge from vertex i to vertex
j, and 0 otherwise. So, our multi-graph G is the set {A®}L | where A®) represents the (-th
graph. The n-dimensional simplex is denoted A, = {p € R™ ¥i p;>0and >  p;=1}.

In the following, the views are assumed to be undirected, meaning that each A® is a symmetric
matrix.

2.1 Generative model for multi-graphs

In this section, we present the modelling assumptions in Deep-LPBMM. In the same vein
as in Gollini and Murphy, 2016, we suppose that the edge probabilities in the different views
are explained by a single latent variable. This implies that all views, despite their potentially
different nature, are unified under a common latent representation that reflects the underlying
structural patterns of the network. In more details, the N nodes are assumed to belong to @)
clusters in a non exclusive manner.

Assuming for the moment that the number of clusters Q is fixed, each node i € {1,... N} is
assumed to have a single latent representation Z; drawn from a centred and reduced Gaussian
distribution:

Z: % Na(0,1a).
with d = @Q — 1.
The set of node embeddings is denoted by Z := {Z;}; in the rest of the paper.

As in Boutin, Latouche, and Bouveyron (2024), to link the latent representation of the nodes
Z with block modeling, we rely on the bijective softmax transformation of the latent positions



h: R — Ag such that:

e i 4#£Q,

1+39  exp(Zir)
1 : _
T eez 1 1=@
and we denote n = (11,...,mn5)7. The mapping h aims at encoding Z into cluster partial
membership probabilities. Thus 7, is the probability that node ¢ is in cluster ¢q. Eventually, we
suppose that the probability of connection between two nodes follows a Bernoulli distribution
with parameters depending on 7 such that:
Ag) i, M, i Bernoulli(niTH(Z) n;),
(0) 1-4% 2
p(AOn, TIO) = T[(nITOn;) ™ - (1 — T On;) " 2)
i<j
where the @ x Q matrix 1) = (Héfu))lgng is symmetric and refers to the connectivity
matrix whose entry (g, ) is the probability that a node in block ¢ is connected to a node in
block 7 in the (-th view. We also used the simplified notation [[;_; = ! Hj\; 41~ Here we
suppose that the probability of two nodes to be linked may change across views depending on
the connectivity matrix of the view under question.

The work of Boutin, Latouche, and Bouveyron (2024) was proposed for single view networks
in order to estimate simultaneously clusters of nodes as well as a visualisation (Z) of the network.
Moreover, unlike standard block modeling (SBM Snijders and Nowicki, 1997), this work allows
to capture partial membership of nodes to clusters (Heller, Williamson, and Ghahramani, 2008).
Partial membership allows the observations ( nodes in our case) to play several roles in multiples
clusters.

We further suppose the independence between different views given Z, resulting in the following
joint distribution of (A, Z):

p(A, Z)) = [ [ p(A¥12,119)p(2).

=1

The graphical model of Deep-LPBMM is given in Figure 1.

2.2 Link with other models

This paper extends the work of Boutin, Latouche, and Bouveyron (2024) who clearly es-
tablished links with stochastic block model ( SBM Holland, Laskey, and Leinhardt, 1983),
mixed-membership stochastic block model (Heller, Williamson, and Ghahramani, 2008) and
latent position model (Hoff, Raftery, and Handcock, 2002) in the case of single layered graphs.

Our model is also directly related to the multi-graph stochastic block model (Holland,

Laskey, and Leinhardt, 1983) which assumes a discrete latent variable n coming from a multi-
national distribution (n ~ M(1,7 = m.g)) instead of a logistic softmax distribution in our

7
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Figure 1: Graphical model of Deep-LPBMM. A®) represents the adjacency matrix for the ¢-th
view. The probability of a link between nodes i and j may vary across views, depending on I1().
The matrix Z € RV*(@~1Y encodes information about the likelihood of individuals belonging to
different clusters.

case. Our choice allows the nodes to partially belong to several clusters and provide us with
node embeddings in a latent space of dimension ¢) — 1.

We also establish the connection between Deep-LPBMM and the multiplex stochastic block
model (MSBM, Barbillon et al., 2017). Indeed given 1, MSBM does not assume conditional
independence of the edges at different layers. In more details, for any nodes pair (i,j), in
MSBM one has p(ALF|n;, n;) # I, p(AL) s, m;). Our model can be obtained from MSBM
by assuming that conditional independence and modeling 7; via 1 instead of viewing it as a
multinomial random variable.



3 Inference and optimisation

In order to estimate the model parameters IT := {[I¥}* we rely on the marginal log-
likelihood of the multi-graph, after integrating away the latent variable Z

log p(A|Il) = log/p(A,Z|H)dZ.
z

Unfortunately, because of the softmax function, this quantity is hard to compute. In addition,
an expectation-maximisation (EM) algorithm cannot be employed directly since the posterior
distribution p(Z]A,II) is not tractable. Consequently, we choose to rely on a variational infer-
ence strategy for approximation purposes.

3.1 Variational decomposition of the marginal log-likelihood

For any distribution ¢(-) for the latent variable Z, in force of the Jensen’s inequality, the
following decomposition holds:

log p(A[TI) = log / p(fql(_glm
p(4, 2|1
a(Z|A)
M]
q(Z)

q(2)dZ
= log Ey(z|a)

> Eq2) [log

= L(IL, q(+)-

In this paper, we refer to L£(I,¢(-)) as the evidence lower bound (ELBO). Furthermore, the
exact difference between log p(A|Il) and L(I1, ¢(+)) is

KL(q(-)[|p(Z]A, 1)) = log p(A[IT) — L(I1, 4(-)), (3)

where the Kullback-Leibler (KL) divergence between ¢ and the posterior distribution p(Z|A, IT)
is always non-negative, indicating that the ELBO is a lower bound of the marginal log-
likelihood. Since the marginal log-likelihood does not depend on ¢(-), maximizing the ELBO
with respect to ¢(+) is equivalent to minimizing the Kullback-Leibler divergence between ¢(-) and
the posterior distribution. Since this minimisation is satisfied when the variational ¢(-) is equal
to the true posterior distribution p(Z|A, II) which is not tractable here, we restrict the family
of variational distributions by assuming a mean-field approximation and other hypotheses to
make the ELBO tractable:

9(2) = q(Z]A) = H%(ZiIA) = [IN(Zis 7o (A)s, 55 (Al o), (4)

=1

with



O O | _ £O g0
[%w)a ¢(e>} = f¢<e>(A( ),
where f (2@) RVNXN _y RE+1 ig a graph convolutional network (GCN, Kipf and Welling, 2016a)

mapping the normalized adjacency matrix A® = D® (A([ + I N)D(E) into the vector of
the variational means and the log standard deviation. K denotes the dimension of the interme-
diate latent space for the variational means.D® represents the diagonal matrix correspondmg
to the degree of nodes with respect to the view (A® + Iy) defined as D =1+ ZZ 1 A

Regarding the encoder of the adjacency matrix, we based our neural network archltecture on
Kipf and Welling (2016b). MLP¢ : REXE — R@=1 and MLP,, : Rl — R denote multi-layer
perceptrons that allow us to aggregate the variational parameters from the different views. In
Equation 4, figx(A); denotes the i-th row of figx(A), and &7 ,(A); the i-th element of 77 ,(A).

Thus, the ELBO can be decomposed as follows:

T p(A Z|T
L(q,1I) = Ey() |log u}

q(Z|A)

[T, p(AY| 2, p(2)

Bl Yy

=Ey( Zlogp(A(mZ, IT) + logp(Z) — log q(Z|A)
I

q(Z|A
= Ey0 | D logp(AD|Z,11)| — Ey [log ; : |Z>)}
l

=Eyy | > logp(AY|2,10)| —KL(g(Z|A)||p(2)) -
L

“— _ Regulari;:ion term
Reconstruction term
Finally:
L N
£(g,11) =Ey() [ZZ( AL 1og 1, + (1= AL log(1 — /1 >)]
1 i<y (5)
Q-1 1, Q-1
-3 [-@ - tomzn ) - L Sl A+ ]

The regularization term, which involves the KL divergence between ¢ and the posterior, can be
computed exactly. The main challenge lies in calculating the reconstruction term. To address
this and optimize the ELBO, we introduce a stochastic gradient descent algorithm, detailed in
the next section

3.2 Monte Carlo variational algorithm

This section details the optimisation algorithm as well as the initialisation step and a model
selection criterion introduced in order to select the value of Q.

10



The model parameters 11, and variational parameters ¢, and w cannot be updated with ana-
lytical formulas because of the integral involving the variational distribution ¢(-) in the ELBO.
In this section, we aim at deriving estimates £(-) of the ELBO £(-) to perform stochastic gra-
dient descent:

S L N

1 . ) . )

g -SZ[ZZ( ) log T + (1—A§§)>Iog(1—ng<>n<f>n§>)>]
s=1 L¢=1 i<y

(6)

O-1 1 Q-1
=3 @ - Dtoguy — Fo A+ L],
where nZ h(Z ) and ZZ-(S ~ ¢q(-). In order to make the variational parameters appear in

the first term on th right hand side of the above equality, we adopt the re arameterlzatlon
trick (Kipf and Welling, 2016b). In particular, if e ~ N(0,1g-1), then Z = fige(A); +
73 (A)i € ~ N (ge(A)i, 75, (A)ilg-1) = q(-|A).

To apply a gradient descent algorithm as done in Boutin, Latouche, and Bouveyron (2024), we
map the constrained values (Ht(]fa))q,T from the interval ]0, 1] to the unconstrained set R using a
function g defined as:

R —]0, 1]
g:

x — 0.5 + Tarctan(z).

This function g is bijective, mapping each real number to a unique value in |0,1[. Letting
Y = g((I®), we can optimize the ELBO w.r.t. II¢) = (ﬁfﬁ?)q,r, an unconstrained @ x @
matrix, using gradient descent. For clarity, we denote II) = ¢(II)) as the element-wise
mapping of 1Y by g¢.

Initialisation of the parameters

An effective initialization is essential for algorithms such as expectation-maximization (EM)
or variational EM (V-EM). Due to the non-convex nature of the related optimization problems,
there is a risk of getting trapped in local stationary points, which can lead to sub-optimal
solutions. In order to deal with this issue, we test several initializations for both the model and
the variational parameters and select the final estimates associated with the highest ELBO. We
first select a view, denoted as view k, and follow these steps:

1) Initialize  via K-means clustering: Using the k-th view, apply K-means clustering
to the rows of A®) and use the resulting clusters to initialize n via Equation 1.

2) Compute initial latent positions: Derive the initial latent positions as 70 = Softmaxiy, (n),
where Softmax;,, represents the inverse of the bijective softmax function h(-) defined in
Equation 1.

3) Optimize the encoding of the latent positions and variance: Encode all the views
and optimize the following objective with respect to ¢, w, and £ using stochastic gradient

descent:
N e
Z H/%& - Z ,

i=1

+ ]2, (A); —0.01“2}.

11



4) Initialize block connectivity parameters: Set the initial values of H,(f;) as fL(Jf«) = N]Z%v-’

where N,, denotes the number of edges between block ¢ and block 7, and (IV,), is a vector
whose entry ¢ denotes the size of the ¢-th cluster identified by K-means.

In addition to the L views, we explore two composite approaches using the concatenation
and the sum of all views, respectively labeled as views L + 1 and L + 2, so we introduce the
N x N x L matrix A = [AD  AD] and AL+ = AD 4 ... + A®) and repeat the
steps 1) to 4) described above. These combined view serves as alternative initialization options
that may capture complementary or overlapping information from multiple views. Thus, we
compare L + 2 initialization processes and select the one that produces the highest ELBO
after optimizing the model. The optimisation procedure and the initialisation are respectively
summarised in Algorithms 1 and 2.

Algorithm 1: Initialisation algorithm
Data: A = {AO} [*
Initialisation step:
Compute 7 = Onehot(KMEANS(A®))) ;
Compute 70 = Softmaxi,y (Minit) ;

(0

Compute o = %, where Néf) represents the number of edges between blocks ¢
q T

and r, and Ny) and Ny) represent, respectively, the sizes of clusters ¢ and r ;

while not converged do
Take gradient step on

\V/ - l T . _ 70
f,qﬁ,wz N {Hﬂqxs(A)z Z,

1=

2 5 9
t 165, (A); — 0.01\\2}

if converged then
L Break ;

Return f[, é,f,@ ;

3.2.1 Model selection

So far, we assumed that the number of cluster was given. In this section, we discuss how to
select a value of () that maximize the informative value captured from the data while avoiding
over-parameterization. Following the approach recommended by Boutin, Latouche, and Bou-
veyron (2024), we adopt the Akaike Information Criterion (AIC) (Akaike, 1974) as the primary
model selection metric. AIC serves as an estimator of prediction error, providing an assessment
of each model relative quality based on a given dataset. When comparing a collection of mod-
els, AIC evaluates the trade-off between model fit and complexity, allowing for an informed
choice of model that best balances accuracy and generalizability. This criterion thus offers a
robust framework for model selection by prioritizing the model that most effectively captures
the underlying structure without undue complexity.
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Algorithm 2: Variational algorithm
Data: A = {A(Z)}e,f[,q?), £o
Estimation of Deep-LPBMM:
for epoch € {1,..., maz iter} do
Compute p = fig¢(A) and 0 = 77 (A) ;
Sample € ~ N (0, 1) ;
Update Z + W+ o€ ;
Compute 1 = Softmax(2) ;

A

A

Compute [(II, ¢, w, &) < Plug 1, i, o into Equation 6 ;

Perform stochastic gradient descent on I(-) w.r.t. ﬂ,w,f, o ;

Return optimal parameters and corresponding latent variables ;

QQR+1)

A10(Q) =3 (togp(40)2.11) - XL

=1

)-N@-u

where I1) denotes the estimated 1) after maximizing the ELBO and Z = fipe(A) with ¢ and
¢ the variational estimates after optimizing the ELBO.

To select the best number of cluster () for a given multidimensional network, we fitted the
Deep-LPBMM model with several candidate values for () and selected the value ) that gave
the highest AIC. The relevance of this criterion is assessed in the next section on synthetic data.

4 Evaluation on synthetic datasets

In order to evaluate the relevance of the network representations and the node partitions
obtained through our methodology, we compare them with the ground truth on synthetic data.
First, we present the network structures and simulation scenarios used in this section and the
evaluation strategy of the method we propose. Second, we introduce an example of Deep-
LPBMM usage and finally we compare the performances of our approach with state-of-the-art
methods in some challenging scenarios where models designed for single-layer networks may
struggle.

4.1 Network structures, simulated scenarios and evaluation

To evaluate the ability of our method to represent diverse network topologies, we tested
it on three different view structures, each consisting of 200 nodes. For all views, we assumed
stochastic equivalence among nodes within the same cluster. This means that the likelihood of
a link between two nodes depends solely on the clusters to which they belong. This assumption
aligns with the stochastic block model (SBM), resulting in the formation of a connectivity
matrix I, with its values determined by the specific structure under study.
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Network structures For the connectivity matrix II, we considered three different network
structures each reflecting a kind of social interaction: i) the community structure, where
we assume that nodes in the same group have a high probability of connection indicated by
£ and that nodes in different groups have a low probability of connection indicated by 4,
ii) the disassortative structure where we assume that nodes in different clusters have a
high probability of connection denoted by [, and that nodes in the same cluster have a low
probability of connection denoted by §, iii) a hub structure where we assume that one of the
clusters is highly connected to all the clusters, with a probability # and that the other clusters
are communities.

e Community structure

g0 )
1= o B 0 = (B —9d)lg +d1g
with 8 > 4.
e Disassortative structure
o p g
I A R PR
BB 0
with 8 > 6.
e Hub structure
R
- g B 5 . J
5 A . 5

with 5 > 4.

Here 1 refers to the identity matrix and 1 is such that Vi, j < @ 1g;; = 1. In Figure 2, we
plot some adjacency matrices, reorganized by blocs, of the three different structures presented
above with different connectivity levels .

To build multidimensional networks from these three network structures, we designed three
different simulation scenarios.

Simulated scenarios

e Scenario 1: to highlight the usefulness of multi-view clustering over single-layer cluster-
ing, we start with a scenario where two views of the same network bring complementary
information about the optimal partition of the nodes, making it impossible to recover
these clusters by examining just one of the network views.

More specifically, the first view consists of 200 individuals divided into two communities.
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Community Disassortative Hub

25 50 75 100 125 1S

(¢) 5=0.3

0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175

(d) 8 =0.2,6 =0.01 (e) B=0.2,6 = 0.01 (f) B=10.2,6 =0.01

0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175

(g) B=0.1, 6 =0.01 (h) 8=0.1, 5 = 0.01 (i) B=0.1,§ = 0.01

Figure 2: Examples of adjacency matrices corresponding to the three structures and different
levels of connectivity and reorganised by cluster.
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The first community includes the first 100 nodes, while the second community comprises
the remaining individuals. The second view is also made up of two communities, but this
time the first community includes individuals from 1 to 50 and from 101 to 150 while the
remaining individuals form the second community. The two views are visualized in Figure
3. In this case, the finest possible partition for this multidimensional network consists
of four blocks (the first 50, the next 50, the following 50 and the last 50 individuals).
However, when examining each view separately, we can only recover two blocks. This
scenario highlights the necessity of integrating information from both views to achieve a
more detailed and accurate clustering.

0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175

(a) First view (b) Second view

Figure 3: Two adjacency matrices corresponding to scenario 1. Note that the two matrices can
not be plotted in block by block at the same time since any permutation of the first one also
affects the second one.

e Scenario 2: in this second scenario, we extended the analysis by considering four distinct
network views. The first three correspond to the three structures discussed in Section
4.1: community, disassortative, and hub. The fourth view corresponds to an Erdés—Rényi
random graph (Erdés and Renyi, 1959), which holds no clustering information, resulting
in a 4-dimensional multi-graph. This scenario is designed to evaluate the effectiveness
of our methods in capturing and distinguishing heterogeneous structures across multiple
network views.

e Scenario 3: in this scenario, we considered four views. The first three views share the
same underlying social structure, which can be modeled as a community, disassortative,
or hub structure. Each view A? is generated using parameter 8¢) as the high proba-
bility connection and 6 = 0.1 as the low probability connection. This setup produces
networks that, while preserving the same underlying structural pattern, may differ in
their distributions. Such variability allows for a more dynamic analysis of evolving social
relationships. Additionally, we include an Erdés-Rényi random graph (Erdds and Renyi,
1959), as in the previous scenario, to introduce a non-informative network view. In this
case, the three informative networks convey identical information about the node par-
titions, demonstrating that Deep-LPBMM can effectively handle redundant information
across multiple views.
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Evaluation In Section 4.2, we evaluate Deep-LPBMM as a method for node clustering in
these three structures. Recall that the generative model of Deep-LPBMM is designed to es-
timate partial memberships of nodes, rather than the “hard” cluster assignments typical of
SBM. For clarity, we assign each node to the cluster whose estimated partial membership is the
highest. A higher § indicates a more structured network, making it easier to identify the actual
node cluster membership. It is important to note that the networks are generated following the
SBM and our method is not given an advantage over competitors. The adjusted rand index
(ARI, Yeung and Ruzzo, 2001) serves as our primary measure of clustering accuracy, reflecting
the similarity between the true and inferred node partitions. An ARI of 0 suggests clustering
is no better than random, while an ARI close to 1 indicates alignment with true node labels
up to label switching.

We begin by presenting an illustrative example of Deep-LPBMM applied to a simulated mul-
tidimensional network.

4.2 Introductory example

Here, we focus on the case where we observe a multidimensional network with L = 3 views.
For the shake of clarity, the three observed networks structures are: (i) a community-based view,
(ii) a disassortative structure, and (iii) a hub configuration with connectivity levels § = 0.2 and
0 = 0.01.

0 25 50 75 100 125 150 50 75 100 125 25 0 12 175

(a) Communities (b) Hub (c) Disassortative

0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175

(d) Communities (e) Hub (f) Disassortative

Figure 4: The plots above are the three true adjacency matrix A13) (respectively community,
hub and disassortative) with the true connectivity matrix II(**3) and the plots below are the
adjacency matrix A3 estimated by Deep-LPBMM. Note that there is a label switching be-
tween clusters in the second rows
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Figure 5: Evolution of the ARI and the ELBO during training.

The first metrics we consider are the evidence lower bound (ELBO) and the adjusted rand
index (ARI). Even thought the ELBO does not allow to measure the performance of our method-
ology, it provides insights into the convergence of the optimisation routine, and the ARI mea-
sures the accuracy of the clustering results by comparing them to ground truth groupings.
Figure 5 illustrates the evolution of the ELBO and ARI during the model’s training process.
Notably, both quantities clearly increase, indicating that as the optimization progresses, the
model not only converges effectively but also improves its ability to correctly cluster nodes.

In Figure 4, we compare the true adjacency matrices of the simulated networks with those

estimated by the Deep-LPBMM. Deep-LPBMM estimates the adjacency matrix A® via the
following distribution: Al(f) kS Bernoulli(7] ﬁ“)ﬁj), where 7, and IT correspond to the estimates
of Deep-LPBMM.
The visual similarity between these matrices is clear and the Frobenius norm of the differences
between the true and estimated matrices is less than 1072 underscoring the precision of our
method in estimating the adjacency matrix A® and consequently the connectivity probabili-
ties II¥ and the latent block matrices Z. This small error demonstrates that Deep-LPBMM
accurately recovers the structure of each layer of the network.

Additionally, in terms of interpretability, our method effectively captures the distinct struc-
tures of the three views. This ability to recover these specific configurations highlights the
robustness of Deep-LPBMM in handling various structural patterns within complex, multidi-
mensional networks.

Benchmarking

In this section, we compare the clustering performance of Deep-LPBMM against the stochas-
tic block model for multiplex networks (Barbillon et al., 2017) in the three scenarios described
in Section 4.1 with § varying between 0.1, 0.2, and 0.3. We recall that the higher the beta
is, the more structured the network is and the easier it is to recover the true node cluster
memberships. Additionally, to highlight the benefits of multidimensional network analysis, we
include comparisons with models designed for single-layer networks: the stochastic block model
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(SBM) and the deep latent position block model (Deep-LPBM). For these single-layer models,
we randomly select one network layer for inference. All methodologies are provided with the
true number of clusters, and the results are reported in Tables 2, 3 and 1 referring to respec-
tively scenarios 1, 2 and 3. The best results are colored in blue and the second ones in green.
When two results are equal up to the standard deviation, they are identically coloured.

pt=0.1,p2=0.1,p=01 — - AR ;
Communities | Disassortative Hub
Deep LPBM uni-view 0.29 + 0.19 0.02 + 0.02 | 0.10 £ 0.081
SBM uni-view 0.44 + 0.31 0.06 £ 0.09 | 0.58 & 0.24
SBM multi-view 0.21 4+ 0.361
Deep-LPBMM 0.99 + 0.01 0.94 + 0.07
Bl =02, 62=02 6=02 — - AR -
Communities | Disassortative Hub
Deep LPBM uni-view 0.72 + 0.42 0.29 + 0.21 0.71+ 0.41
SBM uni-view 0.80 £ 0.38 0.79 £0.35 | 0.80 + 0.36
SBM multi-view 1.00 4+ 0.00 1.00 + 0.00 | 1.00 £ 0.00
Deep-LPBMM 1+£0.0 1.00 4+ 0.00
pr=0.3,32=02 3=0.1 — - ARI -
Communities | Disassortative Hub
Deep-LPBM uniview 0.69 + 0.45 0.52 + 041 | 0.63 + 0.45
SBM uni-view 0.70 + 0.36 0.71 £0.21 | 0.66 + 0.30
SBM multi-view 1.0 +£ 0.0 1.0 £ 0.0 1.0 £ 0.0
Deep-LPBMM 1.00 £+ 0.00 1.00 = 0.00 | 1.00 £ 0.05
Bt =02 p2=02 =01 — - AR -
Communities | Disassortative Hub
Deep-LPBM uni-view 0.67 + 0.37 0.32 + 0.28 0.82+0.34
SBM uni-view 0.57 + 0.44 0.51 £0.49 | 0.63 = 0.38
SBM multi-view 1.00 4+ 0.00 1.00 + 0.00 | 0.95 £+ 0.03
Deep-LPBMM 1+ 0.001 1.00 4+ 0.00
Bt =03, 62=0.1,p=01 — - AR .
Communities | Disassortative Hub
Deep-LPBM uni-view 0.49 + 0.33 0.31 + 0.27 0.46 + 0.4
SBM uni-view 0.57 + 0.39 0.25 + 041 | 0.52 + 0.42
SBM multi-view 1.00 4+ 0.00 1.00 + 0.00 | 1.00 £ 0.00
Deep-LPBMM 1.00 £+ 0.00 1.00 + 0.00 | 1.00 £ 0.00

Table 1: Benchmark to compare LPBM with competitors with three different connectivity
levels on scenario 3.
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B8 =0.2
Deep-LPBM 0.35 £ 0.1

SBM uni-view 0.4 + 0.05
SBM multi-view 1.00+£ 0.00
Deep-LPBMM 1.00 £ 0.0

B=03
Deep-LPBM 0.39 =+ 0.09

SBM uni-view 0.42 £ 0.1
SBM multi-view 1.00 £ 0.00
Deep-LPBMM 1.00 + 0.00

Table 2: Benchmark to compare Deep-LPBMM with competitors on Scenario 1.

Scenario 1 For both difficulty levels, Deep-LPBMM perfectly recovers the true node parti-
tion, as does MSBM. In contrast, SBM and Deep-LPBM struggle significantly, recovering only
two clusters instead of the required four. This highlights the limitations of single-layer models
in capturing the complexity of multidimensional networks.

Scenario 2 for both f = 0.3 and g = 0.2, Deep-LPBMM and MSBM consistently achieve
perfect clustering (ARI = 1) across all three structures allowing to retrieve all the different
structures. Conversely, SBM and Deep-LPBM struggle, with less good performances. This is
primarily because these models may select a non-informative network (e.g., the Erdés—Rényi
network), which hinders clustering. However, the presence of this non informative network does
not affect the performance of the Deep-LPBMM and MSBM.

When g = 0.1, all methods face challenges in recovering clusters. However, Deep-LPBMM
and MSBM give a better partition than SBM, and Deep-LPBM in this difficult setting.

Scenario 3 When ! = 0.3 and independently to the values of 32 and 5%, both Deep-LPBMM
and MSBM achieve perfect clustering (ARI = 1) in all the community, disassortative and hub
structures. SBM and Deep-LPBM and still have performances comparable to Scenario 2 due
to the presence of non-informative view.

For more challenging cases where 8! = 0.2, Deep-LPBM continues to cluster nodes effec-
tively with an ARI of 1 in both community and hub structures. However, in the disassortative
case, Deep-LPBMM performs slightly less than MSBM in retrieving clusters even if the gap of
performance is very low.

Under very noisy conditions (8! = 0.1, 8% = 0.1 and 3* = 0.1), Deep-LPBMM outperforms
all other methods in the community structure and performs comparably to MSBM in the hub
configuration. However, none of the methods perform well in the disassortative structure,
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ARI
g =0.1
Deep-LPBM uni-view 0.14 + 0.16

SBM uni-view 0.19 + 0.206

SBM multi-view

Deep-LPBMM 0.35+ 0.14

=02
Deep-LPBM uni-view 0.64 + 0.36
SBM uni-view 0.78+ 0.42
SBM multi-view 1.00+ 0.00
Deep-LPBMM 1.00 = 0.0

B =0.3
Deep-LPBM uniview 0.87 + 0.29
SBM uni-view 0.79 + 0.43
SBM multi-view 1.00 £ 0.00
Deep-LPBMM 1.00 £ 0.00

Table 3: Benchmark to compare LPBM with competitors on Scenario 2.
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highlighting the difficulty of this task. Node latent position-based methods often struggle with
disassortative structures, especially when connectivity levels are low.

Our experiments demonstrate that Deep-LPBMM performs comparably to MSBM across
all scenarios and even slightly outperforms it in certain cases. It is worth emphasizing again
that these networks were generated using the SBM, which inherently favors MSBM over our
method. In addition of this, Deep-LPBMM showcases significant strengths: it offers a direct
visualization of clusters in a latent space, which MSBM lacks, and accommodates partial mem-
bership, allowing individuals to belong to multiple groups simultaneously. To conclude the
analysis of these results we notice that Deep-LPBMM can also retrieve disassortative and hub
patterns, configurations where position models usually struggle.

4.3 Model selection

This section provides an empirical analysis of the effectiveness of the Akaike Information
Criterion (AIC) in determining the optimal number of clusters @), within the Deep-LPBMM
framework. Given the importance of accurately identifying the correct number of clusters,
this evaluation aims to highlight the strengths of AIC as an objective metric in guiding model
selection. We conducted our evaluation by applying Deep-LPBMM to the three previously
introduced scenarios where all connectivity levels g are fixed to 0.12 and ¢ to 0.01. For each
scenario, we generated 10 networks, true number of clusters in each network being () = 4. To
test the robustness of AIC in guiding model selection, we fitted the Deep-LPBMM model with
several candidate values of @): specifically, ) = 2,3,4,5,6,7,10 or 16. For each configuration,
we ran the Deep-LPBMM algorithm with 10 different random initializations to account for
variability. From the 10 runs, we selected the result corresponding to the highest AIC value,
ensuring that the most optimized solution is retained for analysis.

In the evaluation, it may happen that the model fits a solution where one or more clusters are
effectively unused, meaning that no nodes are assigned to those clusters. If such a scenario
occurs, the model is reinterpreted as a model with ) — 1 clusters.

The results of this analysis are summarized in Table 4, where the performance of Deep-LPBMM
across all tested scenarios and candidate values for () is detailed. The results indicate that Deep-
LPBMM consistently recovers the true number of clusters (i.e., 4 clusters) in many of the cases
when guided by AIC.

We also note that when the problem is hard (disassortative configuration or Scenario 1), our
model only finds the good number of clusters in more or less 50% of the cases but this was
expected since the model struggles a lot in term of clustering performance in this configuration.
In conclusion, this evaluation highlights that AIC is a valuable tool for ensuring accurate
model specification. These findings reinforce the practical utility of Deep-LPBMM in real-world
applications, where the ability to recover nuanced cluster structures is essential for meaningful
interpretation of complex multidimensional networks.
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@ | Scen 1 | Scen 2 | Scen 3, communities | Scen 3, disassortative
1 0 0 0 0
2 1 0 0 0
3 0 0 0 2
47 87 0 5
5 2 1 0 3
6 0 0 0 0
7 0 1 0 0
10 0 0 0 0
16 0 0 0 0

Table 4: Selection of the number of clusters by AIC. For each scenario, we simulated 10 networks
with @ = 4 clusters.

5 Analysis of the Lazega lawyer dataset

5.1 The data

The Lazega lawyers dataset (Lazega, 2001) provides a rich and intricate representation of
social dynamics within a professional legal environment. Collected between 1988 and 1991
at the “SG&R” corporate law firm in New England, this dataset captures the interactions
and relationships of 71 lawyers working across three distinct network layers: advice exchange,
friendship, and co-working ties. Each network layer offers a perspective on the professional and
social fabric of the firm. The advice network, with a global density of 0.18, reflects professional
consultations and guidance-seeking behavior, while the friendship network, with a lower den-
sity of 0.12, represents personal relationships outside of work. The co-working network, with a
density of 0.15, illustrates collaboration on legal cases and professional tasks. Together, these
networks provide a comprehensive view of both formal and informal interactions within the
firm.

The dataset is more than just a snapshot of network ties: it encompasses several lawyer at-
tributes, such as seniority, formal status (partners vs. associates), gender, office location, years
with the firm, age, area of practice (litigation vs. corporate), and law school background. These
attributes offer valuable context for analyzing the dynamics within the firm, especially the role
of hierarchy, office location, and professional background in shaping network interactions.

In this section, we apply Deep-LPBMM to the Lazega lawyers dataset. Deep-LPBMM is well-
suited for analyzing such multidimensional networks, as it leverages latent positions and block
structures to capture partial membership and nuanced connectivity across the different network
layers. By applying Deep-LPBMM to this dataset, we aim to uncover the latent social structure
and partial group memberships that influence collaboration, advice-seeking, and social bond-
ing within the firm. Through this analysis, we can better understand the interplay between
professional and personal networks in shaping the lawyers’ behaviors and interactions, offering
a deeper insight into the mechanisms of cooperation and competition in a highly structured,
high-pressure professional environment.
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5.2 Deep-LPBMM analysis: model selection and visualisation

We begin this analysis by estimating the number of clusters using AIC. The results are
presented in Figure 6 for () varying from 2 to 15. It indicates that the highest AIC value is
reached for () equals to 5. Consequently, the rest of this section will present the corresponding
results.

The dimension of the latent space is therefore equal to () — 1 = 4. To visualize this latent space
on a 2-dimensional euclidean space, we use the TSNE projection algorithm (Arora, Hu, and
Kothari, 2018).

The networks in Figure 7 are obtained by projecting 7 (partial membership probabilities)
estimated by Deep-LPBMM. Connections between the lawyers in the different layers are repre-
sented as grey lines joining pairs of latent coordinates and the node pie-charts, in the Figure 7
on the right-hand side, represent the estimated partial memberships. In addition the estimated
(f[(f))l matrix are displayed in Figure 8 and in Figure 9, we plotted box-plots and bar-plots to
show how the numerical attributes of lawyers are split into the different clusters

5.3 Analysis of the clusters

The nodes in cluster 1 tend to exchange advice within the cluster more frequently (with a
probability of about 0.5) and maintain more friendships (about 0.4 probability) between them
than with nodes from other clusters. This is an indication of a community structure. They also
have friendship bounds and advice exchanging with Cluster 2. In terms of co-working third
view, nodes in Cluster 1 are more likely to collaborate with nodes in other clusters, especially
with individuals in cluster 2, suggesting a disassortative pattern. Moreover, individuals in this
group share common attributes: they are all associates, work in the Boston office, are relatively
new to the firm (average tenure of two years) and are younger (average age of 33 years).
More importantly, this cluster would be hard to find without taking all the three networks into
account. Indeed, members in Cluster 1 react similarly to Cluster 2 in term of advice exchanging
and friendship. To differentiate them, it is necessary to consider the third view where these two
clusters are well separated. Indeed, in term of co-working, nodes in cluster in Cluster 1 barely
interact between themselves and nodes in Cluster 2 frequently work together. The nodes in
cluster 2 exchange advice primarily among themselves and have a particularly high probability
of friendship within the group (about 0.7). Across all three views, Cluster 2 exhibits a clear
community structure. In addition, all members are based in the Boston office and are litigation
lawyers. This group has the highest average age (45).

Nodes in Cluster 3 form a strong community across all the three dimension. they all have their
office located in Hatford. Some members of this cluster have partial membership to Cluster 5
which is fully composed of corporate lawyers. We notice that individuals in Cluster 3 with high
partial belongship to Cluster 5 are also corporate lawyers.

Cluster 4 consists of individuals with a somewhat diverse composition. As shown in Figure
7, in this cluster, several nodes partially belong to many clusters. Specially corporate lawyers
in this cluster partially belong to Cluster 5 and lawyers based at Hartford in this cluster
partially belong to Cluster 3. More importantly it seems difficult to retrieve this cluster by
only considering the co-working ties since these individuals almost do not cowork with others.
It is important to note that MSBM does not allow to directly have the latent visualisation
available in Figure 7 and can not deal with partial membership that often occur in this dataset.
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Moreover, if we only looked at one of the three networks, it would be almost impossible to find
these five clusters, as groups 1 and 2 would collapse or cluster 4 would disappear.
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Figure 6: Evolution of AIC values of Deep-LPBM for Q varying from 2 to 15 in the Lazega
lawyer dataset.
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(b) Friendship network (c) work network

Figure 7: Clustering visualization of the multilayer network by Deep-LPBMM with partial
membership effects.
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Figure 8: Visualization of the II) matrices estimated by the Deep-LPBMM (first row). In the
three figures i the second row (d, e, f) nodes represent the different clusters. The size of the
nodes depends on the size of the clusters. The size of the edges is proportional to the linkage
probability.
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6 Conclusion

This paper extended the work of Boutin, Latouche, and Bouveyron (20241), a new method-
ology combining a block model with a deep latent position model adapted to multidimensional
networks. By modifying the edge distribution and marginalizing over a bijective transforma-
tion of the node latent representations and introducing view-depending block connections, we
managed to use the same node embedding for all the views and considered them as cluster
probability memberships. We obtained richer results, providing a full network representation,
to incorporate details at the node-level. Deep-LPBMM is based on the encoder of a graph
variational auto-encoder and multi layer perceptions combined with block models decoder. Ex-
periments showed that on communities, hubs and disassortative networks, our methodology
rightfully translated the network salient information into the latent space. An extensive study
with simulations illustrated the capacity of our methodology to retrieve clusters.
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