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Abstract

Building local surface representations has recently at-
tracted significant attention in 3D vision, allowing to struc-
ture complex 3D shapes as sequences of simpler local ge-
ometries. Inspired by advances in 2D discrete representa-
tion learning, recent approaches have proposed to break up
3D shapes into regular grids, where each cell is associated
with a discrete code sampled from a learnable codebook.
Unfortunately, existing methods ignore both the local rigid
self-similarities as well as the ambiguities inherent to 3D
geometry related to possible changes in orientation. As a
result, such techniques require very large codebooks to cap-
ture all possible variability in both geometry and pose. In
this work, we propose a novel generative model that im-
proves the generation quality by compactly embedding lo-
cal geometries in a rotation- and translation-invariant man-
ner. This strategy allows our codebook of discrete codes to
express a larger range of geometric structures by avoiding
local and global redundancies. Crucially, we demonstrate
via a careful architecture design that our approach allows
to recover meaningful shapes from local embeddings, while
ensuring global consistency. The conducted experiments
show that our approach outperforms baseline methods by
a large margin under similar settings.

1. Introduction

Building 3D generative models that can generalize across
different categories has seen rapid progress in recent years.
Of particular interest are local-to-global approaches that ex-
press a 3D shape as a set of embeddings, each associated
with a local surface patch [2, 3, 14, 17, 18, 25, 37, 46]. The
motivating idea is that most 3D surfaces from different cat-
egories still tend to share local geometric details. In this
respect, the goal is to learn 3D shape priors at part scale,
consisting of meaningful shared abstractions for different
shapes. For instance, a chair, a table and a lamp have glob-
ally different geometries, but still share local similarities at
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Figure 1. Our network RIVQ-VAE learns a local-based canon-
icalized (invariant up to rigid motions), discrete latent space of
plausible shapes. By avoiding redundancies in the codebook, our
formulation leads to higher shape reconstruction accuracy.

the chair leg, table leg and lamp pole level. Yet, there are
other important similarities that are under-explored in the
context of local-based embeddings, with rotation-induced
similarities being a prime example. A table top and a chair
back, for example, can be expected to share locally pla-
nar patches. However, their respective local patch embed-
dings might be inherently different due to the orientation
bias when using rotation-dependent local features.

In this work, we focus on learning VAEs based on a lo-
cal shape representation, combined with vector quantization
(VQ) technique. In this approach, local embeddings are dis-
crete latent vectors sampled from a finite learnable code-
book. This technique, dubbed VQ-VAE [38], has recently
led to several advances and proved beneficial not only to cir-
cumvent issues of “posterior collapse” [24, 38, 41], but also
to facilitate the adoption of Transformer architectures [39]
both for 2D [11] and 3D [25, 46] generation. However, ex-
isting generative 3D models that use this design [25, 46],
build upon and extend 2D designs, and hence ignore vari-



ability inherent to 3D geometry. Particularity, within this
context, state-of-the-art techniques discard geometric sim-
ilarities such as equivalence up to rotation and translation,
thus excessively allocating codebook capacity towards both
changes in geometry and pose.

Motivated by this observation, we propose a novel com-
pact vector-quantized representation that expresses a 3D
shape by a sequence of discrete latent variables sampled
from a learnable translation and rotation-invariant discrete
codebook. Our formulation stems from the insight that most
man-made shapes hold different types of symmetries (such
as translational, rotational and reflective [27]) and often
share similar geometric patterns (e.g., planar and cylindri-
cal). Consequently, coupling a single local code with rigid
transformations can contribute to different shape represen-
tations (cf. Figure 4), as opposed to representing each with
a different code which depletes codebook capacity.

Towards this goal, we propsoe to encode shapes as se-
quences of independent discrete codes each representing
the canonicalized content of a non-empty local patch, re-
moving translation and rotation ambiguity. Such a latent
space, in turn, enables the decoding of implicit function-
based shapes by sampling plausible code sequences from
the learned codebook.

This formulation, however, raises additional challenges
compared to conventional approaches due to the loss of ro-
tation and translation attributes. Specifically, the decoding
step must account for recovering oriented geometry while
ensuring global consistency. We address these challenges
by a careful decoder architecture design consisting of con-
volutional and attention blocks to capture the global struc-
ture from disjoint local codes, followed by two branches:
the pose estimation branch that computes the rotation vec-
tor for each local code, and the geometry prediction branch
that recovers the occupancy value at a given spatial point
after being appropriately rotated (cf Figure 2). This ap-
proach thus allows the network to predict consistent local
orientations and to cancel out the translation bias. We fur-
ther promote global consistency and surface smoothness by
employing an interpolation technique between occupancy
estimations for neighboring regions. Jointly, this design
enables our method to combine the merits of canonical-
ized local embeddings as a compact and generalizable shape
representation, with global regularization, thereby ensuring
shape consistency and plausibility.

We summarize our main contributions as follows: (1) We
propose a novel latent representation based on sequences of
discrete variables that approximate 3D shapes in a rotation
and translation-invariant manner (2) We propose a novel
RIVQ-VAE architecture tailored for this learned represen-
tation. (3) We demonstrate the performance of our model
for shape auto-encoding, completion and single-view recon-
struction, considerably outperforming existing methods.

2. Related Work

2.1. Distributed local shape representation

Using a single global latent code has been widely inves-
tigated for shape representation [1, 26, 28]. Though this
line of work seems appealing for its simplicity, modeling
3D shapes in a holistic fashion may cause failure in captur-
ing local details, scaling to complex surfaces and general-
izing to unseen shape classes. To sidestep these challenges,
research efforts turned towards representing a complex 3D
surface as a sequence of smaller ones. Existing works typ-
ically partition 3D shapes into regular [2, 3, 7, 8, 17, 18]
or irregular [37, 47] regions and process each separately.
As such, the embedding process allocates more model ca-
pacity towards complex local details and allows scaling to
large objects and scenes due to independent spatial geomet-
ric partitioning. However, most approaches [2, 3, 18, 47] are
only suited for shape reconstruction since local surface lo-
cations are known in advance; each local code is associated
with a selected geometric component of the input shape. To
enable more challenging tasks such as random shape gener-
ation and editing, works in [17, 37] propose to infer local
embeddings along with their locations by either defining
the local surface position as a learnable parameter [37] or
by predicting the complete grid-like local feature represen-
tation including empty space [17]. Our work falls within
this context. We design a novel local-based 3D shape repre-
sentation, which we further combine with vector quantiza-
tion technique described below, to enable multiple complex
shape generation applications.

2.2. Vector quantization

Vector quantization (VQ) refers to learning a latent space
of discrete representations. Unlike the continuous setting,
the shape encoder outputs discrete vectors sampled from a
codebook. Besides its appealing simplicity, discrete repre-
sentations allow to expand the success of architectures, such
as the prominent Transformer [39], originally designed for
other discretely-represented modalities, in the context of 2D
[38] and 3D generation [25]. The seminal work in [38] pro-
posed VQ-VAE that combines VAE learned on images and
audio data with VQ, resulting in categorical posterior and
prior distributions. This allows, in particular, to circum-
vent issues of “posterior collapse” that arises when learn-
ing a continuous latent space, where the variational dis-
tribution collapses towards the prior, making the decoder
unable to benefit from all of the latent vectors dimensions
[24, 41]. Recently, several related works have been built
upon VQ-VAE [38] aiming to leverage VQ for image gen-
eration such as VQ-VAE-2 [33], RVQ-VAE [19], VQ-GAN
[11] and VQ-GAN-CLIP [10], and for 3D shape generation
such as P-VQ-VAE [25] and ShapeFormer [46]. The latter
approach proposed a novel vector quantized deep implicit
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Figure 2. RIVQ-VAE architecture overview. Our model consists of (i) a local encoder that maps each surface patch into a rotation-
and translation-invariant representation using a TFN [36] backbone, (ii) a learnable codebook, and (iii) an implicit surface-based decoder
consisting of a pose estimation block (top branch) that recovers patch rotation, and a geometry prediction block (bottom branch) that
estimates shape occupancy field.

function (VQDIF) reconstruction, using spatial sparsity to
represent a 3D shape as a sequence of discrete variables.
Meanwhile, 3DILG [49] proposed a novel spatial portion-
ing of 3D shapes based on irregular grids, enabling shape
abstractions to be sparse and adaptive.

Despite these advances, existing 3D methods typically
constitute a natural extension of 2D designs, and hence ig-
nore variability inherent to 3D geometry. In this work, we
propose a novel discrete local representation that accounts
for local 3D pose changes, allowing a more accurate and
efficient formulation.

2.3. Rotation invariant point cloud embedding

There has been a steady stream of work aiming to effi-
ciently process point cloud data such as PointNet [31],
PointNet++ [32], PointCNN [23] and DGCNN [40] to name
a few. While these methods improved the frontier of learn-
ing on point clouds, they lack robustness to 3D rotation,
a desired property for many computer vision tasks such as
shape classification and segmentation. Even though several
methods rely on massive amounts of rotation-augmented
data to tackle this limitation, they are, not only likely to
have an increased learning time, but also still have no solid
guarantee of the rotation invariance.

To address this challenge, a different line of work fo-
cuses on designing rotation invariant operations. Sev-
eral approaches build rotation invariant point representation
[5, 22, 30] and convolutional operations [50, 51] based on
local relations between points and their neighbors such as
distances and angles. Differently, steerable kernel bases
have fueled the emergence of recent methods aiming to
design rotation equivariant and invariant CNNs on non-
Euclidean domains [12, 13, 20, 36, 42]. In this work, we
build upon the TFN [36] architecture to compute a rotation-
invariant embedding of local geometries that proves benefi-
cial to guarantee the accuracy of our approach.

3. Method
3.1. Overview

In this work, we propose a novel vector-quantized represen-
tation that captures a 3D shape via a sequence of discrete
variables. To this end, we design a novel RIVQ-VAE ar-
chitecture illustrated in Figure 2. RIVQ-VAE consists of an
encoder that maps local regions of input point cloud inde-
pendently into a discrete rotation- and translation-invariant
latent representations, sampled from a learnable codebook,
while an implicit decoder jointly maps the region-based dis-
crete representations into a watertight mesh which matches
the input point cloud. With such a compact representation,
we are able to use the Transformer [39] architecture to learn
the autoregressive prior over the discrete representations en-
abling diverse generation tasks.

Our approach, while similar to baselines [25, 46] in us-
ing a patch-based encoder, differs in two key aspects (1) en-
coding local regions in a translation and rotation-invariant
manner, and (2) designing a global decoder that promotes
knowledge sharing across latent representations, thus en-
abling the recovery of consistent local orientations and the
generation of smooth surfaces.

3.2. Network architecture

Tensor Field Networks To compute the canonicalized rep-
resentation of local point cloud patches, we use the Ten-
sor Field Networks (TFN) [36], a convolutional network
that defines point convolution operation as the product
of a learnable radial function and spherical harmonics.
Importantly, this approach allows to process point cloud
shapes in a permutation-invariant, translation- and rotation-
equivariant way.

Given a point cloud P ∈ RM×3, TFN computes, for
a spherical harmonics order l, an embedding F l(P ) ∈
R(2l+1)×C where C is a user-defined number of chan-



nels. F l(P ) satisfies the rotation equivariance property
F l(RotP ) = Dl(Rot)F

l(P ) where Rot ∈ SO(3) and
Dl : SO(3) → SO(2l + 1) is the so-called Wigner ma-
trix of degree l [21, 34]. We refer the interested readers to
[36] for a comprehensive overview.

Observing that the features of F l(P ) have the same rota-
tion equivariance property as the vectors of degree l spher-
ical harmonics Y l(P ) ∈ R(2l+1)×M where Y l(.) denotes
the spherical harmonic polynomials of degree l [29, 34], a
rotation-invariant feature vector Sl(P ) can be computed as:

Sl(P ) = Y l(P )TF l(P ) ∈ RM×C (1)

Key to this observation is the idea that the product of an
equivariant signal by the transpose of an equivariant signal
is rotation invariant [34]:

Sl(RotP ) = Y l(RotP )
TF l(RotP )

= Y l(P )TDl(Rot)
TDl(Rot)F

l(P )
= Sl(P )

(2)

for Rot ∈ SO(3). In what follows, we leverage Sl(.) to
define our latent space.

Encoder architecture Our network takes as input a point
cloud shape X ∈ RN×3 split into regular voxel regions of
resolution R, {Xi}i=1..R3 . The point cloud patch within
each region Xi is fed independently to our point cloud en-
coderEϕ with learnable parameters ϕ to compute latent rep-
resentations as follows:

zi = Eϕ(Xi) = concatl=1..L

[
max
j=1..Ni

Slj(Xi − vi)

]
(3)

with vi ∈ R3 the ith grid center position and Ni the size of
Xi. Note that zi inherits the rotation invariance for Sl(.).
Besides, by construction, zi is translation and permutation
invariant due to the centering and max pooling operations
respectively. Together, these properties justify the canoni-
calized criterion of our latent space.

Note that our independent encoding ensures that the
learned discrete latent space only captures the local context,
which benefits its generalization power across different cat-
egories. Besides, compared to global shape embeddings,
our local and independent setting concentrates the impact
of noisy and partial regions at the level of individual patch
embeddings, since only the encodings of these regions is af-
fected. This particularly enhances many tasks such as shape
auto-encoding and completion.

Discrete latent representation Instead of working directly
on the continuous embeddings {zi}i, we aim to transform
the high-dimensional continuous representations to a more
compact latent space greatly reducing the size and num-
ber of latent variables. Ultimately, this allows to efficiently
learn the space of plausible distributions of discrete codes

using the highly expressive Transformer architecture [39].
To this end, we follow the work in VQ-VAE [38]. Specifi-
cally, we define a discrete latent space ofK vectors, each of
dimension D: e ∈ RK×D stacked in a leanable codebook
D = {ek ∈ RD}k=1..K . Each computed continuous em-
bedding zi is thus vector-quantized into the closest vector
in D in terms of the L2-norm:

V Q(zi) = zqi = argmin
e∈D

∥zi − e∥2 (4)

Gradient backpropagation through the non-differentiable
VQ operator is ensured via the straight-through gradient
technique which copies the decoder gradient at zqi to zi at
the backward stage, enabling an end-to-end training of the
model. It is important to highlight that, while exact rotation
invariance may fall short due to noise or sampling changes
in point cloud patches, the vector quantization step is ex-
pected to map close patches to the same codebook vector,
thus counteracting this effect and leading to a rotation in-
variance up to discretization.

Decoder architecture The decoder part Dψ , where ψ are
learnable parameters, maps the quantized representations
Zq = {zqi }i ∈ RR3×D of shape X into the correspond-
ing implicit field of occupancy values. Since input shape
regions {Xi}i are encoded separately, the first part of Dψ

aims at capturing the global context from the separate
region-based embeddings to recover pose and geometry es-
timations while ensuring global consistency.

One can understand that the canonicalized formulation
of our codebook may compromise Dψ performance com-
pared to conventional setting. In fact, Dψ needs to allo-
cate its capacity not only for geometry prediction, but also
for recovering patch orientations and ensuring global con-
sistency. Motivated by this, we propose to decompose the
decoder Dψ into two branches: the pose estimation branch
fρ that recovers for each local region i the rotation quater-
nion ri = [r0i , r

1
i , r

3
i , r

4
i ], and a geometry prediction branch

gλ that computes the occupancy value at a given point x.
Formally, ψ = {ρ, λ} and:

fρ : Zq 7→ {ri}i
gλ : (x, Zq) 7→ ox

(5)

As such, given a spatial point x ∈ R3 belonging to a
region i of center vi, its occupancy value ox is predicted as:

Dψ(x, Z
q) = gλ (r

m
i (x− vi), Z

q) = ox, (6)

where rmi is the rotation matrix in SO(3) associated with ri.
We empirically observed that using this default design can
lead to reconstructions that are discontinuous across patch
boundaries. To remedy this effect, we interpolate the occu-
pancy estimations from neighboring cells Ni for point x:

Dψ(x, Z
q) =

∑
j∈Ni

wj∑
j wj

gλ
(
rmj (x− vj), Z

q
)

(7)
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Figure 3. We leverage the Transformer [39] architecture to model
the latent space distribution conditioned on image and point cloud
observations, which are processed via ResNet [15] and Local
PointNet [31] like architectures respectively.

where wj is a weighting factor inversely proportional to the
distance to the grid center vj (cf our supplementary).

3.3. Model training

RIVQ-VAE Training Our model and codebook are trained
end-to-end via the loss function:

L(x;ϕ, ψ,D) = Lr(ox, ôx) + βLV Q(Z,Zq), (8)

where ôx is the ground truth occupancy, β is a weighting pa-
rameter, Lr is the reconstruction binary cross-entropy loss
and LV Q denotes the vector quantization objective and the
commitment loss [38].

Transformer Training Given an observation O such as
partial point cloud shape or image view, we aim to model
the distribution of plausible shape sequences to enable
shape completion and single-reconstruction tasks respec-
tively. Formally, given such an observation O of the target
shape, the goal is to learn the distribution of the complete
sequence p(Zq|O; θ) where p designates the distribution of
the discrete latent representation Zq ∈ RR3×D conditioned
on O, and θ denotes the learnable distribution parameters.
We auto-regressively model p(Zq|O; θ) such that the fac-
torized sequence distribution can be written as follows:

p(Zq|O; θ) =

R3∏
i=1

p(zqi |z
q
<i,O; θ) (9)

To learn p(.; θ), we adopt an encoder-decoder architecture
illustrated in Figure 3. The observation O is first projected
to an embedding space leading to a latent embedding e.
Here we consider ResNet [15] and Local PointNet [31] like
backbones to process image and point cloud observations
respectively. Then, a Transformer [39] decoder takes e as
a starting token to sequentially predict the complete target
representation Zq = {zqi }1<i<R3 . The training objective
maximizes the log-likelihood given O and Zq:

L = −log p(Zq|O; θ) (10)
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Figure 4. Embedding comparison. For each single shape, simi-
larly colored patches are represented by the same codebook index.
While baseline approach (first row) consumes multiple indices for
representing similar rotated geometries, our method (second row)
leverages these similarities for a more compact and efficient rep-
resentation. In the supplementary, we illustrate the local rotation-
invariance property of our approach across different categories.

Model CD EMD F1
IMNet[6] 0.436 3.574 0.618
AutoSDF[25] 0.182 2.852 0.615
ShapeFormer-8[46] 0.195 2.924 0.564
Ours-PN 0.166 2.792 0.633
Ours* 0.126 2.640 0.692
Ours 0.120 2.602 0.707
ShapeFormer-16[46] 0.104 2.300 0.705
Ours-16 0.072 2.162 0.768

Table 1. Quantitative results for shape auto-encoding. Our ap-
proach outperforms baseline approaches by a large margin under
similar settings. CD and EMD are multiplied by 102.

At inference time, given a partial point cloud or a single
image view O, the corresponding shape representation Zq

is sequentially sampled following the top-p [16] technique
where the code index is selected from the set of indices
whose probability sum exceeds a threshold p.

4. Experiments
All models are trained on 13 categories from ShapeNet [4]
dataset (airplane, bench, cabinet, car, chair, display, lamp,
speaker, rifle, sofa, table, phone and watercraft) using the
train/test splits provided by [45].

4.1. Shape reconstruction

As a first experiment, we measure the reconstruction per-
formance of our model to emphasize how our latent space
can incorporate different geometric configurations to ac-
curately represent test shapes. We compare our RIVQ-
VAE to state-of-the-art global-based approach IM-Net [6],
and local based approaches ShapeFormer-8 [46] and Au-
toSDF [25]. We use the common reconstruction metrics
Chamfer distance (CD), Earth moving distance (EMD) and
F-score%1 (F1) [35]. For a relevant evaluation, we com-
pare the different methods using the baselines’ settings for
codebook size K, latent space resolution R and latent code
size D. To this end, we report quantitative results in Ta-
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Figure 5. Qualitative results for shape auto-encoding. Our method allows higher detailed reconstructions.

ble 1 for AutoSDF [25], ShapeFormer-8 [46] and RIVQ-
VAE (ours) with K=512, R=8 and D=256, as well as for
ShapeFormer-16 [46] and RIVQ-VAE-16 (ours-16) with
K=4096, R=16 and D=128. As an ablation study, we
train RIVQ-VAE without the pose estimation block (ours*)
and with PointNet[31]-like encoder leading to non rotation-
invariant embedding (ours-PN). For implicit function based
approaches, we sample shapes at 1283 resolution.

First, the comparison to the baseline IM-Net [6] confirms
the higher-quality afforded by local-based representations
due to their higher capacity in capturing surface details and
their superior generalization power when handling different
shape categories. Second, under similar settings, RIVQ-
VAE outperforms baseline local-based methods across dif-
ferent metrics. This is further supported by qualitative re-
sults in Figures 1 and 5 (We provide qualitative results
for R = 16 experiments in our supplementary). The ob-
tained evaluations demonstrate that our canonicalized for-
mulation allows the codebook to capture more diverse and
high-detailed local geometries. For illustration, Figure 4
shows how our strategy allows to compactly represent simi-
lar geometries up to rigid transformations, which inherently
leads to promote codebook diversity by better allocating its
capacity. In the supplementary, we show additional illus-
trations of the discrete rotation invariance property of our

Model CD EMD F1
IMSVR[6] 0.761 4.433 0.487
AutoSDF [25] 0.629 4.481 0.430
ResNet2Occ 0.912 4.796 0.463
Ours 0.569 4.000 0.506

Table 2. Quantitative results for single-view reconstruction. Our
method provides higher quality reconstructions. CD and EMD are
multiplied by 102.

approach across different categories. Moreover, we further
highlight the superior expressive power of our codebook by
evaluating the performance under a smaller codebook size.

Finally, note that, as shown in Table 1 and Figure 5,
adding the pose estimation block slightly enhances the per-
formance of our approach, revealing that the convolutional
and attention blocks efficiently handle the pose estimation.
In what follows, we use RIVQ-VAE (ours).

4.2. Single-view reconstruction

We compare our approach on single view reconstruction
of ShapeNet rendered images [9] with baseline methods:
IMSVR [6], AutoSDF [25] and ResNet2Occ which refers
to our approach where the ResNet [15] model is used to di-
rectly predict the shape sequence without using any shape
prior. Since AutoSDF [25] and our method allow to sam-
ple multiple solutions for a single input image, we sam-



Im
ag

e
G

T
IM

SV
R

[4
4]

A
S[

25
]

R
es

N
et

2O
cc

O
ur

s

Figure 6. Qualitative results for single-view reconstruction. Our approach achieves higher accuracy compared to baselines’ reconstructions.

Ambiguity Low High
Model TMD↑ UHD↓ MMD↓ TMD↑ UHD↓ MMD↓
PoinTr[48] - 2.543 7.143 - 2.297 7.523
SF-16[46] 2.339 1.152 5.205 4.194 1.425 5.389
Ours 3.199 1.996 4.858 3.715 2.188 4.892

Table 3. Quantitative results for shape completion. Our method
produces diverse shape completion candidates while ensuring
higher geometric quality and plausibility. TMD, UHD and MMD
are multiplied by ×102, ×102 and ×103 respectively.

ple three different reconstructions for each and keep the
one with the lowest CD for evaluation. Table 2 and Fig-
ure 6 show quantitative and qualitative results respectively.
This study supports the superiority of our approach in pro-
ducing high quality reconstructions across different metrics.
We attribute this to the high quality representation enabled
by RIVQ-VAE as highlighted in the reconstruction exper-
iments above, and whose benefits extend to downstream
tasks. Importantly, we demonstrate that our canonicalized
latent space formulation can be efficiently leveraged for
learning auto-regressive models, and that our decoder can
accurately rotate and assemble diverse local sequences into
plausible global geometries.

4.3. Shape completion

We evaluate our shape completion scheme on partial obser-
vations that are synthetically generated by cropping random
regions from test shapes using two different ambiguity lev-

els: low ambiguity where we crop 25 to 50% of the shape
surface, and high ambiguity where we crop 50 to 75% of
the shape surface.

We compare our generations against two baseline point-
cloud completion methods: PoinTr [48] and Shape-
Former [46]. The former produces a single completion
while the latter can produce multiple plausible shapes. Sim-
ilarly to ours, both approaches use a single model to han-
dle shape completion scenarios across different categories.
We use ShapeFormer [46] model released by authors with
R=16 trained on a different train/test split since we obtained
lower performance when re-training their latent transformer
model. We sample three completions per input partial shape
for ShapeFormer [46] and our approach. For evaluation,
we use the TMD (Total Mutual Difference) and UHD (Uni-
directional Hausdorff Distance) metrics from [43] to re-
spectively measure the diversity of the generated shapes
and their faithfulness toward input, as well as the Minimal
Matching Distance (MMD) with respect to train shapes [1]
to capture the plausibility and quality of completions.

The quantitative and qualitative results are shown in Ta-
ble 3 and Figure 7 respectively. For low ambiguity experi-
ments, our method achieves better diversity (higher TMD)
while ensuring better geometric quality and plausibility
(lower MMD). Note that ShapeFormer [46] yields closer
shape completion results to partial input (lower UHD). We
attribute this to the lower diversity of the generated content
that inherently leads to less geometric shift. For high ambi-
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Figure 7. Qualitative results for shape completion. Given an input point cloud with a cropped surface (in light blue), we visualize shape
completions using different methods. Rows 1 to 4 correspond to low ambiguity input. Rows 4 to 8 correspond to high ambiguity input.
Our approach yields diverse generations, while providing plausible shapes.

guity, ShapeFormer [46] achieves the best TMD. This high
completion diversity is however achieved with lower MMD,
or equivalently, with lower plausibility with respect to the
target category than our approach. The 6th and 7th rows
from Figure 7 illustrates examples where ShapeFormer [46]
completions diversity is achieved at the expense of the faith-
fulness toward target category, which is reflected by the
MMD. Our approach, however, provides diverse comple-
tions while better preserving the target shape structure.

5. Conclusion

We have presented RIVQ-VAE a generative model that en-
codes shape geometry into a local, discrete and rotation- and
translation-invariant representations sampled from a learn-
able codebook. Our key technical novelty is the handling
of this canonicalized formulation to provide high quality
local geometries while ensuring global consistency. We
achieved this by a careful architecture design that disentan-

gle local rotation estimation from surface prediction. When
combined with Transformer [39] to learn to sample plausi-
ble shape code sequences from the learned codebook, our
approach allows multiple generative tasks including shape
completion and single-view reconstruction.

A key limitation of RIVQ-VAE is that capturing local
canonical similarities is, similarly to rotation-invariant point
cloud processing methods, closely tied to the quality of the
input patches. In the future, we plan to combine RIVQ-VAE
with a symmetry regularization that is expected to guide the
learning process towards optimal embeddings. Besides, we
believe that introducing a global consistency regularization
loss may further enhance surface smoothness.
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