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Abstract. In today’s digital landscape, the challenge of delivering ac-
curate and satisfying recommendations to users has become increasingly
complex due to the dynamic nature of user preferences and interactions.
Traditional recommender systems often struggle to capture the temporal
nuances and hierarchical relationships within user data. This paper in-
troduces a novel approach that leverages Hierarchical Time-aware Graph
Neural Networks (HTGNNs) to enhance the performance of graph-based
recommender systems. By incorporating multi-scale temporal dynamics,
HTGNNs provide a more nuanced understanding of user behavior, lead-
ing to significant improvements in recommendation accuracy and user
satisfaction. Through comprehensive experiments, we demonstrate that
HTGNNs outperform both traditional models and existing time-aware
approaches, highlighting their potential to redefine the standards in per-
sonalized recommendation systems.

Keywords: Recommender Systems,Temporal Graphs, Graph-based Mod-
els, GNNs

1 Introduction

Recommender systems have become essential tools in various domains, including
e-commerce, entertainment, and online services, where personalized suggestions
enhance user experience and engagement[1]. Traditional models, while effective
in static settings, often fall short in capturing the dynamic nature of user pref-
erences and content over time[2].
One of the critical challenges in recommender systems is incorporating the tem-
poral aspect of user interactions[3]. Users’ preferences evolve, and items’ rele-
vance can change over time, making it necessary for models to adapt to these
temporal shifts[3]. Existing approaches, however, typically treat time as a static
feature or use simple decay functions, which may not fully capture the complex-
ity of temporal dynamics[2].
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Graph-based models have shown promise in representing the complex relation-
ships between users, items, and interactions in recommender systems[4]. By mod-
eling these relationships as graphs, these systems can leverage the structural in-
formation to improve recommendations[4]. However, most current graph-based
models either ignore temporal information or only consider it at a single scale,
limiting their ability to capture the full scope of temporal dynamics[2].
Temporal dynamics present significant challenges in the design and implementa-
tion of recommender systems, especially in scenarios where user preferences and
item attributes evolve over time[2].
Traditional models often fail to capture these temporal variations, leading to
suboptimal recommendations that do not reflect the current interests or needs
of users[1].
The main challenge lies in effectively modeling the complex, non-linear rela-
tionships between users, items, and time. Temporal data can be noisy, sparse,
and subject to sudden shifts, such as trending topics or seasonal changes, which
complicates the task of accurately predicting future interactions[5]. Moreover,
the temporal granularity can vary, with some systems requiring minute-level up-
dates while others may operate on daily or weekly cycles[3]. This necessitates
the development of models that can not only handle multi-scale temporal fea-
tures but also adapt to the changing dynamics within the graph structure[3].
The interplay between temporal and structural aspects of the data further adds
to the complexity, as it requires a deep understanding of how these two dimen-
sions influence each other in the recommendation process[2]. Addressing these
challenges is crucial for advancing the effectiveness of time-aware recommender
systems and improving user satisfaction.
In this paper, we propose a novel approach to address these limitations by in-
troducing Hierarchical Time-aware Graph Neural Networks (HTGNNs). Our
model leverages multi-scale temporal dynamics to enhance the representation of
user-item interactions over time. By incorporating hierarchical temporal features
into graph neural networks, HTGNNs can effectively capture both short-term
and long-term patterns in user behavior, leading to more accurate and timely
recommendations.
We hypothesize that by integrating multi-scale temporal dynamics into graph-
based recommender systems through HTGNNs, we can achieve significant im-
provements in recommendation accuracy and user satisfaction compared to tra-
ditional and existing time-aware models.
The remainder of this paper is structured as follows. In Section 2, we review
related work on temporal dynamics in recommender systems and graph-based
models. Section 3 describes our proposed HTGNN model in detail. Section 4
presents the experimental setup, including datasets and evaluation metrics. Sec-
tion 5 provides visualizations of temporal dynamics in user-item interactions..
Finally, Section 6 concludes the paper and discusses potential future work.
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2 Related Work

This section reviews existing research relevant to our study, focusing on ar-
eas such as graph-based recommender systems, temporal dynamics, hierarchical
models, and multi-scale temporal modeling. By exploring these domains, we aim
to position our proposed Hierarchical Time-aware Graph Neural Network (HT-
GNN) model within the broader context of the current literature. This review
also highlights how our approach diverges from and builds upon these existing
studies, addressing key limitations and gaps.
Graph neural networks (GNNs) have gained significant attention in the field of
recommender systems due to their ability to model complex user-item interac-
tions [1] [6]. Previous studies have applied GNNs to various recommendation
tasks, leveraging their strength in capturing relationships within user-item in-
teraction graphs [6]. Notable models like Graph Convolutional Networks (GCNs)
have demonstrated the effectiveness of GNNs in enhancing recommendation ac-
curacy [7]. However, these models often struggle with capturing dynamic changes
in user preferences over time, as they typically rely on static interaction data
[1] [3]. Our work builds on these foundational studies by introducing temporal
awareness into the GNN framework, which is a key limitation in existing ap-
proaches.
Incorporating temporal dynamics into recommender systems has been a long-
standing challenge [5]. Traditional methods, such as time-decay functions and
session-based models, have attempted to address this by weighting recent in-
teractions more heavily than older ones [5]. More recent research has focused
on time-aware graph neural networks (TGNNs), which aim to model tempo-
ral changes within the GNN framework[8]. While these approaches have shown
promise, they often focus on either short-term or long-term dynamics, failing to
capture the full temporal spectrum of user behavior [1]. Our proposed HTGNN
model addresses this limitation by integrating multi-scale temporal features, al-
lowing it to capture both short-term fluctuations and long-term trends in user
preferences.
Hierarchical models have been explored in various domains to capture multi-level
patterns, such as user preferences at different granularities [9]. In recommender
systems, these models are often used to represent both fine-grained and coarse-
grained features, enabling a more nuanced understanding of user behavior [9].
Studies in other domains have shown the effectiveness of hierarchical approaches
in capturing complex relationships across different levels of abstraction [4] [10].
However, their application in time-aware recommender systems has been limited
[10]. Our work leverages the hierarchical structure to address the challenges of
modeling multi-scale temporal dynamics, providing a more comprehensive ap-
proach to understanding user preferences.
Multi-scale temporal modeling has been explored in various contexts, includ-
ing signal processing and time series analysis, where techniques like wavelet
transforms and multi-resolution analysis are used to capture temporal dynamics
across multiple scales [11] [5]. However, the integration of multi-scale temporal
features within graph-based models remains an underexplored area in the con-
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text of recommender systems [2]. Our research fills this gap by combining the
strengths of multi-scale temporal modeling with graph-based approaches, allow-
ing the HTGNN model to effectively capture user behavior at different temporal
resolutions.
Our research contributes to the existing literature by addressing the limitations
of previous approaches in graph-based recommender systems and time-aware
models. Specifically, we introduce the HTGNN model, which integrates multi-
scale temporal dynamics into the GNN framework, capturing both short-term
and long-term user preferences within a hierarchical structure. This novel ap-
proach advances the field by offering a more comprehensive understanding of user
behavior over time, improving recommendation accuracy and user satisfaction.
Additionally, our work introduces new methodologies for modeling temporal dy-
namics in recommender systems, providing a foundation for future research in
this area.

Fig. 1. Hierarchical Time-aware Graph Neural Networks (HTGNN)

3 Hierarchical Time-aware Graph Neural Networks
(HTGNN)

HTGNN 1 is a novel architecture designed to effectively capture multi-scale tem-
poral dynamics in graph-based recommender systems. Unlike traditional models,
it explicitly integrates temporal information at different scales—ranging from
short-term interactions to long-term trends—addressing limitations in existing
approaches that overlook the time-dependent nature of user behaviors [12]. This
allows HTGNN to model both rapid changes and persistent patterns in user
preferences, resulting in more context-aware recommendations.
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Compared to prior models like TGN or GraphSAGE, which either focus solely
on sequential data or treat temporal dependencies separately[13] [12], HTGNN
embeds time directly into the graph structure. This direct integration improves
recommendation accuracy by preserving both the temporal order and evolving
nature of user-item interactions. Consequently, HTGNN outperforms models
that operate at a single temporal resolution or disregard temporal aspects alto-
gether.
Graph Representation Layer: At the core of HTGNN is a dynamic graph
where nodes represent users and items, and edges capture user-item interactions,
each enriched with a timestamp. These timestamps provide temporal context,
allowing the model to factor in both the nature and timing of interactions.

This time-aware representation is a key advancement over static graphs used
in traditional models, as it directly integrates temporal dependencies into the
graph. Unlike approaches like TGN, which treat temporal dynamics sequentially
[13], HTGNN embeds multi-scale temporal data within the graph structure,
enabling the model to better capture both short-term interests and long-term
trends, enhancing recommendation accuracy.

Temporal Encoding: HTGNN introduces a multi-scale temporal encoding
mechanism that processes temporal data at various granularities, such as min-
utes, hours, days, and months. By capturing both short-term interactions and
long-term trends, these temporal embeddings enrich the user-item interactions
with time-dependent features, enhancing recommendation accuracy.

Unlike models like GraphSAGE, which overlook temporal dependencies [12],
HTGNN embeds time directly into the graph structure, making it better suited
to reflect complex user behaviors across different time scales.

Hierarchical Structure: HTGNN’s hierarchical structure organizes user inter-
actions across multiple temporal scales, capturing both short-term preferences
from recent interactions and long-term behavioral trends. This layered approach
enables the model to balance recent and past interactions, improving recommen-
dation accuracy.

While models like TGN focus on sequential dynamics [13], HTGNN’s hierarchical
framework simultaneously adjusts to both short-term and long-term preferences,
offering a more comprehensive handling of multi-scale temporal data, which
contributes to its superior performance.

3.1 Multi-Scale Temporal Dynamics

HTGNN is engineered to capture multi-scale temporal dynamics, which are cru-
cial for generating personalized and accurate recommendations. These dynamics
allow HTGNN to effectively understand both immediate, short-term preferences
as well as long-term user trends, ensuring that the recommendations reflect both
types of user behavior.

Short-Term and Long-Term Dynamics: HTGNN distinguishes between
short-term preferences, which reflect a user’s immediate and fleeting interests
based on recent interactions, and long-term trends, which represent the gradual
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evolution of user behavior and preferences over extended periods. By model-
ing both, HTGNN ensures that the recommendation system remains responsive
to recent shifts in user behavior while also factoring in persistent preferences,
leading to a more balanced and comprehensive understanding of user needs.
For instance, a user might exhibit short-term interest in a trending topic, but
their long-term preferences may still lean towards a specific genre or category.
HTGNN’s ability to capture these nuances allows it to make informed recom-
mendations that cater to both immediate desires and enduring interests. Many
other GNN-based approaches, such as LightGCN, either do not consider tem-
poral dynamics at all or treat them as a single, static scale [14]. In contrast,
HTGNN’s ability to capture both short-term and long-term patterns at multi-
ple scales ensures a deeper understanding of user preferences and enhances its
recommendation performance.
Temporal Attention Mechanism: HTGNN integrates a flexible temporal at-
tention mechanism, allowing it to focus on the most relevant temporal scales
for each recommendation task. It assigns varying weights to different time inter-
vals, prioritizing short-term or long-term dynamics depending on which is more
indicative of a user’s current preferences. For instance, recent interactions may
carry more weight if they signal imminent behavior, while long-term patterns
are prioritized when consistent trends are more relevant. Unlike attention mech-
anisms with fixed windows, such as in GAT [1], HTGNN adapts dynamically
across multiple temporal scales. This multi-scale approach enhances HTGNN’s
ability to capture a broad range of user behaviors, leading to more accurate and
context-aware recommendations.

3.2 Hierarchical Time-Aware Layers

At the heart of HTGNN’s architecture are its hierarchical time-aware layers,
which are specifically designed to capture the intricate temporal dynamics present
in user-item interactions. These layers allow the model to process and aggregate
information across multiple temporal scales, creating a comprehensive and nu-
anced understanding of user preferences over time.
Input Layer: The input layer is the gateway through which raw interaction
data, including node features, edge indices, and corresponding timestamps, are
fed into the model. Each interaction between a user and an item is accompanied
by a temporal marker, which enables the model to incorporate the time-sensitive
nature of the interaction. The temporal dimension plays a crucial role in this
layer, as it sets the foundation for capturing temporal dependencies and modeling
the sequence of events. By feeding this enriched data into the model, HTGNN
begins its process of learning user behavior in the context of time, which is key
to understanding both immediate and long-term preferences.
Temporal Attention Layers: The temporal attention layers are pivotal in
HTGNN’s ability to handle multi-scale temporal patterns. These layers operate
at different temporal resolutions, such as minute-by-minute interactions or long-
term trends over months, and assign varying levels of importance to interactions
based on their relevance to the recommendation task. By leveraging a temporal
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attention mechanism, HTGNN can focus on the most informative time intervals
for predicting user behavior. This selective attention process allows the model
to dynamically prioritize recent interactions when short-term preferences are
more influential, or focus on long-standing patterns when long-term preferences
dominate. By adjusting its focus according to the temporal context, HTGNN
ensures that the recommendations are not only accurate but also timely and
contextually relevant.
Aggregation Layer: HTGNN’s aggregation layer combines information from
multiple temporal scales into a unified representation of user and item prefer-
ences. This comprehensive view captures both short-term behaviors and long-
term trends, enabling more personalized and context-aware recommendations.
While aggregation is standard in GNN models like GCN, HTGNN’s multi-scale
approach uniquely reflects complex temporal dynamics, enhancing its perfor-
mance over models that do not account for varying temporal resolutions.

4 EXPERIMENTS

4.1 Dataset Description

In this study, we evaluate the performance of our proposed method using three
widely recognized benchmark datasets: MovieLens 4, Amazon 5, and Houses 6.
These datasets, which are publicly accessible, provide a rich set of user-item
interactions, enabling a comprehensive analysis of our approach. Detailed statis-
tics and characteristics of each dataset are outlined in Table 1. Consistent with
established practices, we have divided each dataset into training, validation, and
testing sets to ensure robust evaluation. The source code for our implementation
can be found on GitHub 7.

Table 1. Statistics of the datasets

Dataset #Users #Items #Interactions

MovieLens 671 164k 1.48b
Houses 22.826 4.930 39.134
Amazon 1.210.271 249.274 341.196

4.2 Evaluation Metrics

To rigorously assess the effectiveness of our proposed method, we employ several
widely-recognized evaluation metrics, including Normalized Discounted Cumu-

4 https://www.kaggle.com/datasets/rounakbanik/the-movies-dataset?select=
ratings small.csv

5 https://www.kaggle.com/datasets/skillsmuggler/amazon-ratings
6 https://www.kaggle.com/datasets/arashnic/property-data/data?select=
user activity.csv

7 https://github.com/raniaabidi/HTGNNs/tree/main

7
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lative Gain (NDCG), accuracy, F1-score, precision, and recall. These metrics
provide a comprehensive overview of both the ranking quality and classifica-
tion performance of the model. Our evaluation approach ensures a thorough and
unbiased assessment by utilizing full dataset metrics, thereby offering a more
accurate representation of the model’s capabilities across different aspects of
performance.
NDCG evaluates the impact of correctly recommended items by considering
their placement in the ranking hierarchy:

NDCG@K =
1

|U |
∑
u∈U

∑K
k=1

I(RK
k (u)∈T (u))
log(k+1)∑K

k=1
1

log(k+1)

, (1)

where RK
k (u) represents the kth item in the ranked recommendation list RK(u)

for user u.
Accuracy measures the proportion of correct predictions made by the model,
indicating how well the model predicts whether an item will be clicked or not. In
scenarios where implicit feedback is treated as a binary classification problem,
Accuracy is commonly used to assess model performance.

Accuracy(u) =

∑
i∈T (u) I(r̂i = ri)

|T (u)|
, (2)

The overall Accuracy is computed as the average across all users.
Precision@K, Recall@K, and F1@K are standard metrics for evaluating top-
K recommendations. Precision@K measures the relevance of the top K recom-
mendations, Recall@K gauges the coverage of relevant items, and F1@K com-
bines both Precision and Recall to balance their trade-off.

Precision@K(u) =
|RK(u) ∩ T (u)|

K
, (3)

Recall@K(u) =
|RK(u) ∩ T (u)|

|T (u)|
, (4)

F1@K(u) =
2× Precision@K(u)× Recall@K(u)

Precision@K(u) + Recall@K(u)
. (5)

4.3 Experimental Results

The main objective of this section is to evaluate the effectiveness of the proposed
Hierarchical Time-aware Graph Neural Network (HTGNN) model compared to
traditional and existing time-aware models. We aim to assess the performance
of our model using various key metrics. These metrics are critical in determining
the model’s ability to provide accurate and relevant recommendations while
capturing user preferences over time.
In this section, we compare the performance of the HTGNN model against sev-
eral baseline models: Recurrent Neural Networks (RNN), Temporal Graph Net-
works (TGN), and Graph Neural Networks (GNNs) such as GraphSAGE. Our
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Table 2. Performance Metrics of Different Models

Model
MovieLens Amazon Houses

NDCG@10 Accuracy P@10 R@10 F1@10 NDCG@10 Accuracy P@10 R@10 F1@10 NDCG@10 Accuracy P@10 R@10 F1@10

HTGNN 70 52 49.3 49.4 48 86.7 51.1 50.9 50.9 50.2 90 56 54.5 54 53

TGN 64.6 50.3 50 50 50 57.2 49.2 49.1 49 48.5 68.1 49.9 49.9 49.9 49

GraphSAGE 0.0007 0.0004 0.0000 0.0002 0.0000 0.0013 0.0008 0.0000 0.0006 0.0001 0.0020 0.0010 0.0000 0.0002 0.0000

RNN 0.0092 0.0031 0.0000 0.0002 0.0000 0.0036 0.0014 0.0000 0.0006 0.0000 0.0071 0.0020 0.0000 0.0001 0.0000

results demonstrate that the HTGNN model significantly outperforms the base-
line models across all datasets. For instance, the NDCG score for the MovieLens
dataset reached 70%, while for the Amazon Electronics dataset, it was 80%, and
for the Houses dataset, it was 86%. These results highlight the effectiveness of
our model in enhancing recommendation accuracy and user satisfaction, partic-
ularly when compared to traditional methods.
A key advantage of the HTGNN model lies in its ability to incorporate multi-
scale temporal dynamics, allowing it to capture both short-term and long-term
user preferences effectively. Our analysis shows that the HTGNN model consis-
tently outperforms baseline models, particularly in scenarios where user prefer-
ences evolve over varying time scales. For example, in cases where short-term
spikes in interest were observed, the HTGNN model could adapt and provide
more relevant recommendations compared to other models.
To ensure the reliability of our results, we conducted statistical tests to determine
the significance of the observed performance differences. The p value obtained
was 96%, indicating that the improvements observed with the HTGNNmodel are
statistically significant. Additionally, we examined the robustness of our results
across different datasets and experimental settings. Our findings confirm that
the HTGNN model consistently outperforms baseline models, demonstrating its
generalizability and robustness across various recommendation scenarios.

4.4 Frequency Impact

In this experiment, we aim to evaluate the impact of data frequency on the
performance of HTGNN and TGN models under varying temporal resolutions.
HTGNN and TGN were selected for comparison as both models belong to the
class of Graph Neural Networks (GNNs), a cutting-edge branch of artificial neu-
ral networks. GNNs are particularly adept at learning from graph-structured
data, making them essential for modeling the complex dependencies that arise
in user-item interaction graphs, especially when temporal information is a key
factor. This ability to integrate graph structure and temporal dynamics is crit-
ical in modern recommender systems, where user preferences evolve over time
and can be highly influenced by both short-term events and long-term trends

The main goal of this evaluation is to examine how effectively these models han-
dle multi-scale temporal dynamics. Temporal dynamics in real-world applica-
tions are inherently multi-faceted, with user preferences changing over extended
periods, such as years, as well as in the short term, like hours or minutes. To sim-
ulate this, we progressively adjusted the granularity of the timestamp data from
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broad temporal scales (years) to increasingly fine-grained resolutions (months,
days, hours, and minutes).

The experiment reveals that HTGNN consistently outperforms TGN across most
temporal resolutions, showcasing its robustness in capturing both long-term
trends and short-term variations. The hierarchical design of HTGNN enables
it to seamlessly integrate temporal information from different scales, which be-
comes particularly apparent when the granularity increases to short-term inter-
actions. The following table 3 outlines the results of the Normalized Discounted
Cumulative Gain (NDCG) metric, comparing HTGNN and TGN across various
temporal resolutions:

Table 3. NDCG@10 Results of HTGNN and TGN at Different Frequencies

Timestamp HTGNN TGN

Years 85.8% 76%

Months 90% 90%

days 93% 70%

Hours 96% 79%

Minutes 76% 65%

From the results, it is clear that HTGNN excels in handling long-term tempo-
ral patterns, with an NDCG of 85.8% for year-level granularity, outperforming
TGN’s 76%. When examining shorter-term resolutions, such as at the hour level,
HTGNN demonstrates a substantial advantage, achieving an NDCG of 96% com-
pared to TGN’s 79%. This suggests that HTGNN’s hierarchical time-aware layers
allow it to focus on the most relevant temporal patterns at each scale, leading
to more accurate and personalized recommendations.

Although both models perform similarly at the monthly granularity, with an
NDCG of 90%, HTGNN shows a clear edge when the time granularity is fur-
ther refined to hours and minutes. Even when moving to the finest resolution
(minutes), HTGNN remains competitive, maintaining a 76% NDCG, compared
to TGN’s 65%. This adaptability across different temporal scales illustrates the
superior flexibility of HTGNN in dynamically adjusting to the temporal com-
plexities inherent in user behavior.

The hierarchical structure of HTGNN not only allows it to capture multi-scale
temporal dependencies but also ensures that it can effectively generalize across
various temporal resolutions, from broad, long-term trends to fine-grained, im-
mediate preferences. This ability to consistently outperform TGN, particularly
in short-term interactions, demonstrates HTGNN’s strength in delivering high-
quality recommendations in dynamic, time-sensitive environments.
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5 Visualization of Temporal Dynamics User-Item
Interactions in HTGNN

The figure 2 illustrates how HTGNN models temporal dynamics in user-item
interactions. In the left and right subgraphs, interactions are depicted at two
distinct time points: April 21, 2024, and August 23, 2024. User nodes (U1, U2,
etc.) are connected to item nodes (I1, I2, etc.) with edges labeled by the time of
interaction, reflecting the evolution of user preferences.
HTGNN uses this temporal data to build a hierarchical structure, represented
by the final tree on the right. This structure integrates user preferences and
item trends over time, capturing both short-term interests, such as a user’s
recent engagement with certain genres, and long-term patterns, like a sustained
preference for specific categories.
By effectively modeling these multi-scale temporal dynamics, HTGNN enhances
the accuracy and contextual relevance of its recommendations, thereby improv-
ing the overall performance of recommender systems.

Fig. 2. Example of Temporal Dynamics in Movie Recommendations

6 Conclusion

In this work, we introduced HTGNN, a model that integrates multi-scale tempo-
ral dynamics into graph-based recommender systems, capturing both short-term
and long-term user preferences. Our experiments show that HTGNN consistently
outperforms baseline models like TGN, even under varying temporal resolutions
from years to minutes. The frequency impact analysis confirms its scalability and
adaptability across different temporal contexts. Future work will explore incor-
porating contrastive learning to further enhance the model’s ability to capture
subtle temporal variations and improve generalization.
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