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Abstract: In this work, a commercially available membrane electrode assembly from Advent Tech-
nology Inc., developed for use in high-temperature proton exchange membrane fuel cells, was
tested under various operating conditions (OCs) according to a sensibility study with three OCs
varying on three levels: hydrogen gas over-stoichiometry (1.05, 1.2, 1.35), air gas over-stoichiometry
(1.5, 2, 2.5), and temperature (140 ◦C, 160 ◦C, 180 ◦C). A polarization curve (V-I curve) was performed
for each set of operating conditions (27 V-I curves in total). A semi-empirical and macroscopic (0D)
model of the cell voltage was developed in steady-state conditions to model these experimental
data. With the proposed parameterization approach, only one set of parameters is used in order
to model all the experimental curves (simultaneous optimization with 27 curves). Thus, an air
over-stoichiometry-dependent model was developed. The obtained results are promising between
0.2 and 0.8 A·cm−2: an average error less than 1.5% and a maximum error around 7% between mod-
eled and measured voltages with only 9 parameters to identify. The obtained parameters appear
consistent, regardless of the OCs. The proposed approach with only one set of parameters seems to
be an interesting way to converge towards the uniqueness of consistent parameters.

Keywords: fuel cells; high temperature proton exchange membrane (HT-PEMFC); hydrogen;
mathematical model; steady-state model

1. Introduction

Despite the significant lack of data regarding the global impact of a “hydrogen econ-
omy” and its relevance in terms of “sustainable development” [1], fuel cells currently
hold great hope as an alternative to actuators using fossil fuels. The use of fuel cells for
aeronautical applications is proposed as one of the technological solutions in order to
decarbonize this sector, responsible for 2–6% of the global radiative forcing of human
activity [2]. Fuel cells based on Nafion® (or equivalent perfluorosulfonic acid polymer), i.e.,
Low Temperature Proton Exchange Membrane Fuel Cells (LT-PEMFCs), show interesting
performance for terrestrial applications. However, LT-PEMFCs suffer from (i) a complex
water management [3], (ii) a low fuel impurity tolerance (carbon monoxide and hydrogen
sulfide) [4,5], (iii) a difficult cooling in the case of embedded applications exposed to rela-
tively high ambient temperatures [3], and (iv) a hardly exploitable heat production because
the operating temperature is lower than 100 ◦C (373.15 K) [3]. This technology is currently
the subject of an intensive research effort, which makes these drawbacks less and less
problematic and makes LT-PEMFC one of the most interesting technologies for embedded
applications (with air as an oxidant). As an example, we can cite recent advances in the
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efficiency of cooling systems [6,7]. Furthermore, we can also cite recent progress on bipolar
plates in order to increase the power density of the LT-PEMFC stack, such as Hycco®’s
composite technology, which makes it possible to increase the stack power density by 18%
and expect to achieve a more than 80% increase in 2024 [8].

Nevertheless, it should be noted that all these disadvantages could be reduced by
increasing the operating temperature of LT-PEMFCs. Nevertheless, the operating tempera-
ture of LT-PEMFCs cannot be effortlessly increased due to the properties of the membrane
(used as an electrolyte). Indeed, the LT-PEMFC membrane needs liquid water to reach
sufficient proton conductivity [9]. Furthermore, irreversible degradations of the membrane
(polymer chain breaking) occur at temperatures above 90 ◦C (363.15 K), which results in
insufficient mechanical integrity and proton conductivity [10]. In order to operate at higher
temperatures, the most common alternative to Nafion® (or equivalent) is the phosphoric
acid doped PolyBenzImidazole (PBI), which results in a High-Temperature PEMFC (HT-
PEMFC) operating typically around 160 ◦C (433.15 K) [11]. (in the following sections, the
term “HT-PEMFC” will refer to this last technology using doped PBI as an electrolyte.)

Compared to LT-PEMFCs, this technology benefits from (i) all the benefits of high
temperatures (take the opposite of all the LT-PEMFC drawbacks above), (ii) a simplified op-
eration (dry gases and atmospheric pressure), (iii) a more stable voltage due to the absence
of liquid water, and to insist on this advantage (iv) an easier cooling at higher ambient
temperatures. This could be a real advantage for transport applications with an ambient
temperature higher than 40 ◦C, such as an aircraft in the tarmac of an airport in an arid
zone. As a matter of fact, it could significantly reduce the weight and volume of the cool-
ing system compared to LT technology, which is critical for aeronautical applications, for
example. However, there is no published work addressing the relevance of PBI-based HT-
PEMFC in aeronautical applications, to the best of the authors’ knowledge. In comparison
to LT-PEMFCs, the HT technology suffers from (i) a longer start-up due to an unavoidable
pre-heating process to limit the acid pumping (by acid dissolution in liquid water), which
takes place when the phosphoric acid is in contact with liquid water; (ii) a loss of the cor-
rosive electrolyte in normal operation [12]; and (iii) a lower lifetime, especially if metallic
bipolar plates are used because of higher temperatures and more frequent contact with
liquid acid [13]. It must be noticed that the main degradations observed with commercially
available BASF MEAs are the catalyst particle growth and the corrosion of the electrodes,
which is the major degradation during the test, including several starts and stops without
appropriate experimental procedures [14]. After many years of development, there is no
effective technological solution yet (the only partial workaround is to try to avoid potential
excursions in the electrodes, as much as possible, by operational methods, for example,
purging with an inert gas during shutdown). More generally, (iv) the HT-PEMFC suffers
from a lower technological readiness level, TRL (medium TRL compared to high TRL for
the LT-PEMFC [15]). It must be noticed that, recently, a promising new type of fuel has been
presented by Tang H. et al. [16] working between −20 ◦C and 200 ◦C and could combine
both the benefits of LT-PEMCF and HT-PEMFC.

However, the work presented in this paper will deal with the modeling of the tech-
nology using PBI doped with phosphoric acid, which has already reached industrial
membrane electrode assembly (MEA) production. Steady-state voltage modeling of LT and
HT-PEMFCs has been extensively studied to date [17,18]. A major analytic model of the
impact of the stoichiometric ratio on LT-PEMFC performance was first proposed by A.A.
Kulikovsky [19]. However, this model requires good knowledge of several parameters
related to the different MEAs layers, which are not always accessible with a commercially
available MEA. The excess oxygen ratio has been modeled by several research teams [20,21]
and exploited for modeling and control at the system level. Control-oriented models based
on the description of physical phenomena evolved during fuel cell operation have been
developed [22–25]. Because of the non-linearity and complexity of these models, “data-
driven” modeling methods (neural network, support vector machine, and partial least
squares) have been increasingly used for control-oriented modeling, taking into account
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the oxygen ratio [26–29]. With HT-PEMFC, the impact of operating conditions (OCs) on
cell performance was also significantly studied with the use of a large variety of models
(pseudo-2D, 3D [30–32]). The remarkable stability of the voltage at high current densities
compared to LT-PEMFC (probably due to the absence of liquid water) encourages us to de-
velop a simple one-dimensional and empirical model of the air stoichiometry impact on the
cell voltage at the macroscopic level. Such a model would make it possible to obtain rapid
results while allowing a dissociation of the various losses within the MEA, which then facili-
tates the interpretation of the physical phenomena impacting the quasi-static performances.
However, the analytic zero-dimensional (0D) model, air over-stoichiometry-dependent, is
still non-existent in the HT-PEMFC literature, to our knowledge.

In this work, a commercially available HT-MEA(Advent Technologies Inc., Boston,
MA, USA) using a phosphoric acid-doped PBI membrane was tested in 27 different OCs
according to a sensibility study with three parameters varying on three levels: hydrogen
(H2) gas over-stoichiometry (λH2), air gas over-stoichiometry (λair), and temperature (T).
The experimental part is first presented. Then, experimental results will be shown in the
next part, and afterwards, an original air over-stoichiometry-dependent model and the
parameterization approach will be described. Finally, model validation and its predictive
ability will be discussed.

2. Experimental Setup

The tested MEAs were manufactured by Advent Technologies Inc.-Boston, MA, USA,
model PBI MEA (formerly BASF P1100W), and operated thanks to a BASF single cell
module (commercially available).

The cell temperature management was ensured through successive cooling and heat-
ing phases, achieved respectively by two external fans and two electrical resistances
(160 W each) located on each external face of the end plates (Figures 1 and 2 give a picture
of the single cell module and the flow-flied plates (two parallel serpentine flow fields for
the anode and three parallel for the cathode side), respectively).
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After any assembly of the single-cell module and after each start of the test bench,
a start-up procedure was applied. This procedure is fully detailed in [33]. The break-
in procedure for the fresh MEA was carried out for approximately 50 h at nominal
conditions: 160 ◦C (433.15 K), 0.2 A·cm−2 (cell area: 45 cm2), λH2 = 1.2, λair = 2, dry gases,
and atmospheric pressure (gas exhausts at the atmosphere). After the break-in period,
a sensibility study with three parameters varying on three levels was carried out. The
pressure was not controlled, and the gas exhausts were in the atmosphere for all tests. The
three varied factors of the sensibility study are hydrogen gas over-stoichiometry (λH2), air
gas over-stoichiometry (λair) and temperature (T). Their ranges of values are presented
in Table 1. The goal of this study was to estimate the impact of these three parameters
on performance. The medium value of the OCs are the “nominal” OCs recommended by
the manufacturer. The minimum values were chosen in order to obtain a range of OCs
achievable in a real industrial fuel cell system in a real application. The total number of
combinations for the OCs is equal to 27 (33 = 27). It took 14 days to perform all tests and
approximately 210 h for the sensibility study (including overnight operation at nominal
COs). For each set of OCs tested, a polarization curve was obtained by varying the cell cur-
rent density from 1.1 A·cm−2 to 0 A·cm−2 over 22 current levels (including a measurement
at Open Circuit Voltage, OCV); see “v(i)_3” on Figure 5 in [34] for an illustration of the
current variation used. For each level, the current was maintained constant for one minute,
which was assumed to be sufficient to tend towards the steady state (with a current density
variation lower than 0.2 A·cm−2 between two consecutive stages). However, the first stage
at 1.1 A·cm−2 was prolonged for 15 minutes in order to tend towards the steady state
because the current density varied from 0.2 A·cm−2 to 1.1 A·cm−2 before this stage, which
corresponds to a higher variation compared to the one performed between two consecutive
stages during the polarization curve. Between two consecutive current stages, the current
varied with a current slope of approximately 2.2 mA·cm−2·s−1. It has to be noted that
the minimal flow rates adjustable on the used test bench were 0.33 cm3·s−1 (at Standard
Conditions for Temperature and Pressure, SCTP, defined as a temperature of 273.15 K
and an absolute pressure of exactly 101.325 kPa) for H2 and 1.33 cm3·s−1 (at SCTP) for air
(corresponding to a current density of 0.05 A·cm−2 with λH2 = 1.2 and λair = 2). Thus, the
gas over-stoichiometries increased when the current density decreased below 0.05 A·cm−2

(with λH2 = 1.2 and λair = 2), whereas they were maintained constant above this current
density (therefore for most part of the polarization curve).

Table 1. Variation range for the three varied parameters of the sensibility study.

Parameter Symbol Minimum Value Medium Value Maximum Value

λH2 1.05 1.2 1.35
λair 1.5 2 2.5

T 140 ◦C
(413.15 K)

160 ◦C
(433.15 K)

180 ◦C
(453.15 K)

In this work, all physical quantities (voltage, current, temperatures, flow rates, etc.)
related to a “point” of a polarization curve plot are taken as the average value of the 10 last
measurements (corresponding to the 10 last seconds) at the end of each one-minute stage
during the polarization curve acquisition. Furthermore, after these 10 s, if the current is
above or equal to 0.022 A·cm−2, successive sinusoidal currents at successive frequencies
of around 0.044 A·cm−2 amplitude peak-to-peak were superimposed on the cell current
in order to perform an Electrochemical Impedance Spectroscopy (EIS) measurement. The
EIS was performed between 20 kHz and 1 Hz (which takes approximately 2 min) with a
Diagnostack (EIS analyzer) from Alstom Hydrogène SAS, Aix En Provence, France. EIS
results are not presented in this work except for the High Frequency Impedance which is
used to model the ohmic resistance of the cell.
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When no characterizations were performed (including overnight), the test bench was
not stopped, and the cell was left at nominal conditions: 160 ◦C (433.15 K), 0.2 A·cm−2,
λH2 = 1.2, λair = 2, dry gases, and atmospheric pressure.

When the temperature was modified during the sensibility study (each time starting
from the nominal conditions), the stabilization of temperature was reached during the first
increase in the current (from 0.2 A·cm−2 to 1.1 A·cm−2 during approximately 409 s) and a
wait of 15 min at 1.1 A·cm−2.

It must be noted that the cell experiences voltage degradation during this sensibility
study. This degradation was estimated by performing a polarization curve (called the
reference VI curve) at nominal conditions (i.e., medium values given in Table 1) between
each characterization (i.e., between each VI curve of the sensibility study: 27 curves). A
reference VI curve was obtained in the same way as a VI curve of the sensibility study
except with regard to the current decrease, which was made by imposing a current slope of
0.003 A·cm−2·s−1 to the cell from 1.1 to 0.2 A·cm−2. At the end of the whole campaign, there
are more reference VI curves than the VI curve of the sensibility study because a reference
VI curve was acquired at the beginning and at the end of every day of experimentation. At
the end, 40 reference VI curves were obtained after 14 days of testing.

This voltage loss is estimated to be around 7% at 1.1 A·cm−2 at the end of the sensibility
study (after the last VI curve of the sensibility study) compared to the beginning (before
the first VI curve of the sensibility study). The impact of this degradation on the modeling
results will be briefly discussed in Section 5.

3. Experimental Results

Figure 3 shows polarization curves obtained during the sensibility study at different
operating temperatures. As expected, a significant impact of operating temperature on
performance is observed (at 1.1 A·cm−2, compared to 160 ◦C, 5% higher performance at
180 ◦C, and 15% lower at 140 ◦C).
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Figure 4 shows the polarization curves obtained during the sensibility study at differ-
ent air over-stoichiometry. A significant impact of air over-stoichiometry on performance
is observed (at 1.1 A·cm−2, compared to λair = 2, 5% higher performance at λair = 2.5
and 30% lower at λair = 1.5), but a saturation effect is present above λair = 2 and current
density is lower than approximately 0.6 A·cm−2. However, hydrogen over-stoichiometry
shows negligible impact compared to air over-stoichiometry or temperature (see Figure 5).
Figure 5 shows 9 polarization curves, 3 curves for each operating temperature correspond-
ing to the 3 different λH2 values tested (at constant λair). The maximum impact of λH2 at a
given temperature is around ±1 mV, which corresponds to the measurement uncertainty.
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Thanks to these experimental observations, it has been chosen to model only the
impact of λair and operating temperature on steady-state cell voltage. The model used will
be presented in the following section.

4. Model Development

The basis of the semi-empirical and macroscopic models used here was first proposed
by Guillaume Fontès et al. [35] and completed by Isabelle Labach et al. [36] for LT-PEMFCs
(this model will be mentioned as the “Basic Model” in the following sections). The fine
description and validation of this Basic Model are described in previous work [37], but
only the governing equations are given here. This is a theoretical prediction (0D, i.e., no
computation of fluid flow), isothermal, and steady-state model of the cell voltage.

A first validation of this Basic Model was published in [37]. In this work, the model is
improved in order to integrate the dependence on air over-stoichiometry and perfect the
temperature dependence because, as we saw in Figure 5, only these two parameters have a
significant impact on the cell voltage among the 3 tested parameters in the sensibility study,
i.e., temperature, air, and H2 over-stoichiometry.
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4.1. Basic Model
4.1.1. Governing Equations

The model of the cell voltage (Ucell) is given by Equation (1) [33,37]:

Ucell = Erev − ηact − ηohm − ηdiff (1)

with,

Erev = −∆G0

n·F +
R·T
n·F ln

(
pH2 ·p

1/2
O2

)
(2)

ηact =
RT
αnF

ln
(

jcell
j0

)
(3)

ηohm = Rcell·jcell (4)

ηdiff = − RT
βnF

ln
(

1 − jcell
jlim

)
(5)

The names of each parameter in the above equations are given as follows, and some of
them are listed in Table 2 with more details: in Equation (1), Erev is the reversible voltage of
the cell, ηact is the voltage drop due to “activation losses” (due to charge-transfer processes
and simply called “activation losses” in the following sections), ηohm is the voltage drop
due to “ohmic losses” (due to the total resistance of the cell including ionic, electronic, and
contact resistances, and simply called “ohmic losses” in the following sections), and ηdiff
is the voltage drop due to “diffusion losses” (due to mass-transfer processes and simply
called “diffusion losses” in the following sections). In Equation (2), ∆G0 is the standard free
enthalpy of water formation, n the number of exchanged electrons, F the faraday constant,
R the ideal gas constant, T the operating temperature of the cell, and p the partial pressures
of hydrogen or oxygen in the gas channels at steady-state conditions. In Equation (3), jcell is
the cell current density, j0 the exchange current density, and α the charge transfer coefficient.
In Equation (4), Rcell is the total resistance of the cell measured by EIS (at current where no
EIS were performed, i.e., under 0.022 A·cm−2, the Rcell is considered constant and equal
to the one measured at 0.022 A·cm−2), and in Equation (5), jlim is the diffusion limiting
current density, and β the diffusion factor, introduced empirically [35].

Table 2. List of model parameters. A parameter subject to change with OCs or current is called
Variable (measured or calculated), a parameter assumed to be constant is called Constant (measured
or taken from literature), and a parameter used to fit the model with experimental data are called
Fitting Parameter, which could depend (one parameter per VI curve) or not (one parameter for all VI)
on OCs.

Parameter Type Value

∆G0 Variable Calculated
n Constant 2
F Constant 96,485 C·mol−1

R Constant 8.314 J·mol−1·K
T Variable Measured

pH2 Constant Measured: 102,100 Pa absolute
pO2 Constant Measured: 21,400 Pa absolute
jcell Variable Measured
j0 Fitting Parameter OCs dependent
α Fitting Parameter non-OCs dependent

Rcell Variable Measured
jlim Fitting Parameter OCs dependent
β Fitting Parameter non-OCs dependent

It has to be noticed that Equation (3) is only valid if the exchange current density is neg-
ligible compared to the cell current (Tafel approximation of the Butler–Volmer equation [37]).
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In this work, the exchange current density is in the range of 10−5–10−6 A·cm−2 (cf. [37]),
which is far from the minimum currents modeled here, i.e., higher than 5 × 10−3 A·cm−2.
In other words, the OCV, or more exactly, the range of extremely low current densities,
including zero current, was not modeled in this work. This choice was also motivated
by the fact that operating at OCV is prohibited with HT-PEMFC in order to limit carbon
corrosion, which is accelerated with temperature increases [38].

4.1.2. Model Validation

The model validation was implemented by fitting the model to experimental data
using a parameter identification algorithm (fully presented in [37]) in order to minimize
the error between the modeled and measured voltages, employing the Covariance Matrix
Adaptation Evolution Strategy (CMA-ES) optimizer.

This identification process is applied simultaneously to all polarization curves (called
the “multi-VI” approach), i.e., all OCs. Some parameters are supposed to be common to all
curves (α and β) and some parameters to be different for each curve (j0 and jlim). At the end,
with the 27 curves of the sensibility study (see Table 1), there are only one parameter α, one
parameter β, 27 parameters j0, and 27 parameters jlim, which gives a total of 56 parameters.
In other words, it is assumed that only the parameters j0 and jlim are influenced by the
variation of OCs.

The parameter α is assumed to be only dependent on the nature of the catalyst and,
thus, independent of the OCs in the range explored. For platinum, α is classically fixed to
0.5 for LT-PEMFCs [36]. This parameter is left free; here we are in the poorly known case
of HT-PEMFCs.

The parameter β is linked to the reaction mechanism (via the order of reaction) [36]
and assumed to be independent of the OCs explored.

It is finally assumed that α and β were not impacted by the degradation of the cell dur-
ing the tests (this degradation, around 7% loss at 1.1 A·cm−2, will be discussed in Section 5).

The identification method previously described and using 56 parameters was applied
in [37]. The overall error obtained was 0.72%. This error is calculated in two steps: (i) The
average error for all 22 current levels for each polarization curve is calculated. That gives
27 errors. (ii) Second, the average of these 27 errors is calculated as the overall error of the
fitting. The maximum error at a given current level (0.7 A·cm−2) is about 2.55%, and it
corresponds to the curve at 180 ◦C − λH2/air = 1.35/1.5. The parameters identified show
satisfying consistency with the literature [37].

However, the use of this model requires the identification of four parameters per
curve. Thus, it is useful for modeling existing data but not for predicting the behavior of
the voltage in non-tested OCs. To address this limit, the model will be improved in this
work in order to include an air over-stoichiometry dependency and a better temperature
dependency. In this way, only one set of parameters common to all polarization curves will
allow for modeling the voltage in the entire OCs domain explored.

4.2. Air Over-Stoichiometry Dependent Model

In order to obtain an air over-stoichiometry-dependent model, we will focus on two
parameters that are assumed to be predominantly affected by OC variations, namely
j0 and jlim.

4.2.1. Exchange Current Density Model

Equation (6) is commonly used for modeling the temperature dependency of j0 [39].
This equation was used in [37] for modeling the 27 j0 obtained after the parameter identifi-
cation described in Section 4.1.2, and the results were consistent (to perform this modeling,
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the parameters Ea and iO,re f were identified by fitting Equation (6) to the 27 previously
obtained values of j0 for each air over-stoichiometry λair).

j0 =
i0,ref

Scell

(
p∗O2
Pref

)γ

exp

{
− Ea

RT

(
1 − T

Tref

)}
(6)

where i0,ref is the reference exchange current (temperature free and identified parameter),
Scell is the geometric area of the MEA (45 cm2), γ is the reaction order (identified parameter),
p∗O2 the oxygen partial pressure on the catalyst layer of the electrode, Pref the reference
pressure (1 atm absolute), Ea is the activation energy of the reaction (identified parameter),
T is the operating temperature of the cell, and Tref is the reference temperature (set here to
160 ◦C i.e., 433.15 K).

The air over-stoichiometry dependence is introduced in the model by correcting the
partial pressure of oxygen in the gas channels (pO2= 21,400 Pa absolute) through adding
an empiric coefficient (coefλair

, to identify) in order to estimate the partial pressure in the
catalyst layer of the electrode (p∗O2), as it is shown in Equation (7) (in order to keep the model
simple, a linear dependency on λair was tested and retained because of the interesting
result obtained).

p∗O2 =
pO2·λair
coefλair

(7)

By substituting Equation (7) in Equation (6), we obtain Equation (8), an original semi-
empirical model of j0, temperature and λair dependent. The only parameters to identify for
modeling 27 j0 are γ, Ea, iO,ref, and coefλair

. This identification gives a global error of 6.69%
and a maximum error (for one j0) of 18.2%.

j0 =
iO,ref

Scell

(
pO2

Pref

λair
coefλair

)γ

exp

{
− Ea

RT

(
1 − T

Tref

)}
(8)

Parameter consistency is difficult to evaluate because Equation (6) is not often used in
LT-PEMFC modeling and is never used in HT-PEMFC, to our knowledge. Compared to
some data obtained in LT-PEMFC, γ = 0.45, which is near the reaction order for Oxygen Re-
duction Reaction (ORR) found in the literature: 0.37 to 0.52 [40] (p. 202), 0.54 [41], 0.56 [42],
and 0.5 [32,43]. The parameter Ea = 8.2 × 104 J·mol−1 is in the same order of magnitude
compared to some LT-PEMBT results (5.8 × 104 J·mol−1 to 6.6 × 104 J·mol−1 [40] (p. 202),
6.7 × 104 J·mol−1 [41]). Identical observations are made concerning i0,ref = 3.89 × 10−4 A
(5.25 × 10−5 A, 4.50 × 10−4 A, and 4.85 × 10−4 A [40] (p. 203). The parameter coefλair

= 8.25
is not present in the literature; it was introduced in this work in order to give an additional
degree of freedom to the model. However, we can notice that it is in the same order of
magnitude as λair and thus could be considered as a λair reference (in the same logic of Pref
for instance).

4.2.2. Diffusion Limitting Current Density Model

Equation (9) is used for modeling the temperature dependency of jlim in the liter-
ature [44]. This equation was used in [37] for modeling the 27 jlim obtained after the
parameter identification described in Section 4.1.2 and the results were consistent (to per-
form this modeling, the parameters Deff,O2 and φ were identified by fitting Equation (9) to
the 27 previously obtained values of jlim for each air over-stoichiometry λair).

jlim =
nF
δ

Deff,O2

(
T

Tref

)φ

[O2] (9)

where δ is the thickness of the cathodic gas diffusion layer, GDL (400 µm), Deff is the effective
diffusion coefficient for oxygen (identified parameter), φ an empirical coefficient (identified
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parameter), and [O2] the oxygen concentration in the gas channels (4.47 × 10−5 mol·cm−3

in normal conditions: 1 atm and 0 ◦C, i.e., 273.15 K).
The air over-stoichiometry dependency is introduced in the model by correcting the

oxygen concentration in the gas channels ([O2]) through adding two empiric coefficients (a
constant, λair,ref, and a parameter to identify (σ) in a logarithmic function as it is shown in
Equation (10).

jlim =
nF
δ

Deff,O2

(
T

Tref

)φ

[O2]ln

(
σ

λair
λair,ref

)
(10)

where δ is the thickness of the cathodic GDL (400 µm), Deff is the effective diffusion
coefficient for oxygen, φ an empirical coefficient and [O2] the oxygen concentration in the
gas channels (4.47 × 10−5 mol·cm−3 in normal conditions: 1 atm and 0 ◦C).

The logarithmic dependency on λair was chosen after comparing the fitting of the
27 jlim as a function of λair by different trend curves (linear, power, and logarithmic) because
it permits to obtain the best fit (result not shown here). The only parameters to identify for
modelling 27 jlim are Deff,O2, φ, and σ. This identification gives a global error of 3.38% and a
maximum error (for one jlim) of 8.02%.

The parameter φ = 2.93 is different from the values found in the literature for LT and
HT-PEMFCs, but in the same order of magnitude: 1.75 [45], 1.5 [44,46], and 1.73 to 2.07 [47]
(p. 67). The parameter σ = 4.16 is not present in the literature; it was introduced in this
work in order to give an additional degree of freedom to the model. The effective diffusion
coefficient for oxygen (Deff,O2) is equal to 5.76 × 10−3 cm2·s−1 far from the value found in
the literature: around 1 × 10−1 cm2·s−1 in LT-PEMFCs and between 1.2 × 10−2 cm2·s−1

and 2.4 × 10−1 cm2·s−1 in HT-PEMFs [33,48,49] with the few data found.

5. Model Validation

The air over-stoichiometry-dependent cell voltage model (simply called the “Final
Model” in the following sections) is finally obtained by substituting Equations (8) and (10)
into Equations (3) and (5), respectively. This model uses only nine parameters, whatever
the number of experimental curves to model. The validity of this model will be studied in
two steps. First, the accuracy obtained by parameter identification on the 27 experimental
polarization curves will be discussed. Second, the ability to model curves that were not
used to identify the parameter will be investigated (performance prediction capacity).

5.1. Final Model Accuracy

With the Final Model, the 27 polarization curves are now modeled by only 9 param-
eters, namely, α, γ, Ea, i0,ref, coefλair

, β, Deff, φ, and σ. The identification process applied
simultaneously to the 27 curves with the Final Model gives an overall error of 1.42%, and
the maximum error at a given current level is about 18%, which corresponds to the curve
at 140 ◦C − λH2/air = 1.35/1.5. It must be noted that this curve shows unusual perfor-
mance compared to the ones obtained at the same temperature but with different λH2.
Thus, this “anomaly” is imputed to reversible losses that we were unable to clarify (the
next day of the test, the cell recovers normal performance). Then, the second worst error
obtained is equal to 15% and corresponds to the curve at 140 ◦C − λH2/air = 1.2/1.5 (see
Figure 6), which shows much more consistency performance than the “anomaly” curve at
140 ◦C − λH2/air = 1.35/1.5. The global error was doubled compared to the one obtained
with the Basic Model (0.72%), and the maximum error was only 2.55% with the Basic Model.
However, the Final Model needs six times fewer parameters to identify, and all of them are
common to the complete OC domain explored with a much better dependence on OCs (the
values of the identified parameters are given in Table 3).
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Figure 6. Experimental (o, •, and green) and modeled cell voltages with the Basic Model (+, □ and
blue) and the Final Model (x, ∆ and red) for the best (160 ◦C − λH2/air = 1.05/2.5) and second worst
(140 ◦C − λH2/air = 1.2/1.5) fit.

Table 3. Values of identified parameters and modeling errors.

Quantity
Identification on
27 VI (Presented

in Section 5.1)

Identification on
27 Corrected VI

Identification on
9 VI (Presented
in Section 5.2)

Identification on
9 Corrected VI

Global
Error (%) 1.42 1.05 1.46 1.09

Maximum
Error (%) 18 16.48 29.84 27.27

α 0.46 0.48 0.47 0.48
γ 0.47 0.20 0.44 0.14

Ea (J·mol−1) 8.42 × 104 8.23 × 104 8.59 × 104 8.16 × 104

i0,re f (A) 5.62 × 10−4 2.29 × 10−4 6.61 × 10−4 9.96 × 10−5

coe fλair 3.6 2.34 6.98 0.01
β 0.11 0.12 0.10 0.12

De f f 5.61 × 10−3 5.19 × 10−3 5.68 × 10−3 5.25 × 10−3

φ 1.97 1.95 1.76 1.75
σ 4.32 4.56 4.37 4.55

Figure 6 shows the experimental curves at 160 ◦C − λH2/air = 1.05/2.5 (best fit) and
140 ◦C − λH2/air = 1.2/1.5 (second worst fit) modeled with the Basic Model and the Final
Model. It can be observed that both models underestimate the voltage. At high current
densities (i.e., higher than 0.8 A·cm−2), the Final Model shows a significantly higher error.
Furthermore, it must be noticed that the error is usually maximum at high or low current
densities. However, it is not recommended to use a HT-PEMFC at these ranges of current
densities (low and high voltage) in order to limit MEA degradations [12,33].

The parameters α = 0.46 and γ = 0.47 are very close to the ones obtained in
Section 4.2.1) and [50] and β = 0.11 is identical with the identified one presented in
Section 4.2.2), and thus, consistent with the literature. Parameters Ea, i0,ref, Deff and coefλair
are in the same order of magnitude as the ones obtained in Sections 4.2.1 and 4.2.2 (see
Table 3).

It has to be noticed that coefλair
is closed to 2 in this last identification using the Final

Model. Consequently, another identification was made by fixing coefλair
to 2 (as the λair,ref

parameter is not to be identified anymore) and γ to 0.5 (according to the literature [41,42]).
This identification with only 7 parameters to identify (α, Ea, iO,ref, β, Deff, φ, and σ) induce a
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similar accuracy (global error of 1.41% and maximum error of 18.27%) with a 22% parameter
number reduction and very closed values obtained for the left parameters.

One should note that the Final Model presents an interesting fit for both linear and
logarithmic curve shapes at high current densities. This is not trivial to obtain by modeling
because some parameters are correlated, as β and jlim for instance (a small β can compensate
a high jlim). Here, the multicurve approach associated with a λair dependent model seems to
be promising for parameter separation of the three physicochemical phenomena involved,
reducing the multimodality of the problem.

5.2. Performance Prediction Capacity

In order to study the performance prediction ability of the model, we will briefly use
the theory of Design of Experiment (DoE). In fact, the sensibility study presented in Table 1
can be considered a full factorial design with 3 factors and 3 levels for each (see Figure 7).
The 27 OCs tested are represented with circles (red or green) in Figure 7. A Latin square,
corresponding to 9 OCs, was used as a “learning area” to identify model parameters on the
corresponding polarization curves (red circles). Then, the other 18 curves (green circles)
have been estimated with the obtained parameters from the 9 curve fitting. After that, the
accuracy of the model on the 27 curves (which are known experimentally) was calculated.
Thus, as in the previous section, we obtained an overall error on 27 curves, but here the
model parameters were identified only on 9 curves.
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However, the modeling of the 18 curves not used as “learning areas” requires rig-
orously knowing the value of Rcell (in ohmic losses, see Equation (4)) for each curve. In
order to simplify the problem, we have considered that the Rcell is only temperature and
current dependent (not over-stoichiometry dependent). Furthermore, it has been verified
(results are not shown here) that the use of only one value of Rcell per temperature does
not significantly reduce the accuracy (the global error is still 1.42% as in the previous
identification; see Section 5.1). Then, in order to model the 18 “other” curves, we will use
the Rcell from the 9 curves used for fitting and consider it constant per temperature but
dependent on current.

The identification process was applied simultaneously to the 9 curves with the Final
Model (see Figure 8). It gives an overall error on 27 curves of 1.46%, and the maximum
error at a given current level is about 30%, and it corresponds to the “anomaly” curve
at 140 ◦C − λH2/air = 1.35/1.5 (see Section 5.1). The second worst accuracy obtained is
equal to 7%, and it corresponds to the curve at 140 ◦C − λH2/air = 1.2/1.5 (compared to



Energies 2024, 17, 573 13 of 18

15% with the full design). Thus, removing the “anomaly” curve from the data used for
identification seems to increase the model accuracy on the left 140 ◦C curves. In fact, the
“anomaly” curve could perturb the identification by introducing uncommon data behavior
to the problem. Finely, the model “trained” on 9 curves is globally 2.8% less accurate
than the identification on 27 curves (see Section 5.1). However, three times fewer curves
have been used to identify the model parameters, which is very encouraging in order to
simultaneously reduce the number of experiments and obtain interesting accuracy (the
values of the identified parameters are given in Table 3).
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Figure 8. Experimental (o, •, and green) and modeled cell voltages with the Final Model using the full
factorial design (27 curves) for parameter identification (x, ∆, and red) and the Latin square design
(9 curves) for parameter identification (+, □, and purple) for the best (160 ◦C − λH2/air = 1.05/2.5)
and second worst (140 ◦C − λH2/air = 1.2/1.5) fit.

5.3. Impact of Cell Voltage Degradation

The MEAs experienced voltage degradation during the sensibility study, which has
been monitored by acquiring a reference VI curve at nominal conditions between each of
the 27 VI curves of the sensibility study (see Section 2 for more details). In the following, a
VI curve of the sensibility study will be called a SS-VI curve.

The voltage of each SS-VI curve at a given current density j has been corrected thanks
to the voltage degradation measured between the two consecutive reference VI curves
surrounding a given SS-VI curve with the following equation:

Ucorrected
cell (j) = Ucell(j)×

(
1 +

RD(j)
100

)
(11)

were Ucorrected
cell sates for the cell voltage of the SS-VI curve corrected by the voltage degrada-

tion measured, Ucell states for the cell voltage of the SS-VI curve, RD states for the relative
difference between the two consecutive reference VI curves surrounding the SS-VI curve:

RD(j) = 100 ×
((

Uref
after(j)− Uref

before(j)
)

/Uref
before(j)

)
(12)

were Uref
before and Uref

after are the measured voltages of the reference VI curves, respectively,
before and after the considered SS-VI curve.

Furthermore, the total cell resistance increases during the test. A difference of 2.8 mΩ·cm2

in the cell resistance was measured by EIS at 1.1 A·cm−2 between the beginning and the
end of the sensibility study. This difference leads to a maximum voltage loss of 3 mV at
1.1 A·cm−2. This loss of voltage was not taken into account in the following part of this
work. Then, the voltage is corrected for each VI, but not the measure of the total resistance
of the cell.
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Figure 9 shows the first and last reference VI curves obtained during the whole campaign.
One can see that the maximum relative difference is around 7.25% at 1.08 A·cm−2 which
corresponds to 8 mV and so a degradation rate of approximately 38 µV·h−1. Typical
degradation rates of around 4.5 µV·h−1 have been reported for BASF MEAs at a constant
current of 0.2 A·cm−2 [33]. This means that the sensibility study has a significant impact
on the aging of the cell. It therefore seems even more important to seek to minimize the
number of tests while maintaining the correct accuracy of the model, as we sought to do
with the approach presented in the previous section.
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relative difference between the two consecutive reference VI curves surrounding the SS-VI 
curve: 
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were 𝑈  and 𝑈௧  are the measured voltages of the reference VI curves, respectively, 
before and after the considered SS-VI curve. 

Furthermore, the total cell resistance increases during the test. A difference of 2.8 
mΩ·cm2 in the cell resistance was measured by EIS at 1.1 A·cm−2 between the beginning 
and the end of the sensibility study. This difference leads to a maximum voltage loss of 3 
mV at 1.1 A·cm−2. This loss of voltage was not taken into account in the following part of 
this work. Then, the voltage is corrected for each VI, but not the measure of the total re-
sistance of the cell. 

Figure 9 shows the first and last reference VI curves obtained during the whole cam-
paign. One can see that the maximum relative difference is around 7.25% at 1.08 A·cm−2 
which corresponds to 8 mV and so a degradation rate of approximately 38 µV·h−1. Typical 
degradation rates of around 4.5 µV·h−1 have been reported for BASF MEAs at a constant 
current of 0.2 A·cm−2 [33]. This means that the sensibility study has a significant impact on 
the aging of the cell. It therefore seems even more important to seek to minimize the num-
ber of tests while maintaining the correct accuracy of the model, as we sought to do with 
the approach presented in the previous section. 
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ciated relative difference (green and right axis). 
Figure 9. First (blue and left axis) and last (red and left axis) reference VI curves obtained and
associated relative difference (green and right axis).

Two parametric identifications, with the Final model, have been carried out on the
corrected VI curves: (i) an identification using all 27 corrected VI (in the same spirit of the
identification presented in Section 5.1) and (ii) an identification using only 9 VI curves
(in the same spirit of the identification presented in Section 5.2 with the Latin square
factorial design).

Table 3 presents some results and parameter values for each parametric identification.
One can see that all the identified parameters have the same order of magnitude compared
to the identification without voltage correction. The global error is even better after voltage
correction. A possible explanation could be the fact that trying to obtain a good fit on some
degraded curve can lead to the identification of unsuitable global parameters. Unfortu-
nately, the value of the reaction order γ is much lower with the corrected voltage and far
from its theoretical value of 0.5.

In view of these results, it appears to the authors that the degradation of the cell during
the tests does not refute the multi-VI method developed during this work or the relative
validity of the model under the conditions considered.

However, these results do not prove the relevance of this voltage correction method.
Indeed, the reference VI curves are obtained with a slope instead of the current stage in the
case of the SS-VI curve. Then, the steady-state regime is not reached in the case of reference
VI curves, which could lead to different voltage values. Also, the variation of the ohmic
resistance was not considered in this correction.

6. Conclusions

The sensibility study of 27 OCs tested permits the evaluation of the most prepon-
derant OCs impacting the cell voltage in steady-state operation: the temperature and the
air over-stoichiometry.

A first model (called the Basic Model) was developed, allowing us to obtain very
satisfying results on the curves obtained during the sensibility study with a model initially
developed for LT-PEMFC. In order to be able to predict the performance of the cell in a
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given OC, the model was improved based on the hypothesis that the impact of hydrogen
over-stoichiometry is negligible compared to the impact of temperature and air over-
stoichiometry. The main originality of this model is to consider the impact of air over-
stoichiometry simultaneously at “low current density” and “high current density." First,
with a simple analytical model of j0 where a correction of the partial pressure of oxygen in
the channels permits to estimate the partial pressure at active sites (i.e., in the catalyst layer).
The air over-stoichiometry impact at “high current density” is considered in the calculation
of jlim. The simplicity of this 0D model allows for fast results and saves computation time,
which can be useful in optimizing sizing, for example.

The so-called Final Model obtained used 6 times fewer parameters in order to model
the 27 curves, and this number is independent of the quantity of curves to model. However,
the global accuracy was divided by 2 compared to the Basic Model, which is still satisfying
for an industrial application working between 0.2 and 0.8 A·cm−2 for example. In fact, in
order to maximize the cell lifetime, it is recommended to avoid low and high voltages (i.e.,
high and low current density, respectively) in HT-PEMFCs [12,33]. Also, fixing α and γ
(22% reduction in parameter number) permits obtaining the same accuracy and similar
parameter values. Parameter values seem to be consistent with the literature, even if there
are few of them in the literature on HT-PEMFC at present.

The predictability of the model was also validated in the domain explored during
the sensibility study. The model shows remarkable accuracy on 27 curves by using only
9 curves to identify the parameters. The error was 2.8% higher than with the “training” on
27 curves, but 3 times fewer curves were used in order to identify the model parameters.
This result is one of the main contributions of this work because it is quite encouraging
for an industrial application in order to reduce the number of experiments and the cost of
model development.

Furthermore, the proposed “multi-VI” approach with only one set of parameters seems
to be an interesting way to converge towards the uniqueness of consistent parameters. In
fact, some of the parameters of the Basic Model are strongly correlated, like the couples
j0/α or jlim/β which can disturb parameter consistency. In the approach presented here,
α and β are forced to be common to all the curves, which permits partially uncorrelated
them to j0 and jlim respectively.

It was also observed that there was a negligible variation in the total resistance of the
cell measured by EIS (Rcell) with COs (except with temperature), which allows for easy
prediction of the voltage in untested COs.

In future work, it would be interesting to consider the hydrogen over-stoichiometry
in the model in order to be more generic with over-type HT-PEM cells where it could be
non-negligible. Furthermore, this work gives an interesting way to model the impact of
the over-stoichiometry with relatively simple equations (i.e., a 0D model with no fluid
dynamics computation), which seems to be much more difficult to perform with LT-PEMFC
technology. However, this work does not provide a better understanding of the underlying
mechanism that would explain the significant impact of the oxygen over-stoichiometry that
is observed with an HT-PEMFC.

It must be noticed that the HT-PEMFC technology shows remarkable stability even
under low gas over-stoichiometry. This is an advantage for improving modeling compared
to LT-PEMFC. Also, this could facilitate the production of oxygen-depleted air, which
can be used to inert the fuel tank of an aircraft. With the advantages of the HT-PEMFCs
presented in the introduction, this technology can be interesting for a particular application,
such as aeronautic transport, where both weight and volume are critical.
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