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Magnetic Resonance Fingerprinting (MRF) is an emerging technology
with the potential to revolutionize radiology and medical diagnostics. In com-
parison to traditional magnetic resonance imaging (MRI), MRF enables the
rapid, simultaneous, non-invasive acquisition and reconstruction of multi-
ple tissue parameters, paving the way for novel diagnostic techniques. In
the original matching approach, reconstruction is based on the search for
the best matches between in vivo acquired signals and a dictionary of high-
dimensional simulated signals (fingerprints) with known tissue properties. A
critical and limiting challenge is that the size of the simulated dictionary in-
creases exponentially with the number of parameters, leading to an extremely
costly subsequent matching. In this work, we propose to address this scala-
bility issue by considering probabilistic mixtures of high-dimensional ellip-
tical distributions, to learn more efficient dictionary representations. Mixture
components are modelled as flexible ellipitic shapes in low dimensional sub-
spaces. They are exploited to cluster similar signals and reduce their dimen-
sion locally cluster-wise to limit information loss. To estimate such a mixture
model, we provide a new incremental algorithm capable of handling large
numbers of signals, allowing us to go far beyond the hardware limitations en-
countered by standard implementations. We demonstrate, on simulated and
real data, that our method effectively manages large volumes of MRF data
with maintained accuracy. It offers a more efficient solution for accurate
tissue characterization and significantly reduces the computational burden,
making the clinical application of MRF more practical and accessible.

1. Introduction. Traditional Magnetic Resonance (MR) imaging relies on an analytical
resolution of dynamical equations using conventional tuning of the MR hardware through
sequences of pulses, each characterized by different values of parameters such as the flip
angle and repetition time. Standard quantitative MRI (qMRI) methods are based on a sin-
gle sequence for a single parameter measurement at a time. This leads to high scan times
for multi-parametric protocols as each parameter estimate involves one MR sequence. A re-
cent approach named Magnetic Resonance Fingerprinting (MRF, Ma et al. (2013)) has been
developed to overcome these limitations. The MRF protocol involves fast undersampled ac-
quisitions with time-varying parameters defining the MRF sequence that produces temporal
signal evolutions (named fingerprints) in each voxel. In the original proposal, a dictionary

Keywords and phrases: Dimension reduction, Clustering, Incremental learning, High dimensional mixture
models, Elliptical distributions, Expectation Maximization algorithm.
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search approach is used to compare the in vivo fingerprints with millions of numerical simu-
lations of MR signals for which the associated parameters are known. These millions of sim-
ulated signals compose the so-called dictionary. The values of the parameters corresponding
to the closest simulated signals or matches are then assigned to the associated in vivo vox-
els, allowing the simultaneous reconstruction of multiple quantitative maps (images) from
extremely undersampled raw images, using only one single sequence, thus saving consid-
erable acquisition time (Poorman et al., 2020; McGivney et al., 2020). From this, standard
relaxometry MRF allows reconstructing parameter maps for relaxation times T1 and T2, over
the whole human brain (1 mm3 spatial resolution) in 3 min (Ye et al., 2017; Gu et al., 2018)
compared to 30 min for a standard T1/T2 exam. Moreover, the flexibility of the numerical
simulations enables correction of system imperfections as well as some patient motions by
including them in the model and post-processing pipelines (Bipin Mehta et al., 2019). Thus,
MRF could be a game changer for emergency patients who need to complete exams in a
few minutes. The power of the MRF approach is not limited to the estimation of relaxation
times, in theory, it allows the measurement of any parameter that influences nuclear magne-
tization (e.g., microvascular networks), and could be added to the simulation model (Wang
et al., 2019a; Coudert et al., 2024). However, increasing the number of estimated parameters,
even moderately, induces the design of more complex sequences and increased reconstruction
times, from hours to days. This limits the clinical application of high-dimensional MRF and
necessitates the development of innovative processing methods. Consequently, a significant
focus is on improving MRF reconstruction methods, as reviewed by Tippareddy et al. (2021)
and Monga et al. (2024). In this work, we propose to focus on reducing the reconstruction
times of MRF when more than the main two parameters, T1, T2, are involved, including the
addition of δf the frequency offset, the sensitivity of the magnetic field B1, cerebral blood
volume (CBV), and microvascular geometry (e.g., vessel radius denoted as R).

MRF reconstruction is first recast as an inverse problem that can be solved using differ-
ent approaches as recalled in the next section. All approaches make use, at some stage, of
a dictionary of simulated pairs (parameters, signal), which represent our knowledge of the
link between tissue parameters and MR time series, through a so-called direct or forward
model. The dictionary is then either used to learn an inversion operator, from signal to tissue
parameters, or to search for the best fits between observed signals and simulated ones. The
approaches scalability relies thus greatly on their ability to extract efficiently the informa-
tion encoded in simulations. Efficiency has different aspects: for search-type methods, the
dictionary should not be too big, while for learning-based methods, the dictionary should
be informative enough. These potentially opposite requirements call for efficient representa-
tions of simulated data. We propose to explore a divide-and-conquer strategy by introducing
the framework of High Dimensional Mixtures of Elliptical Distributions (HD-MED). Proba-
bilistic mixtures of high-dimensional elliptical distributions allow us to learn more efficient
dictionary representations. Mixture components are modeled as flexible elliptical shapes in
low-dimensional subspaces. They are exploited to cluster similar signals and reduce their
dimension locally, at the cluster level, to limit information loss. To estimate such a mixture
model, we provide a new incremental algorithm capable of handling large numbers of signals,
allowing us to go far beyond the hardware limitations encountered by standard implementa-
tions. We demonstrate, on simulated and real data, that our method effectively manages large
volumes of MRF data with maintained accuracy. It offers a more efficient solution for accu-
rate tissue characterization and significantly reduces the computational burden, making the
clinical application of MRF more practical and accessible.

In the rest of the paper, we first recall in Section 2 the two main types of approaches
that have been investigated in the literature on MRF reconstruction. We then review related
work on efficient dictionary representations and specify our contributions in Section 3. The
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mixtures of elliptical distributions are presented in Section 4 with their use for dimension
reduction in Section 5. The incremental algorithm proposed for the mixture estimation is
presented in Section 6 and illustrated on MRF in Section 7.

2. MRF reconstruction as an inverse problem. An inverse problem refers to a situ-
ation where one aims to determine the causes of a phenomenon from experimental obser-
vations of its effects. In MRF, the goal is to infer from an observed signal a set of tissue
characteristics or parameter values that best account for the signal. Such a resolution gener-
ally starts with modeling the phenomenon under consideration, which is called the "direct"
or "forward problem." It is generally assumed that at least the numerical evaluation of the
forward model is available because experts have designed equations that can be solved either
analytically or numerically. The most common use of the forward model is via a simulator
that allows the creation of a database Df , usually referred to as a dictionary, of N signals
y1, . . . ,yN with yi ∈ Y ⊂ RM , generated (stored or computed on the fly) by running the
theoretical (physical) model f for many different tissue parameter values t1, . . . , tN with
ti ∈ T ⊂ RL and yi = f(ti). The generated tissue parameter values then only partially rep-
resent the full space T of possible values and correspond to a discrete grid in the full space.
In this context, we can distinguish two types of methods, referred to below as optimization
and learning approaches.

2.1. Optimization vs learning (or regression) approaches. Optimization approaches in-
clude the most used method in MRF, namely dictionary matching, often called, in other
domains, grid search, look-up-table or k-nearest neighbors. They consist of minimizing over
parameters t a merit function d expressing the similarity between the observed signal yobs

and simulated signal f(t),

t̂ ∈ argmin
t∈T

d(yobs, f, t) .(1)

Typically, d(yobs, f, t) = d(yobs, f(t)) = ||yobs − f(t)||2 . Solutions are searched in the full
T space but solutions could also be penalized as done in grid search methods. Indeed, in grid
search, the previous full search is replaced by a simpler look-up or matching operation mak-
ing use of the database Df , often created beforehand offline. The search space is significantly
reduced from a continuous space T to a discrete and finite Df . The speed gain is significant
in comparison to traditional optimization methods as retrieving a value from memory is of-
ten faster than undergoing an expensive usually iterative computation. Their disadvantage
is the instability of solutions. Many questions remain on how to choose the merit function,
how many yn in the look up table have to be kept to estimate parameters, how to choose
the look-up table, etc. When the number of parameters is small, grid search is suitable and
can provide very good predictions. However, for even moderate numbers of parameters, the
required number of elements in the dictionary renders grid search either intractable or inac-
curate. The technique is not amortized, for each new yobs, we have to compute the matching
score d(yobs,yn) for all yn in the dictionary. When the dimension of t increases, the dictio-
nary (and N ) has to be larger too for better accuracy. The computation of N matching scores
can become time consuming.

Regression or learning methods are more efficient in that sense and usually have better
amortization properties. In contrast to the previous ones, this category of methods has the
advantage of adapting easily to provide tractable solutions in the case of massive inversions
of high-dimensional data. The main principle is to transfer the computational cost and time
from individual pointwise predictions to the learning of a global inverse operator from Df .
The advantage is that once the operator is learned, it can be used, at negligible cost, for very
large numbers of new signals. Then, the nature of the inverse operator needs to be specified.
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Traditional learning or regression methods are not specifically designed for high dimensional
data but there has been a large literature covering this case, see e.g. Giraud (2014) for a re-
view. In MRF, a popular approach from Cohen, Zhu and Rosen (2018), uses a four-layer fully
connected network (DRONE) to learn the dictionary signals for reconstructing T1 and T2 pa-
rameters. Even though DRONE provides good results, this perceptron-based model loses the
temporal coherence of the signal. Recently, Cabini et al. (2024) proposed a Recurrent Neural
Network (RNN) with long-short term memory (LSTM) blocks, which yields better recon-
struction results for T1 and T2 with more robustness towards noisy acquisitions. However,
when more parameters need to be estimated, such as vessel oxygenation or radius (Christen,
Bolar and Zaharchuk, 2013; Christen et al., 2014), the dimensionality of the signals dramati-
cally increases. Barrier et al. (2024) demonstrated that a simple RNN is prone to catastrophic
forgetting, where the RNN well estimates the beginning of the signals but learns the end less
effectively. To mitigate this issue, they proposed using bidirectional LSTM (bi-LSTM) blocks
within the RNN architecture, ensuring that both the beginning and the end of the signal are
efficiently learned by the new bi-LSTM blocks. Despite the good results in reconstructing
T1, T2, and vascular parameters, bi-LSTM still faces challenges in learning the middle part
of the signals.

Generally, the dictionary is seen as a collection of simulated signals with no particular
spatial correlation. Another way to simulate signals is to acquire real parametric maps from
different subjects and then simulate the MRF images. This approach was first proposed by
Soyak et al. (2021) and later improved by Gu et al. (2024). Both studies utilize a UNet (Ron-
neberger, Fischer and Brox, 2015) to infer T1 and T2 directly using the entire MRF image
as an input to the network, preserving valuable spatial information. Given the high dimen-
sionality of the signals, the authors proposed adding attention layers (Vaswani et al., 2017)
to focus on the most important dimensions of the signals. More recently, Li and Hu (2024)
highlighted the limitations of using CNN, which have a restricted receptive field and capture
spatial information only locally. To overcome these limitations, the authors proposed using
a Local-Global vision Transformer to capture spatial information globally as well. However,
capturing spatial information has a cost. Indeed, one needs to acquire from a large group of
subjects multiple T1 and T2 maps, which takes about 30 min for a complete exam, making the
data acquisition process much more costly than using more conventional dictionaries. Addi-
tionally, since T1 and T2 need to be acquired at two different times, this method introduces
more errors from the registration of the acquired maps.

Finally, Boux et al. (2021) also proposed to use GLLiM (Deleforge, Forbes and Horaud,
2015), a model that casts MRF reconstruction into a Bayesian inverse problem and then
solves it using a learning approach. This method takes into account the high-dimensional
property of MRF signals by defining the low-dimensional variables as the regressors, which
in our case are the tissue parameters. By doing so, they start learning the low-to-high regres-
sion model from which they can derive the forward model parameters and then the high-to-
low regression model, from MRF signals to tissue parameters, as desired.

3. Related work and positioning. In practice, acquired MRF acquisitions come as 4D
matrix, made of a time series of 3D MRI images where each voxel contains the acquired, po-
tentially long, fingerprint signal. In this work, we focus on designing efficient representations
of large highly precise grids of simulated signals counterparts.

3.1. Parcimonious representations of dictionaries. The curse of dimensionality goes
with what is often called the bless of dimensionality, which refers to the fact that in high
dimensional data sets, useful information actually leaves in much smaller dimensional parts
of the data space. One approach to the MRF reconstruction problem is then to reduce the
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dimension of the dictionary beforehand to reduce the matching or learning cost. The first to
propose such an approach for efficient matching were McGivney et al. (2014), who applied
Singular Value Decomposition (SVD) to the dictionary of signals. Once the decomposition
is learned, one can project any new acquisition into the SVD low-dimensional subspace.
However, when the size of the dictionary increases, computing the SVD becomes costly as it
requires loading the complete dictionary into fast-access memory (e.g the RAM). To address
this, Yang et al. (2018) proposed using randomized SVD (Halko, Martinsson and Tropp,
2011). Golbabaee et al. (2019) also suggested applying SVD to the dictionary before training
a neural network. Other methods proposed a non-Euclidian analysis of the dictionary space
projecting the signals into a lower-dimensional manifold (Li and Hu, 2023). Reducing the di-
mension of high-dimensional dictionaries assumes that most of the information in the signals
can be captured and represented in a much lower-dimensional subspace. Classical techniques
include principal component analysis (PCA, Jolliffe and Cadima (2016)), probabilistic prin-
cipal component analysis (PPCA, Tipping and Bishop (1999a)), factor analyzers (FA), sparse
models (Zou, Hastie and Tibshirani, 2006; d’Aspremont et al., 2007; Archambeau and Bach,
2008), and newer methods such as diffusion maps (Coifman and Lafon, 2006). More flexible
approaches are based on mixtures of the previous ones, such as mixtures of factor analyzers
(MFA, McLachlan, Peel and Bean (2003)) introduced by Ghahramani and Hinton (1997) and
extended by McLachlan, Peel and Bean (2003); Baek and McLachlan (2011), and mixtures of
PPCA (MPPCA, Tipping and Bishop (1999b); Xu, Balzano and Fessler (2023)) with recent
generalizations (Hong et al., 2023; Xu, Balzano and Fessler, 2023). Another mixture ap-
proach is called HDDC in Bouveyron, Girard and Schmid (2007) and HD-GMM in Bouvey-
ron and Brunet-Saumard (2014) for High Dimensional Gaussian Mixture Models, which en-
compass many forms of MFA and MPPCA and generalize them. In particular HD-GMM can
be used to obtain multiple low-dimensional subspaces of different dimensions. For a review
on high-dimensional clustering via mixtures, see Bouveyron and Brunet-Saumard (2014).
Such a divide-and-conquer strategy has been used in MRF by first creating a global cluster-
ing of the signals and then reducing the dimension. This method was applied by Cauley et al.
(2015), who performed K-way partitioning of the dictionary before using multiple cluster-
associated PCA to reduce the dimension in each part. When matching a new signal, one first
determines which cluster it belongs to and then applies the projection learned by the associ-
ated PCA model. More recently, Ullah et al. (2023) proposed a simpler approach: applying
a clustering algorithm to the dictionary before utilizing GPUs for the dictionary matching
enabling fast matching without the need for dimensionality reduction. However this method
still faces issues when the number of parameters to estimate is larger than 3.

Most of these methods are designed for batch data and are thus sensitive to hardware
limits such as memory, restricting the amount of data they can process. For instance, some
dictionaries exceed terabyte sizes. A simple solution is to down-sample data sets before pro-
cessing, potentially losing useful information. Another approach is to design incremental,
also referred to as online, variants that handle data sequentially in smaller groups. A number
of incremental approaches exist for dimension reduction techniques, see the recent SHASTA-
PCA (Gilman et al., 2023) and references therein, or Balzano, Chi and Lu (2018) for a review.
To our knowledge, much fewer solutions exist for mixtures. Estimation of such models is
generally based on maximum likelihood estimation via the Expectation-Maximization (EM)
algorithm (McLachlan and Krishnan (2008)). A preliminary attempt for an incremental MP-
PCA can be found in Bellas et al. (2013) but it is based on heuristic approximations of the
EM steps.

3.2. Contribution. Herein, we propose to explore this divide-and-conquer strategy by
introducing the framework of High Dimensional Mixtures of Elliptical Distributions (HD-
MED) to get over the hump of estimating more than 2 parameters, e.g. T1, T2, δf , B1, CBV,
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R. Considering the reconstruction of 6 parameters makes the associated dictionaries both
large in size (an order of 13 terabyte of signals to considerably represent the tissues hetero-
geneity) and dimension, making our proposal twofold. Building on HD-MED, a generaliza-
tion of HD-GMM, we show how they can be used to simultaneously compress and cluster
large-scale high-dimensional MRF dictionaries, and more generally any dataset. We derive a
new incremental algorithm, based on a principled EM framework, to learn such a model from
potentially very large data volumes. We demonstrate the effectiveness of our approach on
MRF reconstruction, showing results comparable to the high-dimensional dictionary match-
ing referred to as full-matching in the next sections. This approach allows us to exceed the
resolution, size used in current implementations and to reconstruct a larger number of MR
parameter maps with improved accuracy, thereby advancing the clinical feasibility of MRF.

4. High Dimensional Mixtures of Elliptical Distributions. Elliptical distributions rep-
resent a family of distributions that contains Gaussian distributions but also heavy-tailed dis-
tributions, such as the Student distributions, that are often used as a more robust alternative
to the Gaussian family. In this paper, we consider a sub-class of elliptical distributions, which
can be expressed as infinite mixtures of Gaussian distributions.

4.1. Gaussian scale mixture (GSM) distributions. Scale mixtures of multivariate Gaus-
sian distributions are an important subclass of elliptical distributions whose definition is re-
called below. Scale mixtures of Gaussians share good properties with Gaussian distributions.
They are tractable, lead to tractable inference procedures and provide more robust results, in
contrast to Gaussian distributions that usually suffer from sensitivity to outliers.

DEFINITION 4.1 (Elliptical Distributions (ED)). A continuous random vector Y ∈ RM

follows a multivariate elliptical symmetric distribution if its probability density function (pdf)
p(y) is of the following form (see Cambanis, Huang and Simons (1981) or Kelker (1970)),

p(y) =Cp,g|Σ|−1/2g
(
(y−µ)⊤Σ−1(y−µ)

)
,(2)

where Σ ∈RM×M is the scale matrix with determinant |Σ|, µ ∈RM is the location or mean
vector, Cp,g is a normalizing constant such that the pdf p(y) integrates to one. The non-
negative function g is called the density generator and determines the shape of the pdf. When
Y has density (2), we write Y ∼ EM (µ,Σ, g).

Note that the scale matrix Σ is not necessarily equal to the covariance matrix, Σ is pro-
portional to the covariance matrix if the latter exists. The pdf of the multivariate normal
distribution is a special case of ED with g(u) = exp(−u2/2). Another member of the el-
liptical family is the multivariate Student distribution. This distribution is well-studied in
the literature (Kotz and Nadarajah, 2004) and admits a useful representation as a Gaussian
scale mixture. Denoting NM (y;µ,Σ) a M -variate Gaussian distribution with mean µ and
covariance matrix Σ, a Gaussian scale mixture distribution is a distribution of the following
form.

DEFINITION 4.2 (Gaussian scale mixture distributions (GSM)). If µ is aM -dimensional
vector, Σ is aM×M positive definite symmetric matrix and f is a pdf of a univariate positive
variable W ∈R+, then the M -dimensional density given by

p(y) =

∫

R+

NM

(
y;µ,

Σ

w

)
f(w) dw(3)

is said to be an infinite mixture of scaled Gaussians or Gaussian scale mixture (GSM) with
mixing distribution function f . If vector Y has density (3), we still write Y ∼ EM (µ,Σ, f)
and refer to W as the mixing variable.
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In practice, we will consider mixing distribution fθ that depends on some parameter θ
and also write Y ∼ EM (µ,Σ,θ). As already mentioned, famous GSM distributions include,
the multivariate Student distribution (when fθ is the pdf of a Chi2 variable), the Pearson
type VII distribution (when fθ is a gamma distribution) and the generalized Gaussian (when
a power of W follows the gamma distribution). It is straightforward to see that GSM are
elliptical distributions. However, not all elliptical distributions can be reduced to scale mix-
tures. For the previous reason, characterization and a way to represent elliptical distributions
as GSM are very valuable. In Gómez-Sánchez-Manzano, Gómez-Villegas and Marín (2006),
conditions are given under which elliptical distributions are GSMs. The issue of finding the
corresponding mixing distribution is also addressed. An illustration of these results for gen-
eralized Gaussian distributions is given by Gomez, Gomez-Villegas and Marin (2008).

4.2. Mixtures of High Dimensional GSM. Consider a data set of N independent obser-
vations {y1, . . . ,yN} ∈ RM assumed to be i.i.d. realizations of a random vector Y ∈ RM .
In addition, the data set is assumed to be made of K groups to be discovered. In this work,
we consider finite mixtures of GSM, assuming that the underlying subsets are distributed
according to different GSM in different proportions. In addition, to handle potentially high-
dimensional observations with GSM, we propose a specific parameterization of the scale
matrices.

DEFINITION 4.3 (Finite mixture model). Y follows a finite mixture model if its pdf
writes as

(4) p(y) =

K∑

k=1

πkfk(y),

where πk ∈ [0,1] are the mixing weights that sum to one, and fk is the conditional pdf of the
kth mixture component.

To simplify the notation, a finite mixture model where each pdf fk is the pdf of a GSM
distribution (3), E(µk,Σk,θk), is referred to as a mixture of ED (MED). The number of
parameters in MED grows quadratically with the dimension M due to the scale matrices
Σk. For large M , this can be problematic for the mixture estimation from a data set. In the
Gaussian mixture case, to reduce the number of parameters, Bouveyron, Girard and Schmid
(2007) proposed a family of parsimonious Gaussian mixture models, using the eigenvalues
decomposition of the covariance matrices. We extend this idea to MED by reparametrizing
the scale matrices Σk as follows,

(5) Σk =DkAkD
T
k ,

where Dk is a M ×M orthogonal matrix which contains the eigenvectors of Σk and Ak is a
M×M diagonal matrix that contains the associated eigenvalues in decreasing order. The key
idea introduced by Bouveyron, Girard and Schmid (2007) is to consider that each cluster lies
in a low-dimensional subspace of dimension dk <M , which can be expressed by assuming
that

(6) Ak = diag(ak1, . . . , akdk
, bk, . . . , bk),

where ak1, . . . , akdk
are the dk largest eigenvalues of Σk and bk is a small negligible value.

The dk eigenvectors associated to the first dk eigenvalues {ak1, . . . , akdk
} define a cluster-

specific subspace Ek, which captures the main cluster shape. The orthogonal subspace is
denoted by E⊥

k . Let D̃k consists of the dk first columns of Dk supplemented by (M − dk)
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zero columns and Dk = (Dk − D̃k). It follows that Pk(y) = D̃kD̃
T
k (y − µk) + µk and

P⊥
k (y) =DkD

T
k (y − µk) + µk are the projections of y on Ek and E⊥

k respectively. This
parameterization allows to handle high dimensional data in a computationally efficient way.
For instance the quadratic form of the Mahalanobis distance, appearing in the generator g in
(2), writes

(y−µk)DkA
−1
k DT

k (y−µk) = (y−µk)
T D̃kA

−1
k D̃T

k (y−µk)

+(y−µk)
TDkA

−1
k D

T
k (y−µk)

= ∥µk − Pk(y)∥2
Σ̃

−1

k

+
1

bk
∥y− Pk(y)∥2,(7)

where ∥.∥2
Σ̃

−1

k

is the norm defined by ∥y∥2
Σ̃

−1

k

= yT Σ̃
−1

k y with Σ̃
−1

k = D̃kA
−1
k D̃T

k . Equa-

tion (7) uses the definitions of Pk and P⊥
k and ∥µk − P⊥

k (y)∥2 = ∥y − Pk(y)∥2. The
gain comes from the fact that (7) does not depend on P⊥

k and thus does not require the
computation of the (M − dk) latest columns of Dk, the eigenvectors associated to the
smallest eigenvalues. Similarly, determinants can be efficiently computed as log(|Σk|) =
(
∑dk

m=1 log(akm))+(M −d)log(bk). This efficient parameterization, that now only depends
on matrix D̃k and not on the complete matrix Dk, is indicated by denoting the corresponding
ED as HEMdk

(
µk,D̃

∗
k,ak, bk,θk

)
, where D̃∗

k the matrix D̃k with the last zeros M − dk

columns omitted. We then refer to a MED coupled with this parameterization as a high-
dimensional MED (HD-MED).

DEFINITION 4.4 (HD-MED). A random vector Y ∈ RM follows a HD-MED distribu-
tion if for all k ∈ [1 : K], the conditional pdf of the kth mixture component fk is an ED
HEMdk

(
µk,D̃

∗
k,ak, bk,θk

)
with reparameterization given by (5) and (6). We denote

Y ∼MHEMd

(
(πk,µk,D̃

∗
k,ak, bk,θk)

K
k=1

)
.

With d= (d1, . . . , dk), ak = (ak1, . . . , akdk
).

5. Dimension reduction with HD-MED.

5.1. Latent variable dimension reduction. Standard PCA is defined without referring to
a probabilistic model. Given a set of observations in RM , their M ×M empirical covariance
matrix is decomposed into eigenvalues and eigenvectors and a number d << M of them
are retained. For any observation y ∈ RM , a lower dimensional representation can then be
obtained by considering its projection to a lower dimensional subspace ŷ = Σ̂

T
d y where Σ̂d

is the matrix containing the d first eigenvectors of the empirical covariance matrix. If needed,
its reconstruction in RM , optimal in the sense of the squared reconstruction error, can be
obtained with ỹ= Σ̂dŷ. Alternatively, if y is assumed to be a realization of a random vector
Y ∼ HEMd

(
µ,D̃∗,a, b,θ

)
, a low dimensional representation of y can be justified using

the following latent variable model representation of Y.

PROPOSITION 5.1 (HD-ED latent variable model). Let d ≤M − 1, Y ∈ RM , X ∈ Rd,
E ∈ RM , W ∈ R+ be random variables, V ∈ RM×d a matrix of linearly independent
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columns, µ ∈ RM a vector and fθ the pdf of a positive univariate random variable defined
by some parameter θ. Assume that

Y = V X+µ+E

(X|W =w)∼N (0d,w
−1Id)

(E|W =w)∼N (0M , b w
−1IM )

W ∼ fθ

then,

Y ∼HEMd

(
µ,D̃∗,a, b,θ

)
,

with bIM +V V T =DADT and A= diag(a1, . . . , ad, b, . . . , b).
Additionally, denoting by U = bId +V TV , we have,

(X|Y = y,W =w)∼N (U−1V T (y−µ),w−1bU−1) .(8)

It follows that E[Y|X= x] = V x+µ and E[X|Y = y] =U−1V T (y−µ) .

PROOF. It comes from the first three assumptions that

(Y|W =w)∼N (µ,w−1(V V T + bIM ))

and from the GSM definition 4.2 that

Y ∼ EM (µ,V V T + bIM , fθ) .

Since V V T is of rank d, V V T + bIM admits an eigenvalue decomposition DADT as
stated.

Distribution (8) follows from standard Gaussian vectors properties. Using the tower prop-
erty, it comes then E[Y|X = x] = E[E[Y|X = x,W ]] = V x + µ and E[X|Y = y] =
E[E[X|Y = y,W ]] =U−1V T (y−µ).

The previous proposition states that a realization y ∈ RM from an HD-ED, can also be
seen as originating from a generative model with a lower-dimensional latent variable X ∈
Rd. Hence, a natural alternative to the standard PCA projection, is the conditional mean
ŷ= E[X|Y = y], that is

(9) ŷ=Q(y) =U−1V T (y−µ),

and as a reconstruction or an approximation of the original information, the conditional mean
ỹ = E[Y|X = ŷ], that is ỹ = V ŷ + µ. Using the previous formulas, lower dimensional
representations can thus be obtained using U and V but when estimating the parameters of
the HD-ED, we get estimates for A and D instead. However, using that V is of rank d and
DADT = bIM +V V T , we can set

(10) V = D̃∗√diag(a1, . . . , ad)− bId,

and deduce U straightforwardly.
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5.2. Cluster globally, reduce locally. The proposed dimension reduction and reconstruc-
tion, using the HD-ED model, generalizes to GSM, PPCA (Tipping and Bishop, 1999c) and
robust PPCA (Archambeau, Delannay and Verleysen, 2006), the former using Gaussian and
the latter Student distributions. Both have been extended to account for potential hetero-
geneity in data, considering mixtures, with the MPPCA model (Tipping and Bishop, 1999d)
and its Student-based robust version (Archambeau, Delannay and Verleysen, 2008). In these
models, all clusters are assumed to live in subspaces of the same dimension d. In the Gaus-
sian case, an extension, allowing varying reduced dimensions dk across clusters, have been
proposed by Bouveyron, Girard and Schmid (2007) with their high dimensional Gaussian
mixture model (HD-GMM). The proposed HD-GMM parameterization allows to handle high
dimensional data in a computationally efficient way. However, it does not provide an actual
lower dimensional representation of the data. While such a reduced-dimensional representa-
tion may often not be needed, it may be crucial to deal with hardware or software limitations.
Originally, HD-GMM have not been designed for dimension reduction or compression but
rather for clustering and density estimation in high-dimensional heterogeneous settings. Our
HD-MED model uses the same efficient decomposition of the covariance matrix but gener-
alizes it to the scale matrix of a GSM distribution. In addition, we describe how it can be
further exploited as a dimension reduction technique. As finite mixture models, HD-MED
can be used for clustering data into K clusters. For any possible observation y, a HD-MED
model provides a probability rk(y) that y is assigned to cluster k for each k ∈ [1:K]. Using
(9), a reduced-dimension representation ŷk of y, for each of the K different subspaces, is
denoted by ŷk =Qk(y) and given by,

(11) ŷk =Qk(y) =U−1
k V T

k (y−µk),

while its reconstruction y̌k in the original space is given by

y̌k = Vkŷk +µk .

In practice, it is reasonable to use as a reduced-dimension representation of y only the one
corresponding to the most probable cluster k, i.e. with the highest rk(y). In this setting, HD-
MED acts as a divide-and-conquer paradigm by initially clustering the data into K clusters
and then performing cluster-specific data reduction. The divide step allows a much more
effective reduction than if a single subspace was considered, while in the conquer step, lit-
tle information is lost, as for any new observation y, cluster assignment probabilities rk(y)
can be straightforwardly computed to decide on the best reduced representation to be used.
However, for subsequent processing, it is important to keep track of clustering information
for each observation. The reduced representations cannot be pooled back altogether, as they
are likely to become impossible to distinguish across clusters. Also, as summarized in Algo-
rithm 1 and illustrated in Section 7, each reduced cluster may have to be processed separately
but this additional cost is negligible compared to the hardware and software gain of a more
efficient representation.

In practice, the Expectation-Maximization (EM) algorithm (Dempster, Laird and Rubin
(1977)), that iteratively computes and maximizes the conditional expectation of the complete-
data log-likelihood, is commonly used to infer the parameters of finite mixture models. The
number of clustersK , and their respective inner dimension dk are hyper-parameters that need
to be tuned prior to the EM steps. As a simple solution, we use the Bayesian Information Cri-
terion (BIC) to tune K and the dk’s at the same time. In contrast to MPPCA solutions which
assume the same subspace dimension d for all clusters, the possibility to handle different dk’s
and to allow non Gaussian cluster shapes is important for the target applications involving
datasets that are very large. Using different dimensions across clusters is likely to yield a
more efficient reduced representation of the data as illustrated in Section 7.
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However, the standard, or batch EM algorithm needs all the dataset to be loaded in a fast
access memory (e.g the RAM) which is often limited as this kind of memory is expensive.
In the case of large-scale dataset, the RAM is often overloaded and supported by a slow-
memory which makes the iterations of the EM very slow. Batch sizes are then limited by
resource constraints, so that very large data sets need either to be downsampled or to be
handled in an incremental manner. Incremental versions of EM exist and can be adapted to
our setting. In section 6, we provide a way to deal with this large-scale case by using an
online version of the EM algorithm.

6. Online Learning of High Dimensional Mixtures of Elliptical Distributions.

6.1. Online EM, main assumptions. When the data volume is too large the EM algo-
rithm becomes slow because of multiple data transfer between the RAM and the store of the
computer. A way to handle large volumes is to use online learning. Online learning refers to
procedures able to deal with data acquired sequentially. Online variants of EM, among others,
are described in Cappé and Moulines (2009); Maire, Moulines and Lefebvre (2017); Karimi
et al. (2019a,b); Fort, Moulines and Wai (2020); Kuhn, Matias and Rebafka (2020); Nguyen,
Forbes and McLachlan (2020). As an archetype of such algorithms, we consider the online
EM of Cappé and Moulines (2009) which belongs to the family of stochastic approximation
algorithms (Borkar (2009)). This algorithm has been well theoretically studied and extended.
However, it is designed only for distributions that admit a data augmentation scheme, or a
latent variable formulation, yielding a complete likelihood of the exponential family form,
see (12) below. This case is already very broad, including e.g. Gaussian, gamma, Student
distributions and mixtures of those. We recall the main assumptions required and the online
EM iteration, based on a latent variable formulation.

Assume (Yi)
N
i=1 is a sequence of N i.i.d. replicates of a random variable Y ∈ Y ⊂ RM ,

observed one at a time. Extension to successive mini-batches of observations is straightfor-
ward (Nguyen, Forbes and McLachlan (2020)). In addition, Y is assumed to be the visible
part of (Y,Z), where Z ∈ Rl is a latent variable, e.g. the unknown component label in a
mixture model or a mixing weight in a GSM formulation, and l ∈ Z+. For i ∈ [1 :N ] then,
each Yi is the visible part of (Yi,Zi). Suppose Y arises from some data generating process
(DGP) characterised by a probability density function f (y;Θ0), with unknown parameters
Θ0 ∈ T⊆Rp, for p ∈ Z+.

Using the sequence (Yi)
N
i=1, the method of Cappé and Moulines (2009) allows to sequen-

tially estimate Θ0 provided the following assumptions are met:

(A1) The complete-data likelihood for (Y,Z) is of the exponential family form:

(12) fc (y,z;Θ) = h (y,z) exp
{
[s (y,z)]⊤ϕ (Θ)−ψ (Θ)

}
,

with h :RM+l → [0,∞), ψ :Rp →R, s :RM+l →Rq , ϕ :Rp →Rq , for q ∈ Z+.
(A2) The function

s̄ (y;Θ) = E [s (Y,Z) |Y = y;Θ](13)

is well-defined for all y and Θ ∈ T, where E [·|Y = y;Θ] is the conditional expectation
when X arises from the DGP characterised by Θ.

(A3) There is a convex S ⊆ Rq , satisfying: (i) for all γ ∈ (0,1), s ∈ S, y ∈ Y , and Θ ∈ T,
(1− γ) s+γs̄ (y;Θ) ∈ S; and (ii) for any s ∈ S, the functionQ (s;Θ) = s⊤ϕ (Θ)−ψ (Θ)
has a unique global maximizer on T denoted by

(14) Θ̄ (s) = argmax
Θ∈T

Q (s;Θ) .
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Let (γi)
N
i=1 be a sequence of learning rates in (0,1) and let Θ(0) ∈ T be an initial estimate

of Θ0. For each i ∈ [1 : N ], the online EM of Cappé and Moulines (2009) proceeds by
computing

(15) s(i) = γis̄(yi;Θ
(i−1)) + (1− γi) s

(i−1),

and

(16) Θ(i) = Θ̄(s(i)),

where s(0) = s̄(y1;Θ
(0)). It is shown in Theorem 1 of Cappé and Moulines (2009) that when

N tends to infinity, the sequence (Θ(i))i=1:N of estimators of Θ0 satisfies a convergence
result to stationary points of the likelihood (cf. Cappé and Moulines (2009) for a more precise
statement).

6.2. Online EM for HD-ED. In this subsection, we derive the online EM algorithm for
HD-ED. The extension to mixtures of those (HD-MED) is straightforward and is detailed in
Nguyen and Forbes (2022) or in the supplementary Section 1. The weight W distribution f
in the GSM formulation (3) is assumed to belong to the exponential family. This case may
seem restrictive but it encompasses a number of ED as the Gaussian, Student, Normal Inverse
Gamma with no skewness etc. distributions.

PROPOSITION 6.1 (HD-ED exponential form). Let Y be a HD-ED distributed variable,
Y ∼HEMd(µ,D̃

∗,a, b,θ), and W a weight variable with pdf fθ . The set of parameters is
denoted by Θ= (µ,D̃∗,a, b,θ), with D̃∗ defined by its column vectors D̃∗ = [d1, . . . ,dd].
If W belongs to the exponential family, i.e. fθ(w) = hw(w) exp

[
sw(w)

Tϕw(θ)−ψw(θ)
]
,

the complete data likelihood

(17) fc(y,w;Θ) = fθ(w)NM (y;µ,w−1DADT ),

can be expressed in an exponential family form (12) with

(18)

s(y,w) =




wy
w vec(yyT )
wyTy
w

sw(w)



, ϕ(Θ) =




d∑
m=1

(
1
am

− 1
b

)
dmdT

mµ+ 1
bµ

1
2

d∑
m=1

(
1
b − 1

am

)
vec(dmdT

m)

− 1
2b

1
2

d∑
m=1

(
1
b − 1

am

)
µTdmdT

mµ− 1
2bµ

Tµ

ϕw(θ)




,

ψ(Θ) =
1

2

d∑

m=1

logam +
M − d

2
log b+ψw(θ),

where vec denotes the vectorization operator (Schott (2016)).

PROOF. The proof is detailed in supplementary Section 2.

The online EM algorithm (OEM) consists, as the batch EM, of two steps, the first one
is the computation of the sufficient statistics (13), and the second one is the maximization
of the likelihood (14). For the first step, we need to compute s (y;Θ) = E[s(Y,Z)|Y =
y;Θ]. This quantity requires to compute the following expectations E[W |Y = y;Θ], and
E[sw(W )|Y = y;Θ].
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PROPOSITION 6.2 (Expectations of sufficient statistics). Let Y ∼HEMd(µ,D̃
∗,a, b,θ),

Θ =
(
µ,D̃∗,a, b,θ

)
, and W the mixing variable W ∼ fθ . Then Y has density (2) with

generator g and Mahalanobis distance u= (y−µ)TDA−1DT (y−µ) defined as in (7). It
follows that

E [W |Y = y;Θ] =− 2

(2π)M/2

g′(u)
g(u)

.(19)

where g′ denotes the derivative of g.

PROOF. According to equations (2) and (3), we have

E [W |Y = y;Θ] =
1

(2π)M/2g(u)

∫

R+

w fθ(w) exp(−
w

2
u)dw

=− 2

(2π)M/2

g′(u)
g(u)

,

which proves equation (19).

In contrast, there is no general formula for the expectation of sw(W ), which depends on
the mixing distribution fθ . Once the expectation of the sufficient statistics in (13) is com-
puted, we can update it following (15).

The next OEM step is the maximization step described in (14), which gives an estimation
of the parameters at each iteration. The solution for θ varies with fθ , but solutions for µ, A,
and D̃∗ can be derived as follows. Let Θ̄(s) be defined as the unique maximizer of function
Q(s,Θ) = sTϕ(Θ) − ψ(Θ) with s a vector that matches the definition and dimension of
ϕ(Θ) in (18), and can be conveniently written as

(20) s=




s1
vec(S2)
s3
s4
s5



,

with s1 a M -dimensional vector, S2 a M ×M matrix, and s3, s4, s5 three scalar values.
Parameters are updated by maximizing Q with respect to Θ. Θ̄(s) is defined as the root of
the first-order condition

(21) Jϕ(Θ)s− ∂ψ

∂Θ
(Θ) = 0,

where Jϕ(Θ) = ∂ϕ
∂Θ is the Jacobian of ϕ, with respect to Θ. Computing gradients leads to

Θ̄(s) = (µ(s),D̃∗(s),A(s),θ(s), where µ(s), and A(s) are closed form, and D̃∗(s) can
be found using Riemannian optimization.

PROPOSITION 6.3 (Maxima). We proceed in a ECM-like procedure (Meng and Rubin
(1993)) by optimizing each parameters separately and incorporating them during the opti-
mization of each other parameters. (µ,A) can be optimized easily using (21) and computing
the gradients gives

µ=
s1
s4
,(22)
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am = dT
m

(
S2 + s4µµ

T − 2µsT1
)
dm for m ∈ [1 : d],(23)

b=
1

M − d

(
s4µ

Tµ+ s3 − 2µTs1 −
d∑

m=1

am

)
.(24)

The maximisation in D̃∗ has to take into account that D̃∗ ∈ St(M,d), the Stiefel manifold
of the M × d matrices. Plugin-in the expressions of µ and A above and omitting parts that
depend on θ we have,

(25) D̃∗ = argmax
D̃∗∈St(M,d)

d∑

m=1

(
1

am
− 1

b

)
dT
m

(
2µsT1 −S2 − s4µµ

T
)
dm.

For θ̄, a general closed-form expression is not available, but if there are no particular con-
straints it results from solving the following equation

(26) s5
∂ϕw

∂θ
(θ̄)− ∂ψw

∂θ
(θ̄) = 0.

PROOF. We compute the gradients and use (21) for µ and A, however for the vector D̃∗

we only plug-in the optimized values µ, and A in (17) and solve

(27) argmax
D̃∗∈St(M,d)

sTϕ
(
µ,A,D̃∗

)
−ψ

(
µ,A,D̃∗

)
.

Algorithm 1 Divide & Conquer high dimensional matching for MRF reconstruction

Input Dictionary of (signal, parameters) pairs Df = {yi, ti}i=1:N , N >> 1, ti ∈ RL , yi ∈ RM , M >> 1.

In vivo acquired signals {ỹj}j=1:Ñ
, ỹj ∈ RM .

1: Reduced dimension representation of the dictionary: {ŷi, ti, r.(yi)}i=1:N

1.1 Online HD-MED inference from {yi}i=1:N : K clusters, dk <M for k ∈ 1 :K =⇒ cluster assign-
ment probabilities and cluster-wise projections (r,Q) = {rk(·),Qk(·)}k=1:K

1.2 Cluster-wise fingerprint reductions: {yi}i=1:N ,r,Q =⇒ {ŷi = Qk(yi), i ∈ Ik} with
Ik = {i, s.t k = argmax

ℓ
rℓ(yi)}, for k = 1 :K

2: Cluster-wise matching of acquired signals:

2.1 Cluster-wise invivo signal reductions: Use learned (r,Q) from step 1.1 to obtain {Qk(ỹj), j ∈ Ĩk}
with Ĩk = {j, s.t k = argmax

ℓ
rℓ(ỹj)}, for k = 1 :K

2.2 Matching: For k ∈ 1 :K , for j ∈ Ĩk , determine i(ỹj) = arg min
i∈Ik

d(Qk(ỹj), ŷi) and set t̃j = ti(ỹj)

Return Matched tissue properties {t̃j}j=1:Ñ
, t̃j ∈ RL

7. Application to magnetic resonance fingerprinting (MRF) reconstruction. MRF
is able to provide multiple quantitative tissue parameters images from shorter acquisition
times, thanks to the simultaneous application of transient states excitation and highly under-
sampled k-space read-outs. These two aspects have a combined impact on acquisition times
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and image reconstruction accuracy. More undersampling allows more parameter estimations
in reasonable acquisition times but is also responsible for larger undersampling errors, noise
and artifacts, reducing map reconstruction accuracy.

In some earlier work (Oudoumanessah et al., 2024), the Gaussian version of our procedure,
referred to as HD-GMM, was evaluated, for the reconstruction, in an ideal setting, of fully
sampled acquisitions, targetting L= 3 parameters. In this scenario, it was reported that HD-
GMM, coupled with the online EM algorithm, achieved results comparable to full dictionary
matching while significantly reducing reconstruction times. However, as we report in this
section, HD-GMM performance degrades when dealing with largely undersampled acquisi-
tions and becomes inadequate for estimating six parameters. In contrast, performance can be
maintained by considering an elliptical version of our procedure (HD-MED) less sensitive to
outliers.

In this section, we thus show how we can accurately reconstruct six parameter maps from
in vivo undersampled acquisitions (Section 7.1) by leveraging an extensive high-resolution
dictionary (Section 7.2) and the HD-MED model. Algorithm 1 provides a schematic sum-
mary of our procedure. Figure 1 provides an illustration of our matching strategy or step 2
in Algorithm 1, once the HD-MED model has been estimated. Each acquired signal is first
assigned to one of the learned clusters, and reduced accordingly to be then matched to the
best dictionary signal in the corresponding cluster. It leads to improvements in both mem-
ory management complexity and reconstruction speed for parameter maps when compared
to traditional dictionary matching, see Section 7.5.

We compare two instances of HD-MED, namely HD-GMM and HD-STM, where the mix-
ture components are respectively set to Gaussian and Student distributions. The computations
for the corresponding OEM are detailed in Section 3 of the Appendix. All the experiments
are performed with a Python code using the JAX library (Bradbury et al., 2018) with Nvidia
V100-32gb GPU except for the dictionary generation part that is done with a mix of Matlab
and Python. The Python code is available at https://github.com/geoffroyO/HD-MED.

7.1. Undersampled MRF acquisitions. In vivo acquisitions were conducted on 6 healthy
volunteers (28±5.5 years old, 3 males and 3 females) using a 32-channel head receiver ar-
ray on a Philips 3T Achieva dStream MRI at the IRMaGe facility (MAP-IRMaGe proto-
col, NCT05036629). This study was approved by the local medical ethics committee and
informed consent was obtained from each volunteer prior to image acquisition. The imag-
ing pulse sequence was based on an IR-bSSFP acquisition. 260 repetitions were acquired
following the parameters proposed in Coudert et al. (2024). The acquisitions were per-
formed using quadratic variable density spiral sampling (12 interleaves out of 13), matrix
size=192x192x(4-5), voxel size=1.04x1.04x3.00 mm3 for a total scan duration of 2 minutes
per slice. While the acquisition time may appear high for an MRF context compared to Gu
et al. (2018), where full T1 and T2 maps are generated in 2 minutes, the longer sequences in
Coudert et al. (2024) account for vascular parameters without requiring contrast agents.

Spiral sampling in MRI involves acquiring data in a spiral trajectory through k-space, cov-
ering the center first and gradually moving outward, which allows for faster data acquisition
and more efficient use of the scanner’s gradients. However, this method leads to undersam-
pling noise, manifesting as artifacts, because it captures less information about the image,
reducing the ability to accurately reconstruct fine details (Körzdörfer et al., 2019). It results
in a number Ñs ≈ 140,000−180,000 of in vivo MR signals per subject s, each of dimension
M = 260, and a total number Ñ of approximately Ñ = 960,000 signals to be matched for
the reconstruction of L= 6 parameter maps for 6 subjects.
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Fig 1: HD-MED-based low-dimensional signal matching step (step 2 of Algorithm 1) Green
block: each acquired signal is assigned to one of the K HD-MED learned clusters and re-
duced accordingly using the assigned cluster projection. Blue block: reduced acquired signals
are then matched with their closest reduced simulated counterpart in the cluster.

7.2. MRF dictionary. As introduced, the MRF sequence used here is a bSSFP-derived
sequence. This type of sequence has been preferred because of its sensitivity to local fre-
quency distributions related to microvascular structures in the imaging voxel. To account for
this, the MRF dictionary is generated using the approach described in Coudert et al. (2024).
First a base dictionary Df0 is simulated using Bloch-equations for different combinations of
(T1, T2, B1, δf ) browsed through a 4-dimensional regular grid. Simulations were made at a
magnetic field strength of 3.0T, on a regular parameter grid made of 20 T1 values (from 200
to 3500ms), 20 T2 values (from 10 to 600ms), 10 B1 values (from 0.7 to 1.2) and 100 fre-
quency offset δf values (from −50 to 49 Hz with an increment of 1 Hz), keeping only signals
for which T1>T2, resulting in an initial 390,000 entries dictionary. These Bloch simulations
are obtained using an in-house mix of Python and Matlab code based on initial implementa-
tion by B. Hargreaves (Hargreaves). The relaxometric parameters vary within the dictionary
to allow their estimation. B1 is varied to ensure the realism of the dictionary, given the se-
quence’s sensitivity to this parameter, which could otherwise bias the estimation of the other
parameters. Finally, varying δf values are necessary to compute microvascular contributions,
as detailed below.

To build signals that capture additional microvascular network’s blood volume (CBV) and
mean vessel radius (R) information, we follow a construction proposed by Coudert et al.
(2024). Microvascular network segmentations are used to pre-compute 2500 different intra-
voxel frequency distributions centred at δf values. A CBV and R value characterizes each
distribution. Using these pre-computed distributions, new signals are obtained by summing
signals from the base dictionary weighted according to each frequency distribution. It results
an expanded 6-dimensional dictionary Df of almost N = 400,000,000 signals of dimension
M = 260, encoding for (T1, T2, B1, δf , CBV , R). Figure 2 gives an illustration on how
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Fig 2: Illustration of the base dictionary expansion. The blue signal corresponding to a non-
blood voxel with associated T1, T2, B1 and δf values. By convoluting this signal along the
δf dimension with two different frequency distributions corresponding to different values of
CBV and R, the resulting orange and green signals are then obtained for voxels with the
same T1, T2, B1 and δf values as the blue signal but with different CBV and R values.

this operation changes a given signal in the base dictionary into 2 new signals depending on
values of CBV and R.

7.3. Model selection and initialization. The only two hyperparameters that need to be set
are the number of mixture components K and the desired reduced dimension vector d. For
mixture models,K can be selected using the Bayesian Information Criterion (BIC) (Schwarz,
1978), which requires running multiple models with varying K values and finding the elbow
or the minimum of the BIC curve. The desired dimension vector d is automatically set during
an initialization step, which makes K the only parameter that the user needs to set prior to
running the OEM algorithm.

The initialization step includes determining the reduced dimension vector d. We randomly
choose a subset of the dictionary that fits into memory and run a batch full covariance EM
algorithm to determine a first estimation of the Σk’s. These estimations are decomposed into
eigenvalues and eigenvectors to determine Dk’s and Ak’s. For each k, dk is then determined
by applying a scree plot to the eigenvalues using the kneedle algorithm (Satopaa et al., 2011),
ak is then initialized to the first dk eigenvalues, and the last eigenvalues are averaged to
initialize bk. This kind of initialization of Dk and Ak is called spectral initialization and is
similar to the one proposed by Hong et al. (2021), proving to be relatively stable compared
to other types of initializations.

In Figure 3 (left), we show the different BIC curves for HD-GMM and HD-STM models
trained on the dictionary of signals with K varying from 5 to 80. The elbows of the curves
are found at K = 30 for HD-GMM, and at K = 25 for HD-STM. Figures 3 (middle and
right) show the different vectors d obtained for varying K . The larger the points, the higher
the number of components having the reduced dimension indicated on the y-axis. Most of
these dimensions are between 5 and 40, meaning that the original M = 260 signal dimension
can be reduced by a factor of approximately 7 to 10 leading to a reduction from 13 To
to approximately 1.5 To of signals stored in memory. To check, how much is lost in this
reduction, we compute the root mean square error (RMSE) between the dictionary yi signals
and their reconstructions y̌i from their reduced representations (11),

RMSE =

√√√√ 1

N

N∑

i=1

(yi − y̌i)2 .
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Fig 3: Model selection. BIC scores (left) and clusters dimensions, with respect to the number
of components K , for HD-GMM (middle) and HD-STM (right) applied to signals of dimen-
sion M = 260. Points sizes reflect the proportion of clusters with a given dimension (y-axis).

Figure 4 shows as expected that the reconstruction RMSE decreases when K increases
and is smaller for HD-STM in particular for small values of K . For the selected K values it
represents about 2.5% of the signal.

Fig 4: Dictionary reduction loss as mea-
sured by RMSE values over the dic-
tionary signals, for HD-GMM and HD-
STM, with respect to the number of com-
ponents K .

Fig 5: Parameter maps comparison. Av-
erage SSIM in [-1,1], the higher the bet-
ter, and standard deviation over subjects,
between HD-GMM (resp. HD-STM) and
full matching maps.

7.4. Tissue and sensitivity parameters reconstruction. For the six subjects, we compare
the parameter maps obtained with our Algorithm 1 using HD-GMM and HD-STM to that
obtained with traditional matching, referred to as full matching (i.e., matching with uncom-
pressed signals). While full matching cannot be considered the ground truth, it remains the
reference method due to its robustness to the slightly undersampled MRF acquisitions used
in this study, as demonstrated in (Coudert et al., 2024), despite its high computational and
memory demands.

Table 1 reports for each of the 6 parameters, the distances to full matching parame-
ter estimations, showing the average Mean Absolute Errors (MAE) across voxels for all
nsubject = 6 subjects and all slices. For another comparison that takes into account the image
structure, Figure 5 shows the reconstruction quality as measured by the structural similarity
index measure (SSIM) (Wang et al., 2004), for both HD-STM and HD-GMM when com-
pare to full matching, for each parameter and averaged over subjects. The SSIM is a decimal
value between -1 and 1, where 1 indicates perfect similarity, 0 indicates no similarity, and -1
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indicates perfect anti-correlation.

MAE =
1

nsubject

nsubject∑

s=1

1

Ñs

Ñs∑

j=1

|t̃j,s − tmatch
j,s |,

SSIM =
1

nsubject

nsubject∑

s=1

SSIM
(
(t̃j,s)1≤j≤Ñs

, (tmatch
j,s ))1≤j≤Ñs

)
.

TABLE 1
Parameter maps reconstruction. Average MAE and standard deviation, over voxels and subjects, for HD-GMM

(K = 30) and HD-STM (K = 25) with respect to full matching. Best values in bold.

Parameter T1 (ms) T2 (ms) δf (Hz) B1 sensitivity (10−3) CBV (%) R (µm)

HD-GMM 462± 29 325± 17 10± 1 92± 18 5± 0.8 2± 0.03
HD-STM 78± 14 5± 2 6± 1 40± 5 1.5± 0.5 1.6± 0.06

HD-STM consistently outperforms HD-GMM across all parameters, as evidenced by Fig-
ures 5 and Table 1. HD-STM achieves superior SSIM and MAE values, indicating better
structural correspondence. This advantage is particularly pronounced for parameters such
as T1 and T2, where HD-STM demonstrates robust reconstruction capabilities, whereas HD-
GMM fails to accomodate too much undersampling noise. However, for parameters like CBV
and R, HD-STM’s performance declines, suggesting that these parameters are inherently
more challenging to model accurately. In these cases, HD-GMM yields the lowest SSIM val-
ues and the highest MAE values, further underscoring its limitations. Overall, while HD-STM
proves to be the more reliable method, the significant variability across subjects—particularly
for δf and CBV—and the observed SSIM drop for R highlight the need for further refine-
ments.

For another assessment of the maps quality, Table 2 presents the mean values and standard
deviations of T1, T2, CBV , and R, computed over voxels in white and gray matter ROIs
delineated on T1 maps obtained from full matching. Compared to the ranges for healthy sub-
jects reported by Wansapura et al. (1999); Bjørnerud and Emblem (2010); Delphin et al.
(2023), HD-STM produces values that are both more consistent with expected ranges and
closer to those obtained using full matching than to those derived from HD-GMM. In par-
ticular, with HD-GMM, T2 values significantly depart from the literature reference, as also
visible in Figure 6.

Indeed, the conclusions drawn from Figure 5 and Tables 1–2 are further illustrated in Fig-
ure 6. This figure highlights HD-GMM’s failure to reconstruct parameters accurately, even
when some estimates fall within healthy ranges reported in the literature from Table 2. In
contrast, HD-STM consistently delivers parameter estimates for T1, T2, δf , and B1 that are
nearly artifact-free and closely aligned with expected values. Additionally, HD-STM effec-
tively captures primary structures and generates homogeneous maps for vascular parameters
such as CBV and R even though minor residual shim artifacts persist, these are likely due to
the high degree of undersampling in the acquired images.

7.5. Computation times. Experiments conducted on an Nvidia V100-32gb GPU are fast.
It takes only 7 minutes to reconstruct 1 slice of a subject using both HD-GMM and HD-
STM, compared to 45 minutes for full matching. This represents a 6-fold time reduction for
an HD-MED model. However, in more realistic scenarios, calculations are performed locally
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Fig 6: T1, T2, δf , B1 sensitivity, CBV , R maps (columns) with different methods (lines) -
full matching, HD-STM (K = 25) and HD-GMM (K = 30). Results for all other slices of
this subject are shown in Appendix Section 5.

TABLE 2
Mean T1, T2,CBV,R values and standard deviations, in white (WM) and grey (GM) matters ROIs. Values

significantly departing from literature reference (last column) are in red.

Parameter ROI Full matching HD-GMM HD-STM Literature (Wang et al., 2019b)

T1(ms)
WM 891± 6 650± 23 869± 19 690-1100
GM 1566± 12 1650± 57 1631± 56 1286-1393

T2(ms)
WM 52± 0.0 400± 15 48± 2 56-80
GM 95± 4 370± 43 96± 12 78-117

CBV(%)
WM 5.4± 0.6 2.0± 0.1 4.8± 0.8 1.7 - 3.6
GM 9.2± 1.1 4.2± 0.8 7.6± 1 3.0 - 8.0

R (µs)
WM 5.7± 0.1 5.6± 0.1 5.7± 0.1 6.8± 0.3
GM 6.2± 0.1 5.4± 0.4 6.1± 0.1 7.3± 0.3

by a medical practitioner on a CPU. On an Apple M2 Pro CPU, full matching takes days and
is prone to many memory issues that needs to be solve, while the HD-GMM and HD-STM
variants require only 4h30.

8. Conclusion. In this work, we combine robust latent variable representations, cluster-
ing and incremental learning to propose a new tractable and accurate way to represent and
handle large volumes of potentially heterogeneous high-dimensional data. To our knowledge,
this combination and its use as a data compression strategy is novel. The clustering structure
of HD-MED allows to address data heterogeneity, for a greater dimensionality reduction
without increasing information loss. Incremental learning allows to handle large volumes, re-
sulting in significant reduction in both computational costs and information losses. In terms
of implementation, the procedure is flexible and easy to interpret. It depends on two main
hyperparameters, the number of clusters K and the vector of reduced dimensions d, that can
be set using conventional model selection criteria or chosen by the user to meet resource
constraints. Typically increasing K to reduce the size of clusters or decreasing d to increase
compression.



SCALABLE MAGNETIC RESONANCE FINGERPRINTING 21

As an illustration, we focus on a Magnetic Resonance Fingerprinting (MRF) application.
The proposed method drastically reduces the computational time required on standard hard-
ware, such as CPUs, which are commonly used in clinical environments. Beyond this crucial
processing time gain, dimensionality reduction has also an interesting impact on patient data
acquisition time, as it helps mitigating the effect of noise in fast-acquired in vivo signals.
This reductions are thus not only a technical achievement but also a significant step forward
in making advanced MRF techniques more accessible and usable in everyday clinical prac-
tice.

In addition, although illustrated with a simple matching procedure, which is the current
reference in the target MRF application, our procedure can be coupled with other simulation-
based inference (SBI) approaches (Cranmer, Brehmer and Louppe, 2020), such as approx-
imate Bayesian computation (ABC) or other neural techniques (Barrier et al., 2024). Like
MRF, simulation-based inference has to face two opposite requirements, which are the need
for large and high-dimensional simulated data sets to accurately capture information on the
physics under study and the issue of handling such large volumes due to computational
ressources constraints. ABC uses distances between observations and simulations, and in-
ference is based on these distances. A reduced data representation can be typically coupled
with ABC techniques proposing automatic summary statistics selection such as in Forbes
et al. (2022); Fearnhead and Prangle (2012). It can also be used with SBI neural approaches,
e.g. Häggström et al. (2024), when coupled with a regression model for high-dimensional
data, see Algorithm 1 in supplementary material. Compare to matching and standard ABC,
regression-based procedures are more amortized, which further reduces the reconstruction
time. In terms of MRF and other medical imaging applications, future work will thus involve
combining HD-MED with a regression model or a neural network, such as in Deleforge,
Forbes and Horaud (2015) or Golbabaee et al. (2019).

At last, none of the previously mentioned methods, currently make use of spatial infor-
mation at the voxel level, to perform map reconstruction. The idea would be to exploit voxel
proximity to either improve or accelerate parameter prediction. A relatively easy extension of
mixture-based methods is to account for spatial information by adding a Markov dependence
on the clusters, as done for instance in Deleforge et al. (2015).
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SUPPLEMENTARY MATERIAL
SCALABLE MAGNETIC RESONANCE FINGERPRINTING: INCREMENTAL

INFERENCE OF HIGH DIMENSIONAL ELLIPTICAL MIXTURES FROM
LARGE DATA VOLUMES

1. Online EM for finite mixture model. This section completes Section 6.1 of the main
paper. We demonstrate that the online EM (OEM) algorithm for a finite mixture model can be
derived from the OEM algorithm for a single component. We denote the mixture parameters
as ΘM, which include the pairs (πk,Θk) for k = 1, . . . ,K , where Θk are the component-
wise parameters of the finite mixture model. Additionally, we consider the pair (YT ,Z),
where Z = 1 :K is a latent variable such that P(Z = k) = πk.

We assume that the complete-data likelihood for each component can be expressed in the
exponential family form, as given by Equation (12) in the main paper, for each fc(y, z;Θk).
Following ?, the complete-data likelihood for the mixture model fc(y, z,ΘM) can be written
as:

fc(y, z,ΘM) = h(y, z) exp




K∑

ξ=1

[
logπξ + [s(y, z)]Tϕ(Θξ)−ψ(Θξ)

]



= hM(y, z) exp
[
[sM(y, z)]TϕM(ΘM)−ψM(ΘM)

]
,(1)

where hM = h, ψM = 0,

(2) sM(y, z) =




1z=1

1z=1s(y, z)
...

1z=K

1z=Ks(y, z)



, and ϕM(θM) =




logπ1 −ψ(Θ1)
ϕ(Θ1)

...
logπK −ψ(ΘK)

ϕ(ΘK)



.

We can conveniently write the vector sM that matches the dimension of sM(y, z) as

(3) sTM =
(
s01,s

T
M1, . . . , s0K ,s

T
MK

)
,

where sMz corresponds to one component of the exponential family form of the mixture
model distribution. Via Equation (2), the objective function QM for the mixture complete-
data likelihood as defined in Equation (14) of the main paper can be written as

(4) QM(sM,ΘM) = sTMϕM(ΘM) =

K∑

z=1

s0z (logπz −ψ(Θz)) + sTMzϕ(Θz).

Whatever the form of the component p.d.f, the maximisation with respect to πz yields

(5) π̄z(sM) =
s0z

K∑
ξ=1

s0ξ

.

Then, for each z ∈ {1 . . .K},

∂QM
∂Θz

(sM,θM) =−s0z
∂ψ

∂Θz
(Θz) + Jϕ(Θz)sMz

1
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2

= s0z

(
Jϕ(Θz)

[
sMz

s0z

]
− ∂ψ

∂Θz

)

= s0z
∂Q

∂Θz

([
sMz

s0z

]
,Θz

)
,(6)

where Q is the objective function of form Equation (14) from main paper corresponding to a
single component p.d.f. Since s0z > 0, for all z ∈ {1 . . .K}, it follows that the maximization
of QM can be conducted by solving

(7)
∂Q

∂Θz

([
sMz

s0z

]
,Θz

)
= 0,

with respect to Θz for each z. Therefore, it is enough to show that for each component z of the
finite mixture model that there exists a root of the equation above denoted as Θ̄z(sMz/s0z)
in order to find a solution for the maximizer of the mixture objective QM. Then we can set

(8) Θ̄M(sM) =




π̄1 (sM)
Θ̄1 (sM1/s01)

...
π̄K (sM)

Θ̄K (sMK/s0K)



,

where the form of π̄K (sM) is given in (5).
To complete the OEM algorithm, we need to specify the quantity s̄M(y;ΘM) =

E [sM (Y,Z) |Y = y;ΘM] as defined in Equation (13) of the main paper. Using the defi-
nition of sM(y, z) in Equation (2), we compute,

(9) rk = E
[
1{Z=k}|Y = y;ΘM

]
=

πkfk(y)
K∑
ξ=1

πkfk(y)

,

and

(10) E
[
1{Z=k}s(Y,Z)|Y = y;ΘM

]
= rkE [s(Y)|Y = y,Z = k;ΘM] ,

where fk is defined in Equation (4) of the main paper as the conditional pdf of the kth

mixture component.
Thus, in the finite mixture framework, deriving the OEM algorithm for a single component

suffices to deduce the OEM algorithm for the entire mixture. In the next section, we derive
the OEM algorithm for a single component of HD-MED. For simplicity, we omit further
mention of the form of h in the exponential family representation, as it does not affect the
OEM algorithm derivation.

2. HD-ED exponential family form: Proof of Proposition 6.1.

PROOF. Recall that D̃ denotes the d first columns of D completed with zero columns and
D =D− D̃. The following multivariate normal distribution can be decomposed as follows,

NM

(
y;µ,

DADT

w

)
=

d∏

m=1

N1

(
[D̃T (y−µ)]m; 0,

am
w

) M∏

m=d+1

N1

(
[D

T
(y−µ)]m; 0,

b

w

)
,
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where [·]m denotes the mth element of the input vector. For m≤ d it comes,

[D̃T (y−µ)]2m = vec(dmdT
m)T vec(yyT ) + vec(dmdT

m)T vec(µµT )− 2µTdmdT
my.

And for d <m≤M we have:
M∏

m=d+1

N1

(
[D

T
(y−µ)]m; 0,

b

w

)
=

1

(2πb)
M−d

2

exp

(
−w

2b

M∑

m=d+1

D
T
(y−µ)]2m

)
.

It is then possible to remove the dependence on D by noting that
M∑

m=d+1

[D
T
(y−µ)]2m = ||y− P (y)||2

= yTy+µTµ− 2yTµ−
d∑

m=1

[D̃T (y−µ)]2m,

using that P (y) = D̃D̃T (y−µ)+µ. Rewriting expressions with the vec operator and com-
bining both parts where m ≤ d and d ≤m ≤M gives the exponential family form for the
complete data likelihood (18) in main paper.

3. Gamma-distributed mixing variable. In Section 6 of the main paper we proposed
an online E-step with uncomplete calculations that depend on the exponential family form of
mixing variable W . In this section we propose to specify these calculations when W follows
a Gamma distribution fθ(w) = G (w;α,β) with the two parameters θ = (α,β) in R+2. More
specifically, we need to compute the expectation (19), E[W |Y;Θ], from the main paper,
and E[sw(W )|Y;Θ]. Then we need to derive the root equations for α and β. This Gamma-
distributed mixing W encompasses sevral distributions as indicated in Table 1.

The Gamma distribution has density G (w;α,β) =wα−1 βαe−βw

Γ(α) with Γ the Gamma func-
tion. This distribution if easily put in the exponential family form with

(11)
sw(w) =

[
w

logw

]
, ϕw(α,β) =

[
−β
α

]
,

ψw(α,β) = log(Γ(α))− α log(β).

The next proposition gives the necessary formulas to derive the online E-step for an ED
with a Gamma-distributed mixing variable.

PROPOSITION 3.1 (Online E-step with Gamma mixing variable).

E [W |Y = y] =
α+M

u+ 2β
(12)

E [log(W )|Y = y] = Ψ(0)

(
α+ 1

2

)
− log

(
u+ 2β

2

)
,(13)

with u= (y−µ)TDA−1DT (y−µ) and Ψ(0) the diGamma function defined as the deriva-
tive of logΓ(·).

PROOF. We have (Y|W =w)∼NM (µ,Σ/w) and W ∼ G (α,β), then

p(w|Y = y)∝w
α

2
−M

2 exp
(
−w

2

(u
2
+ β

))

∝ G
(
w;
α+M

2
,
u

2
+ β

)
,

which provides the values for both required expectations.
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For the online maximization step, we need to find the solution of the root equation (26) in
the main paper. By conveniently writing sTw = [s1w s2w] and differentiating with respect to α
and β, it comes the following system of equations,

s2w −Ψ(0)(α) + logβ = 0(14)

−s1w +
α

β
= 0 .(15)

Then substituting α/s1w to β in (14) and under the condition that s1w ̸= 0, (14) leads to an
equation with α only.

3.1. Mixture of HD Student-t distributions. As recalled in Table 1, the Student distribu-
tion is an ED with a Gamma-distributed mixing variable with α= β = ν

2 where ν is usually
referred to as the degrees of freedom. Previous formulas apply and the root equation for ν
simplifies into,

s2w − s1w −Ψ(0)
(ν
2

)
+ log

(ν
2

)
+ 1= 0.

TABLE 1
Some EDs with Gamma mixing variable.

ED Mixing variable
Student W ∼ G

(ν
2 ,

ν
2

)

Pearson Type VII W ∼ G
(
α− p

2 ,
1
2

)

Generalized Student W ∼ G
(ν
2 ,

α
2

)

Cauchy W ∼ G
(
1
2 ,

1
2

)

4. Divide & Conquer high dimensional inverse regression of large data volumes. As
mentioned in the main paper conclusion, the presented data compression procedure could
also be combined with a regression model in place of the matching step. Algorithm 1 below is
a variant of Algorithm 1 in the paper illustrating this possibility. Step 1 remains the same, Step
2 corresponds to the estimation of regression functions for each cluster and is new, Step 3 is
the cluster-wise prediction of new signals using the K estimated regression functions. More
specifically step 3.1 consists of projecting an observation ỹj on each of the K subspaces
and of computing the probability of ỹj to be assigned to each cluster. Step 3.2 corresponds
then to a cluster-wise prediction when only the regression function for the most probable
cluster is used, i.e. t̃j = t̃kj with k = argmax

l
rl(ỹj). Step 3.2 is written in a slightly more

general manner using L to denote a function that would combine, in a way to be chosen, all
predictions and all assignment probabilities.

5. Application to MRF reconstruction. We provide additional illustration by showing
in Figure 1 the parameter maps obtained with full matching and HD-STM, for all the slices
of the subject presented in main Figure 6. Both methods, HD-STM and full matching provide
visually similar reconstructions.

6. Generalized scale mixtures of Gaussian distributions. In the main text, we focused
on the case where the covariance matrix of each Gaussian component is scaled by a factor of
1
w . However, as proposed in ?, it is possible to generalize Gaussian scale mixtures by using a
more flexible link function k(·), leading to the formulation:
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Algorithm 1 Divide & Conquer high dimensional inverse regression of large data volumes
Input Data set of simulated (signal, parameters) pairs Df = {yi, ti}i=1:N , N >> 1, ti ∈ RL, yi ∈ RM , M >> 1.

Observed signals {ỹj}j=1:Ñ
, ỹj ∈ RM .

1: Reduced dimension representation of simulated data: {ŷi, ti, r.(yi)}i=1:N .

1.1 Online HD-MED inference from {yi}i=1:N : K clusters, dk < M for k = 1 : K =⇒ cluster as-
signment probabilities and cluster-wise projections (r,Q) = {rk(·),Qk(·)}k=1:K .

1.2 Cluster-wise signal reduction: {yi}i=1:N ,r,Q =⇒ {ŷi = Qk(yi), i ∈ Ik} with
Ik = {i, s.t k = argmax

ℓ
rℓ(yi)}, for k = 1 :K .

2: Cluster-wise regressions: for k =1:K , learn a regression function lk : Rdk → RL from {(ti, ŷi), i ∈ Ik} .

3: Cluster-wise predictions for observed signals:

3.1 Cluster-wise observed signal reduction: Use learned (r,Q) from step 1.1 to obtain
{Qk(ỹj), rk(ỹj), j = 1 : Ñ, k = 1 :K}

3.2 Cluster-wise prediction: For j = 1 : Ñ, k = 1 : K , compute t̃kj = lk(Qk(ỹj)) =⇒ predict t̃j =

L(t̃1j , r1(ỹj), . . . , t̃Kj , rK(ỹj)) e.g. t̃j = t̃kj with k = argmax
l

rl(ỹj).

Return Predicted parameters {t̃j}j=1:Ñ
, t̃j ∈ RL

(16) p(y) =

∫

R+

NM (y;µ, k(w)Σ)f(w)dw.

This generalization encompasses a wider class of distributions, as summarized in Table
1 of ?. A possible continuation of our work is to derive properties from the main paper
for this more general case, while still applying the proposed parcimonious parameterization
of high dimensional scale matrices. It is noteworthy that we retain the ability to define a
latent variable model for this extended class of distributions. Using the same notation, the
folllowing proposition holds for this new class, denoted by HE as in the main paper:

PROPOSITION 6.1. Let d ≤M − 1, Y ∈ RM , X ∈ Rd, E ∈ RM , W ∈ R+ be random
variables, V ∈ RM×d a matrix of linearly independent columns, µ ∈ RM a vector, a link
function k :R−→R and fθ the pdf of a positive univariate random variable defined by some
parameter θ. Assume that

Y = V X+µ+E

(X|W =w)∼N (0d, k(w)Id)

(E|W =w)∼N (0M , b k(w)IM )

W ∼ fθ

then,

Y ∼HEMd

(
µ,D̃∗,a, b,θ

)
,

with bIM +V V T =DADT and A= diag(a1, . . . , ad, b, . . . , b).
Additionally, denoting by U = bId +V TV , we have,

(X|Y = y,W =w)∼N (U−1V T (y−µ), k(w)bU−1) .(17)

It follows that E[Y|X= x] = V x+µ and E[X|Y = y] =U−1V T (y−µ) .
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PROOF. The proof follows the same structure as Proposition 5.1 in the main paper, with
the scaling factor 1

w replaced by the link function k(w).

Regarding the OEM part, we can similarly derive propositions for this new class of dis-
tributions, assuming that W follows a distribution in the exponential family. For all link
functions k(w), most calculations involve replacing the scaling factor 1

w with k(w). This
opens the possibility of studying high-dimensional finite mixtures of distributions such as the
slash, variance gamma, and Laplace distributions.
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FIG 1. T1, T2, δf , B1 sensitivity, CBV , R maps (columns) with different methods- full matching (top), HD-STM
with K = 25 (bottom) for all the slices of the subject presented in Figure 6 of the main paper.


