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—— Abstract
Cloud computing relies on a deep stack of system layers: virtual machine, operating system,
distributed middleware and language runtime. However, those numerous, distributed, virtual layers
prevent any low-level understanding of the properties of FaaS applications, considered as programs
running on real hardware. As a result, most research analyses only consider coarse-grained properties
such as global performance of an application, and existing datasets include only sparse data.

FAASLOAD is a tool to gather fine-grained data about performance and resource usage of the
programs that run on Function-as-a-Service cloud platforms. It considers individual instances of
functions to collect hardware and operating-system performance information, by monitoring them
while injecting a workload. FAASLOAD helps building a dataset of function executions to train
machine learning models, studying at fine grain the behavior of function runtimes, and replaying
real workload traces for in situ observations.

This research software project aims at being useful to cloud system researchers with features
such as guaranteeing reproducibility and correctness, and keeping up with realistic FaaS workloads.
Our evaluations show that FAASLOAD helps us understanding the properties of FaaS applications,
and studying the latter under real conditions.

2012 ACM Subject Classification Computer systems organization — Cloud computing; General
and reference — Measurement

Keywords and phrases cloud, serverless, Function-as-a-Service, measurement, performance, resource
utilization, dataset generation, workload injection

Digital Object Identifier 10.4230/LIPIcs.OPODIS.2024.12

Supplementary Material Source code of FAASLOAD
Software (Source code): https://gitlab.com/faasload/faasload/
archived at swh:1:dir:575aaacc28c42d89a438e4c2c147faf9565d777f

Acknowledgements While the paper’s author is the main developer of FAASLOAD, many other
people contributed to it. Their contributions are listed in a dedicated file in FAASLOAD’s repository.
Experiments presented in this paper were carried out using the Grid’5000 testbed, supported by a
scientific interest group hosted by Inria and including CNRS, RENATER and several Universities as
well as other organizations (see https://www.grid5000.1r).

The author thanks Gaél Thomas for his edits, and Myléne Chameron-Moindrot for her help on

figures. Lastly, many thanks to the anonymous reviewers of the conference for their comments.

1 Introduction

There are many ways to use the computing resources of cloud computing. The latest, and
arguably most complex one, is serverless. Far from monolithic applications, a serverless
deployment entails using cloud platform-provided services (such as database servers, message
queues, object stores, etc.) to provide the service of an application that is itself cut down
into atomic functions. An application is deployed and runs as the concurrent compositions
of functions: this paradigm is called Function-as-a-Service, or FaaS. A FaaS platform serves
requests to its applications by routing them to managed instances of cloud functions.
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From a systems point of view, FaaS is a wide software stack (listed below bottom-to-top):

1. a hypervisor (e.g., KVM) running virtual machines (VMs);

N

. an operating system (e.g., Linux) running as a guest inside a VM;
3. a cluster manager (e.g., Kubernetes) administrating a fleet of guest OSes:
it relies on container runtimes (e.g., CONTAINERD) to manage containers in guest OSes;
and then a container engine (e.g., RUNC) actually runs containers in guest OSes;
4. a FaaS platform (e.g., OpenWhisk) to implement the FaaS paradigm over the cluster;
5. a managed language runtime (e.g., the Java VM) to run useful application code.

Stacking those numerous layers on top of the hardware can be justified, notably to
manage the distributed computing of the FaaS model, and its trade-off between application
performance (that benefits from instances being kept idle-warm) and resource efficiency
(idle-warm instances occupy resources). However, it makes difficult to do research on the
behavior of the actual end-user application code that is running: does the garbage collector
of a Java virtual machine performs well under FaaS workloads? Does this function suffer
from lack of cache locality? Etc. Indeed, most studies focus on coarse properties of the FaaS
platform or applications: request latency [17], end-to-end performance of the porting of an
existing application to the FaaS model [18, 11], resource management versus application
performance [9]...Nonetheless, it remains paramount to understand finely how a given
program behaves on the actual hardware that eventually executes its instructions [28, 27, 30].

Moreover, most research studies avoid the problem of scale by focusing on a single
application at once, but real FaaS applications do not run in a vacuum. Researchers need
to understand how functions interfere with all other instances of themselves, and of other
functions across the platform. Towards this objective, the best reference trace of a real FaaS
workload [29] is mostly incomplete, due to privacy constraints and sheer scale: it does not
include application code, and it only provides statistical aggregates of properties such as
execution times of functions, their memory usage, etc. Again, this is because the objective
behind collecting those, was to study at high-level and coarse grain the properties of FaaS
applications, instead of finely discovering the properties of programs in a FaaS platform.

To summarize, studying the properties of real programs, running on real hardware,
is difficult in the deep, distributed system stack of cloud FaaS platforms. We attribute
this difficulty to the lack of adequate tooling to produce relevant data, and to replay and
experiment with synthetic or real workload traces.

We identify three hard use cases: (i) building a dataset of function executions, (ii) studying
the behavior of FaaS functions, and (iii) replaying a real workload trace. In the first one,
the purpose is to build sizeable datasets of function executions, with exact data on them:
duration, CPU usage and memory usage over the execution, date of invocation, etc. The end
goal could be, for example, to train machine learning models to predict memory usage. In
the second use case, the target is to understand the properties of the programs running in
FaaS platforms under varied context. It entails injecting a controlled workload, for example
to observe the behavior of language runtimes under different circumstances. Finally, the
third use case is to observe functions in situ, by reproducing the real constraints encountered
in FaaS platforms. Transversal to every use case is the need for fine-grained measurements,
for example to understand how architectures behave under FaaS workloads [28, 30].

Inspired by those three use cases, we developed FAASLOAD, a tool to gather fine-grained
data about cloud functions. It injects a workload, as invocations of cloud functions, to a
FaaS platform. The workload comes either from existing traces, for realistic experiments, or
from a synthesizer, to make observations under interesting conditions. During the injection,
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FAASLOAD monitors the execution of the functions at the scale of a single request: it collects
fine-grained properties about their native programs throughout their execution (e.g., resource
usage, architectural performance counters, software events such as context switches, etc.).

FAASLOAD is designed for the FaaS. Its implementation shows flexibility, scalability,
agnosticism from the FaaS platform, and features targeted towards systems researchers.

FAASLOAD is written in Python (4177 lines of code!). It uses PostgreSQL? with the
TimescaleDB? extension. Its FaaS-platform agnostic core is implemented for Kubernetes
and Docker. It is compatible with on-premises Apache OpenWhisk* and Knative®.

We exerted FAASLOAD on the three use cases presented above, including a published
work [26], and to summarize, we learnt:

FaaS, thus also FAASLOAD, is fundamentally asynchronous, with high request frequency;
FaaS platforms hide the matching between function invocations and function instances;
not all FaaS platforms implement the FaaS paradigm in the same ways;

real workload traces could be made more useful with minimal additions;

FAASLOAD accelerates experiments and observations about FaaS applications.

Section 2 presents related studies and benchmarks about Function-as-a-Service. Then, the
paper gives details on the design and implementation of FAASLOAD in Section 3. Injecting real
workload traces using FAASLOAD is described in Section 4. Finally, we evaluate FAASLOAD
in terms of performance, and on the three use cases above, in Section 5.

2 Related work

When Function-as-a-Service emerged in commercial cloud platforms, there were many inter-
rogations on its properties, as well as how existing and new applications behaved.

2.1 Studies and benchmarks on Faa$S platforms

Authors of [33] studied the commercial platforms of Amazon Web Services Lambda, Microsoft
Azure Functions, and Google Cloud Functions from the constrained point of view of customers,
trying to understand the distributed architecture and finding limitations on performance and
security. By nature, this work is limited by the need to reverse-engineer the inner workings
of the platform (e.g., to accurately identify colocated function instances).

A lot of benchmark suites, with some companion tooling, have been published [24, 25, 35,
15, 31]. One most advanced example is ServerlessBench [35], but again, it focuses on the
FaaS platforms by evaluating global function performance.

Some benchmarks are provided also as tools to lead experiments. BeFaaS [19] has an
interesting focus on fine-grained evaluation of applications, although the goal is to evaluate
and compare performance of FaaS platforms. vHive [32] is a experimental, representative
serverless platform to experiment on the serverless stack. For both, the focus is on the
platform itself rather than understanding the programs running in cloud functions.

FAASLOAD can be a support for benchmarking, but its purpose is to support systems-level
studies by injecting a workload and collecting fine-grained data about the functions’ programs.

Counted with CLOC: https://github.com/AlDanial/cloc.

Home page of PostgresSQL: https://wuw.postgresql.org/.
TimescaleDB home page: https://www.timescale.com/.

Apache OpenWhisk home page: https://openwhisk.apache.org/.
Knative home page: https://openwhisk.apache.org/.
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2.2 Discovering the properties of FaaS programs

Other works focused more on the serverless applications. Authors of [23] have added
characterization of function properties in a DevOps pipeline. While in a different context
than FAASLOAD, their work also include workload generation and profiling of resource usage.

In a more general setting, there is the Serverless Application Analytics Framework [16].
It allows to collect per-function low-level and platform-level metrics, and comes with a tool
to lead experiments. By comparison, FAASLOAD avoids function modifications for most data
collection, and provides more extended tooling to inject workloads.

Finally, with FaaSProfiler [28], researchers looked into the architectural implications of
FaaS. This is close to FAASLOAD’s purpose of being able to profile at low-level the programs
running in FaaS platforms. However, FAASLOAD covers more use cases, with more complex
workloads, in more representative FaaS platforms.

3 Design and implementation of FaaSLoad

In this section, we describe how FAASLOAD’s design and implementation respond to the
three use cases identified in Section 1: building a dataset of function executions, studying
the behavior of FaaS functions, and replaying a real workload trace.

3.1 Design directions

In a nutshell, the purpose of FAASLOAD is to inject a workload into a FaaS platform, and to
collect fine-grained, low-level data about the functions that respond to it. The workload is
represented as traces of discrete invocations of functions. This is important: FAASLOAD does
not send queries to an application, following given parameters; instead, it triggers individual
functions with specified arguments. The point is to gather fine-grained data about functions,
instead of wholistic information about an application’s performance; for example, to gather
memory or CPU usage of programs, instead of end-to-end latency of an application.

We identify many properties that FAASLOAD’s design must have. First at high level,
the design of FAASLOAD is motivated by the need for flexibility. It must be useful to
any researcher wanting to have a focused look on the programs in cloud functions in varied
contexts. This includes their resource usage and performance profiles, at the levels of the
system and the architecture. It must also be agnostic from FaaS platforms.

In addition, FAASLOAD’s design must answer to inherent constraints of FaaS platforms.
First is the scalability: invoking thousands of functions at the rate of hundreds of requests
per second. Second are semantic features such as cold starts (see Section 3.5), etc.

Furthermore, it is also important to FAASLOAD’s design to be able to inject any shape of
workload. Our system is also science-focused, and as such strives to be useful in the context
of systems research: it seeks reproducibility and correctness of its workload injection,
and includes checkpointing for its long-running dataset generation process. Finally, the
data it produces is easy to explore and exploit.

3.2 Overview: the injection process of FaaSLoad

The general process of FAASLOAD injecting a workload is shown in Figure 1.

Offline, (1) a trace builder writes injection traces in FAASLOAD’s format. Upon starting,
(2) the system reads those traces to extract information about the cloud functions to invoke,
as well as the injection trace points, i.e., invocation requests to send. The main part are the
invokers, which (3a) send invocation requests. Actually, they use the platform connector, that
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invokes the requested functions by connecting to the FaaS platform. The latter eventually
schedules the request to a function instance observed by FAASLOAD’s function monitor.
An important point is that the invokers do not wait for any injection; instead, there is an
injection monitor that watches over the whole injection process, waiting for every invocation
(3b) sent by the invokers, to terminate. When (4) one invocation terminates, it fetches
its related data from the FaaS platform through the platform connector, as well as (5) the

data about the execution of the function that served the request, from the function monitor.

Finally, the injection monitor (6) stores the data to a database for offline use.

As can be seen in this process, there are two main components to FAASLOAD: a workload
injector (that gathers the invokers and the injection monitor, and uses the platform connector),
and a function monitor. This modularity allows to only uses the necessary parts of FAASLLOAD
(e.g., using only the function monitor, with a custom client), making it flexible.

We detail below the designs and implementations of FAASLOAD’s workload injector and
function monitor. They are illustrated, with their internal components, in Figure 2.

3.3 Workload injector

We detail first the workload injector (left side of Figure 2). There are three parts to the
workload injector: (i) the injection monitor; (ii) the invoker threads; and (iii) the platform
connector (the public interface to the platform in Figure 2).

3.3.1 Injection monitor

The whole workload injection is supervised by the injection monitor, which acts as a central
point. This thread periodically polls the FaaS platform through the platform connector
for terminated invocations. When it happens, it fetches the execution data from the FaaS
platform (to collect semantic information) as well as from FAASLOAD’s function monitor
(right side of Figure 2, see Section 3.4), and updates the database.

Notice that the injection is done in an open loop: invocations are asynchronous. Indeed,
the invoker threads (upper part of the injector in Figure 2, see Section 3.3.2) notify the
injection monitor with every invocation they send, and it is the monitor’s task to keep track
of them, and to handle their termination.

FAASLOAD’s injection monitor centralizes collected data offline in a PostgreSQL database,

with a special table for timeseries to store resource usage measurements, etc., over time.

This standardized storage helps exploring and exploiting, by allowing cross-comparison

Workload injector FaaS ——
Platform platform | —Requests
connector
A
Invokers >
A
Ll
@ Invocation IDs ee
N Execution data
Injection ' '
. ' '
Injection fentioy 5 V *
data Invocation execution data
Function monitor

Figure 1 Overview of FAASLOAD’s design and its workload injection process.
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Figure 2 Implementation of FAASLOAD, with the workload injector and the function monitor.

of data, and getting non trivial views on the workload (see Appendix A about the database).

3.3.2 Invoker threads

An injection trace may include several different functions. Furthermore, multiple different
users can be simulated; if the same function is invoked under different users, then it is
considered as different functions (as is the case in FaaS platforms).

Respective invocations of different functions should be independent from each other, to
ensure scalability and correctness of invocation date. This is why FAASLOAD’s invoking
component is actually designed as distinct invoker threads, each dedicated to a single function
(see upper part of the workload injector in Figure 2).

3.3.2.1 Working principle

While functions are of course invoked concurrently by different invoker threads, invocations
of one function are scheduled sequentially per invoker thread. One invoker thread is fed the
invocation requests of its function from the injection trace, and sends invocation queries to
the FaaS platform through the platform connector (see Section 3.3.3). Reading injections
points from an offline trace makes the process reproducible; moreover, the invoker threads’
states can be checkpointed and restored, to generate huge datasets in multiple runs.

An invoker thread communicates with the injection monitor (see Section 3.3.1) by pushing
in the latter’s queue, the invocations it sends. It also notifies it of its termination, whether
because of the end of the injection trace, or because it ended in error. In this regard, invoker
threads are made robust by themselves so as not to crash the whole injection, and instead to
terminate it gracefully through the injection monitor.

3.3.2.2 Invoker threads as chains of timer threads

The implementation of invoker threads is better detailed in Figure 3. One thread is actually
a daisy chain of timer threads [7], i.e., threads that start executing after a delay. Starting
an invoker thread equates to scheduling a thread to run at the time specified by the first
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Figure 3 Invoker threads are daisy chains of timer threads, that amortize injection timing errors.

invocation in the injection trace. This thread, before invoking the function as instructed, will
similarly schedule the next invocation, and so on, thus constructing a chain of timer threads.

This implementation has two advantages. First, it relates to correctness of trace point
injections, by scheduling independently each invocation; essentially, invocations are delegated
to the OS’s scheduler, instead of invoking in a loop with delayed iterations. Second, it
helps scalability by alleviating the weight on the system by not creating a huge number of
threads and timers at once. Indeed, any injection trace may be several hundreds of thousands
of invocations long, multiplied by several hundreds of functions. FAASLOAD avoids any
performance cost on this side by scheduling each invocation one by one, thus keeping the
number of timer threads simultaneously in-flight equal to the number of functions to invoke.

3.3.2.3 Amplification of injection timing errors

However, daisy chaining threads may encounter a problem of amplifying timing errors.
Indeed, a timer thread schedules the next invocation to happen after the delay given by the
injection trace. In the case this timer thread is late or early (due to timing imprecisions,’
scheduling delays, etc.), this injection timing error will propagate to the next invocation.
Recursively, timing errors will accumulate through the entire invoker thread. Timing errors
are compensated by deducting any earliness or lateness from the delay to the next invocation.

3.3.3 Platform connector

As seen in Figure 1, FAASLOAD is designed to neatly define the interfaces it requires from a
FaaS platform, to be agnostic to it and remain flexible. This is embodied by the platform
connector (represented as the public interface to the FaaS platform in the upper side of
Figure 2). It is the platform-specific implementation of workload injector’s interactions with

the FaaS platform: (i) querying information about invocations, and (ii) invoking functions.

New platforms may be supported by FAASLOAD simply by extending an abstract Python
class, and implementing those two features.

In this section, we show how the platform connector is implemented for two platforms:
Apache OpenWhisk and Knative; we also highlight interesting differences between them.

6 FAASLOAD is bound to the resolution of the nanosecond-scale system timers.
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3.3.3.1 Invoking functions

To invoke a function, the platform connector translates one point in the injection trace as a
query directed at the function via the FaaS platform. While both platforms expose RESTful
Web APIs, the semantics to invoke a function interestingly differ.

Knative only allows to invoke a function through a public URI, forcing the user to consider
it as a web service; Knative acts as a very scalable, dynamic HT'TP proxy. This is consistent
with Knative’s model where functions must handle themselves HTTP requests.

On the opposite, OpenWhisk provides a Web API to invoke a function as a REST object
that receives processed parameters instead of the raw HTTP request. This is an interesting
difference: Knative only is a set of Kubernetes resources to provide Function-as-a-Service,
while OpenWhisk really implements objects and semantics specific to FaaS. In our experience,
it is much easier to work with OpenWhisk, thanks to well-defined APIs.

Interestingly, while OpenWhisk supports asynchronous requests via its REST API, Knative
requires a convoluted setup. Thanks to FAASLOAD’s implementation of invoker threads
using timer chains (see Paragraph 3.3.2.2), this is not a problem: one invocation of a function
may block while the next invocations are scheduled anyway.

3.3.3.2 Monitoring terminated invocations

Monitoring terminated invocations is achieved in the injection monitor by polling. This
is either through a dedicated REST URI for OpenWhisk, or by parsing logs of internal
components for Knative. Nonetheless, in both cases, matching an invocation ID with the
function instance that served it (in order to query execution data from the function monitor,
see Section 3.4) requires awkward parsing of internal logs of the FaaS platform. While it is
understandable that normal users of FaaS platforms cannot request such low-level, internal
information, it would be helpful to provide it for administration and monitoring purposes.

3.4 Function monitor

After covering the design and implementation of the workload injector, we focus on the
function monitor that can supplement FAASLOAD’s workload injection (right side of Figure 2).

The role of the function monitor is to collect fine-grained data about the programs running
in the cloud functions: CPU and memory usage during the execution, CPU cache misses,
etc.; additionally, it watches events related to the management of functions instances (i.e.,
Docker containers”): creation, deletion, etc.

3.4.1 Architecture of the function monitor

In FAASLoOAD’s global view, the monitor is a server, independent from the workload injector
for flexibility: it is the job of the latter to request the former, to fetch the fine-grained
data about the execution of the function that served an invocation. However, to ensure
scalability, the monitor is actually distributed: one instance of it exists on each Kubernetes
node of the platform, to monitor local cloud functions. It is the workload injector that
requests the right monitor instance to fetch function execution data.

This design limits its use to FaaS platforms deployed on-premises; i.e., it cannot be used
on commercial platforms such as Amazon Web Services, Microsoft Azure, Google Cloud, etc.

7 The function monitor requires Docker to monitor its socket, but could easily be made to work on other
container backends that also use a UNIX socket where it could listen for function container events.
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This is aligned to FAASLOAD’s goal of collecting any low-level performance information at
fine grain, which would not be permitted on them.

In addition, the monitor scales one-to-one with the function instances. Indeed, the
monitor is a manager of threads: for every function instance, it spawns a monitor thread
(upper part of the monitor in Figure 2) to collect the related data, which is stored in a shared
data structure. The monitor responds to a request from the injector via its measurements
server (lower part of the monitor in Figure 2), that looks into this structure.

3.4.2 Monitoring functions

Here, we detail how the function monitor collects function execution data at fine grain.

3.4.2.1 Data collection

By itself, the function monitor only monitors memory usage of functions, via one thread per
function, that periodically measures the sum of its resident-set size (RSS) and the total size
of its mapped files [6]. Most monitoring is done by delegating the production of measurements
to external programs, so the monitoring capabilities can be extended. The function monitor
runs, in a dedicated thread per function, the multipurpose monitoring tool PERF [5]: it can
be configured from FAASLOAD’s configuration files to monitor many hardware and software
performance counters, including CPU usage, CPU cache misses, system calls, etc.®

In the end, the function monitor gathers all measurements in a map shared between
monitoring threads and a measurement server. An element of this map represents all
measurements about a single function instance. Thus, measurements for a given function
instance are only shared between its monitor thread and the measurement server.

3.4.2.2 Monitoring interfaces

The monitoring programs such as PERF work at the process level. Thus, the function monitor
matches function instances with processes for them, and collects their output. It is designed
to work at a lower level than the FaaS platform. For flexibility, it even works standalone.

Monitoring occurs through the low-level interface of control groups, a feature of the Linux
kernel required to implement containers. Indeed, a function container is built, among other
things, from a memory control group; while it is firstly used by the FaaS platform to limit
the memory usage of the function, the function monitor reads its accounting files to measure
the memory usage (see Paragraph 3.4.2.1). PERF also accepts monitoring processes identified
by a control group. In case another performance monitoring program would require a process
ID instead, it is easy to retrieve the list of processes inside a control group.

By monitoring functions from the outside, the monitor does not incur any overhead
on the functions nor on the FaaS platform themselves. At worst, it incurs a CPU usage
penalty on the node of the FaaS platform, which can be ignored by properly separating its
resources from resources allocated to the FaaS platform and its function instances. This
method also does not require any modification to the functions under study. Nonetheless,
because FAASLOAD’s injection monitor also collects the data returned by an invocation (see
Section 3.3.1), functions can be augmented to return meaningful information, adding to
flexibility. For example, a function that processes an image could return a more precise

8 Using PERF is currently hardcoded in FAASLOAD, but integrating another such tool would be quick, as
collecting measurements is abstracted from parsing PERF’s output.
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view of the execution time by detailing the time to extract the image from data storage, the
time to transform the image, and the time to load the result back to data storage.

3.4.2.3 Data servicing: matching invocations with function instances

A client (e.g., the injection monitor, see Section 3.3.1) requests the function monitor for
execution data of an invocation. Recall that the monitor does not interact with the FaaS
platform, thus it does not know anything about invocations. Its client must cross the gap
between invocations and function instances, by providing in its request to the measurements
server, the container ID matching an invocation. This information relates to a FaaS platform-
specific internal scheduling decision, obtained via the platform connector (see Section 3.3.3).

Moreover, the function monitor’s monitoring threads always run as long as their target
function instance exists. It means that the monitor collects measurements that may not
match an invocation. Indeed, an instance may be kept warm by the FaaS platform to quickly
serve future requests. Thus, a client must provide the measurements server with the time
window of measurements: the start and end time of the invocation. To this request, the
measurements server responds with all the measurements that match these criteria.

This implementation allows the function monitor to be completely independent from any
FaaS platform, but also to be useful at lower levels than the FaaS platforms.

3.5 FaaS semantics

FAASLOAD is designed for the FaaS context. It includes notions of functions, as well as
different users to invoke functions separately on the FaaS platform. Its workload injector
invokes functions with parameters through the public interface of FaaS platforms (i.e., it does
not bypass the normal path), and it gathers their results, including their potential failure.

Most importantly, FAASLOAD takes into account cold starts, by storing the added
initialization time, and marking invocations served by a cold-started instance. Indeed, when
a FaaS platform serves a request to a function, it has two choices: spawn a new instance,
or reuse a previous idle instance. The former case is called a cold start, while the latter is
conversely called a warm start. A cold start increases the response latency of the function,
because the FaaS platform must first initialize a new instance [10, 17]. Information about
cold starts is provided by the FaaS platform, via the platform connector (see Section 3.3.3).

Finally, FAASLOAD gathers a global view of function instance events (see Section 3.4). In
addition, mapping invocations to instances is easily achieved by customizing cloud functions
to keep track of their instances, and return this piece of information as a result to be stored
by FAASLOAD (see Section 5.3 for another example of function customization).

4 \Workload traces

FAASLOAD injects workloads provided under its own format. This format is designed to
allow injecting any shape of workload, by including only the minimum but complete
(for reproducibility) information required: the function to invoke, and a list of invocations.
FAASLOAD relies on off-line trace producers (see Section 4.2 and Appendix C for examples)
to make the traces. Here, we describe the trace format, and how to use real workloads.

4.1 Trace format

Injection traces are simple text files containing lines of tab-separated values. An example is
given in Appendix B. One invocation is simply one line listing the inter-arrival time from the
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previous invocation, and the arguments to pass to the function.

FAASLOAD’s traces declare injection points using delays between each other, instead of
relative time since the beginning of the trace. This has two advantages: it simplifies imple-
menting the invoker threads explained in Section 3.3.2; and it simplifies implementing trace
generators based on statistical distributions of the inter-arrival time (IAT) (see Appendix C).

4.2 Real workload injection

FAASLOAD allows to inject real workloads into a FaaS platform. This relies on two pieces:

1. a dummy cloud function which execution time and memory usage are set by its parameters;
2. a converter from the real workload traces to FAASLOAD’s injection traces.

While the first one is straightforward, the second one, converting real workload traces,
is much more difficult. Indeed, the canonical data of real workload traces published by
Microsoft Azure [29] does not include essential information such as the actual functions that
are executed, or even exact invocation dates. First, this comes from the obvious confidentiality
requirement of the workloads; and second, the sheer amount of invocations in any sizeable
dataset makes collecting complete data prohibitive, so Azure’s data only include statistical
properties that summarize features: quantiles of the inter-arrival times for a given time slice,
of the memory usage of whole applications instead of individual functions. ..

4.2.1 Converting Azure workload traces for FaaSLoad

We worked on processing the Azure dataset of cloud function traces into injection traces.
Based on previous work [20], we implemented the following process:

1. sampling down: Azure traces must be reduced for the experimental testbed: selecting
a time window, keeping “interesting” functions, randomly selecting a subsample of users;

2. building the call graph: refine the traces by finding dependencies between functions,
and allow replaying causality;

3. computing concrete values from statistics: Azure traces include averages and
quantiles for function invocation rates and execution times, and application memory
usage that must be “realized” into workable function IATS, durations and memory usages.

4.2.2 Limits of the conversion process

The conversion process of Azure workload traces has hard limits: sampling criteria are
arbitrary; we compute concrete IATs by assuming they follow a Poisson arrival process, which
is only correct for a small fraction of functions [29]; and we compute concrete memory usage
of functions by distributing an application’s memory usage to its functions depending on
their relative execution duration, despite no correlation.

To inject more correct traces, and beside exhaustive traces, we suggest including the
following features that would still preserve the confidentiality of the workload, and increase
weakly to moderately, the size of the dataset:

scale of the hosting hardware (number of machines, CPU specifications...) to reduce
arbitrary sampling, by doing linear scaling instead;

triggered side-effects: functions can be triggered by many sources, so including the sources
triggered by functions allows deducing the call graph of functions inside an application;
IAT statistics instead of invocation rates;
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per-function memory usage statistics.

Newest datasets [22, 13, 21] show improvements. The latest from Huawei data centers
[21] includes exact invocation timestamps and per-function resource usage. Information
about the call graph is still missing, as well as the scale of the hosting data centers.

5 Evaluation

In this section, we first evaluate FAASLOAD’s performance to inject a workload in Section 5.1.
Then, we showcase its features through three use cases: building a data of function executions
for machine learning in Section 5.2, studying the Java Virtual Machine in a FaaS setting in
Section 5.3, and replaying a real workload trace in Section 5.4.

5.1 Scalability of FaaSLoad

First, we evaluate the scalability of FAASLOAD’s workload injector through two experiments.
In the first one, we check the scalability of one invoker thread in the face of a bursting
injection trace. In the second one, we check the scalability of the whole injector over the
number of functions it has to invoke. In both experiments, the metric is the injection timing
error, i.e., the time difference between the actual invocation date and the expected invocation
date from the trace. Positive errors mean it was late; negative errors denote early invocations.

The setup is as follows: FAASLOAD runs on a dedicated machine, connected to a
Kubernetes cluster of 8 nodes. In the cluster, Apache OpenWhisk is deployed, and configured
for scalability (2 invokers per node, all memory available). All machines are identical: every
machine is a Dell PowerEdge R640 from 2019, with 96 GiB of memory and an Intel Xeon Gold
5220 at 2.20 GHz with 18 cores, running Debian 11 (or Debian 12 for the machine running
FAASLOAD), from the distributed testbed Grid’5000 [12]. We provision an OpenWhisk
deployment that can serve without overhead the requests sent by FAASLOAD while it is
under test, so that the results are not affected by OpenWhisk’s performance.

5.1.1 Scalability of invoker threads

In this experiment, a single function is injected by FAASLOAD. The function is the dummy
function used to inject real workload traces, see Section 5.4. The function’s invocation profile
is based on the function from the Azure dataset [29] with the 99% highest invocation rate.
The injected function starts at its low invocation rate of 0.017inv./s, i.e., once per minute;
then ramps up to its high invocation rate of 32.4inv./s, and finally ramps down back to the
low invocation rate. Its synthetic trace (see Appendix C) repeats this bursting phase 5 times.
Results are displayed in Figure 4a. The bottom plot illustrates the invocation profile of
the function described above. The top plot shows the timing errors of the invocations.
Timing errors range in absolute value from 1pus to 92ms, with a mean of absolute timing
errors of 12ms. For reference, in Azure traces [29], the median execution time is a bit
under 900 ms. Note that in practice, FAASLOAD does not compensate timing errors below a
configurable threshold (usually set at 10ms) to avoid overcompensating insignificant errors.

5.1.2 Scalability of the workload injector

In this experiment, the dummy function is injected under the same rate (0.033 inv./s, i.e.,
twice per minute, the median maximum rate in the Azure dataset), but under different users,
i.e., as concurrent, different functions. The number of concurrent functions being injected
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Figure 4 Scalability of FAASLOAD’s invoker threads: timing errors when sending invocations of
functions. (a) A single invoker thread under a bursting workload; (b) concurrent invoker threads.

increases over time. The rate of an individual function is low enough to avoid timing errors

in a single invoker thread, so this experiment evaluates the scalability of the whole injector.

The results are presented in Figure 4b. The bottom plot shows the CPU usage, and
context switches lives by FAASLOAD’s workload injector. The top plot is as in Section 5.1.1,
showing the timing errors for all invoker threads alike.

Results start at 801 concurrent traces, because the invoker shows no significant timing

errors before this point. Timing errors start to explode after 1001 concurrent functions.

FAASLoAD’s workload injector, using only Python’s threads, is not parallelized because of
Python’s Global Interpreter Lock, as shown by the CPU usage capping at 1 full CPU.

5.1.3 Conclusion on the scalability of FaaSLoad

FAASLOAD is capable of handling bursting workloads at the scale of real workload traces.
However, the runtime limitations of the threading implementation of Python interpreters
severely inhibits its capability to scale to the breadth of real workload traces in terms of
concurrent workloads, capping at around 1000 concurrent traces of function invocations.
Nonetheless, Table 1 in Section 5.4 shows this is enough for a representative workload trace.
Possible improvements include rewriting the invoker threads in different ways:

in Python, using multiprocessing [3]: spawn new interpreters in subprocesses, with
separate GILs, but without implicitly shared memory, making the implementation harder;
in Python, with the coming feature of subinterpreters [4]: a lighter form of multiprocessing
with less overhead and implicitly shared memory;

in a systems language: best potential performance, but this would require the most work.

5.2 Use case 1: building a dataset for machine learning

FAASLOAD was used for building a dataset for machine learning, in a published paper [26].
In this work, we studied the impact of features of functions inputs on their memory usage,
and then developed ML models to infer the memory usage. For instance, image processing
functions may use different amounts of memory depending on the image size, format, etc.
FAASLOAD collected a dataset of memory usage of 12 functions.
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Figure 5 Examples of data collected with FAASLOAD: variability of memory usage during function
execution, depending on input features. In each figure, one color represents one value of the feature.

To build a dataset with FAASLOAD, the setup is a follows: declare functions under study
in a manifest file,” then use FAASLOAD’s helper tool to load the functions into OpenWhisk;
finally to build the dataset, let FAASLOAD run automatically under a reproducibly random
injection trace, and with the function monitor configured to collect needed data.

Figure 5 shows a few example results of the data obtained by FAASLOAD. In this work, we
successfully trained J48 (C4.5) models [34] with up to 91% of accuracy, thanks to FAASLOAD
providing data to identify significant features, and to train models. In addition, data showed
how memory usage can vary during a function execution, with different patterns.

5.3 Use case 2: studying the Java Virtual Machine for Faa$S

Using FAASLOAD, we conduct an experiment on a Java virtual machine (IBM Semeru OpenJ9
VM1 used as the default Java VM by OpenWhisk): we examine the Garbage Collector
(GC) and the Just-In-Time (JIT) compiler. In the Java VM, the GC runs concurrently to
the application, to free memory from the heap by clearing unused objects. As for the JIT,
it profiles the application on its first run to find code pieces that would benefit from being
executed natively, i.e., compiled to the host architecture, instead of being interpreted.

Specifically, we measure the effects of cold starts on the Java VM itself, beyond the
latency they add to function invocations. In this experiment, we check if, and how, cold
starts affect the function’s language runtime, by focusing on the Java VM’s GC and JIT.

We ran FAASLOAD to generate a dataset of executions for 3 Java applications: (I) an
identity function returning its parameters without any processing, (R) an image resizing
function, and (A) an autocompletion algorithm (taking a radix as parameter, it returns the
most probable matches from a dictionary). We had FAASLOAD collect the detailed CPU
usage of the Java VM. This uses the VM’s specific interface JvmCpuMonitorMXBean [2], that
provides the breakdown of total CPU usage between GC+JIT (i.e., the Garbage Collector
and the Just-In-Time compiler) and application. Functions have been modified to return
this breakdown, and FAASLOAD collects it for data processing.

Figure 6 shows transposed CDFs of CPU usage for the three functions. There is a visible
increase in CPU usage and variability between cold and warm starts, both for GC+JIT and for
application. About warm executions, this is easily explained: the Java code has been JIT
compiled, it is now optimized and simply runs more efficiently. About cold executions, the

9 This is inspired by OpenWhisk’s manifest files used by its tool WSKDEPLOY [1].
' Home page of Semeru: https://developer.ibm.com/languages/java/semeru-runtimes/.
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Figure 6 Impact of cold starts on CPU usage by Java functions and their VM’s GC and JIT.

results show that both the GC and the JIT compiler use more CPU time (both in absolute,
and relatively to the total CPU time) in cold executions. By definition, the cold execution
of a function instance is the very first one, and this is the one that suffers the JIT overhead
the most, as well as some GC overhead of cleaning initialization objects.

As a takeaway, during cold start invocations, GC+JIT CPU usage can represent more
than 60% of total CPU time: the cold function instance spends more time optimizing the
program, than running it. This trade-off may be beneficial for long-running applications, but
in FaaS applications, a function instance may never be reused: then the optimizations are
lost, because they are not shared between instances (although some works started looking
into that [14]). We conclude that current language runtimes are not FaaS-ready.

5.4 Use case 3: replaying a real workload trace

In Section 4.2, we showed our conversion algorithm for the Microsoft Azure Functions Dataset
from 2019 [29]. In this section, we evaluate their correctness when converted for replaying by
FAASLOAD. Note that in this evaluation, we skip building the call graph (see Section 4.2.1),
because it was not reliable due to the lack of data from the original traces.

Major challenges are to compute concrete values for Inter-Arrival Times (IATs), and
function execution times and memory usage, while keeping the same statistical properties
as the original, incomplete and at times inconsistent traces. We evaluate the fidelity of the
conversion, by calculating the same parameters as in the companion paper to the traces.!!

They are shown in Table 1. For execution times, the parameters are the log-mean and
standard deviation of the log-normal fit to their distribution; as for memory, they are the
parameters of a fitted Burr XII distribution of the memory usage of applications.

As expected, the shorter the sampling window, and the smallest the sampling subset, the
less representative the resulting traces. Nonetheless, results would vary on the exact sampled
time windows (here, they all start at the beginning of the traces). As shown in Section 5.1.2,
FAASLOAD can handle up to around 1000 concurrent functions, so Table 1 indicates that the
best trade-offs would be to sample over 1h and 1% (closest log-mean execution time), or over
10 min at 2% (closest memory statistics), although it of course depends on the objectives.

' Note that the values of the parameters we calculated over the original traces sampled at 100%, are
different from those given in the companion paper, because the authors published different traces.
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Table 1 Comparison of FAASLOAD traces sampled from a real workload, with the original
workload. In bold: values of fitting parameters closest to 100% of original. TATs distrib. gives
fractions of applications invoked less than once per hour, and less than once per min.

Sampling IATs distrib. (%) Exec. time Memory
Window  Sub% # funcs. <1/h < 1/min L o c k A
original 100.00 49816 67 91 -0.52  2.68 7.023 0.681 143.671
original 1.00 11874 42 77 -0.45 2.33 14.446 0.217 112.216
1 day 100.00 26151 31 72 -0.81 3.58 14.212 0.217 116.108
1day 1.00 4913 19 63 -0.74 2.89 14.794  0.233 110.707
6h 100.00 13248 16 63 -1.04  4.10 17.147 0.177 114.513
6h 1.00 2198 17 52 -0.29 2.83 17.077 0.196 111.673
1h 100.00 8389 0 55  -1.38 4.75 17.901 0.164 113.775
1h 1.00 1086 0 49 -0.46 3.80 26.227 0.125 111.074
30 min 100.00 7443 0 51 -1.54 4.94 17.913 0.161 113.163
30 min 1.00 919 0 42 -0.64 3.45 42.380 0.083 112.989
10 min 100.00 6034 0 44 -1.85 5.23 268.939 0.005 73.303
10 min 2.00 980 0 64 -1.34 2.43 8.268 0.413 132.611
10 min 1.00 449 0 37 -220 4.39 453.219 0.004 95.477

6 Conclusion

In this paper, we introduced FAASLOAD, a workload injector for FaaS platforms to gather
fine-grained data about functions. FAASLOAD’s aim is to help in systems research on FaaS
platforms, by collecting fine-grained performance and resource data about the actual programs
running serverless, and by injecting synthetic and real workloads into FaaS platforms for
experiments. We showed that FAASLOAD is efficient in conducting experiment in FaaS
environments, and allows to replay real workloads.

In the long term, we hope that FAASLOAD will encourage systems research in directions
that cross-cut the deep software layers of cloud computing.

For now, we will work on improving the performance of the workload injector, by rewriting
critical components in a system language instead of Python. Additionally, FAASL.OAD could
support the concept of applications as seen in Serverless platforms (most often, graphs of
functions), to handle more realistic workloads based on causality. Another interesting feature
would be to control the cold starts, given how impactful they are on application performance.
Finally, a community effort could expand FAASLOAD’s utility to more use cases.
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A Database format of FaaSLoad

FAASLOAD stores all its data to a PostgreSQL database, for standardized data management.

There is a central runs table that stores information directly related to an invocation at
the FaaS platform-level: its ID in the platform, its start and end time, etc. The second most
important table is resources, a TimescaleDB timeseries-optimized table for data collected
by the function monitor. This table references the runs table, and stores all the values of all
collected performance counters, resource usage, etc. for every run.

The table runs references a functions table that stores identifying data about the
functions invoked when injecting the workload. In addition, a parameters table stores
parameters of function invocations (specifically needed when generating a dataset, where
parameters are set randomly by FAASLOAD). Then, a table named results stored plain

results of function invocations, i.e., the values returned by the executions of the functions.
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This can be used by customized functions to return internal information (see Section 5.3 for
an example of this). Both parameters and results reference the table runs.

Additionally, the table dockeroperations stores events related to function instance
management by the FaaS platform; e.g., creating a new instance, etc.

B Workload trace format of FaaSLoad

FAASLOAD’s trace format is very simple, yet comprehensive. An example is given in Listing 1.

Listing 1 Example of FAASLOAD injection trace. A header gives meta information, then injection
points are listed.

user001 dataset_gen/sharp_blur 1024
0.326 3.jpg sigma:56.256303360401
2.75 5 .jpg sigma:39.14279952944534
0.061 1.jpg sigma:72.80070853800676

The first line is special, and gives about the function its owner, its name, and its memory
allocation. The user name is important, since the same program could be executed under
the same function name but under two different users, to execute it under different memory
allocations (thus the memory amount in the header). It is also used to simulate different
user profiles with regards to memory, as described in Appendix C.

After this simple header comes workload injection points, i.e., instructions for function
invocations. Each line is a point, listing:

the time to wait before the invocation, relative to the previous one;
an optional input filename;
an optional list of other named parameters;

Then, an injection point can optionally specify an input filename and named parameters
that will be passed to the function. The special handling of an optional input filename comes
from FAASLOAD’s original use case: generating a dataset of invocations of functions over
varied inputs. While in practice this parameter is just passed to the invoker function like
other, named parameters,'? it receives special handling because FAASLOAD, when executed
to generate a dataset of invocations, must cover all provided inputs of the kind expected by
the function. This is interesting for FAASLOAD to consider as first class because many FaaS
functions follow a process of transforming input data.

As can be seen, the injection trace format is very simple. This is a feature intended to
allow writing any trace generator without added complexity on the trace format, and to
allow easily auditing such resulting traces.

C Synthetic workload generator

The easiest way to obtain injection traces for FAASLOAD is of course to synthesize them.
While the open trace format lets anyone write their own generator, FAASLOAD comes with
a trace builder that synthesizes traces from user specifications, written as YAML files. An
example of a user specification is given in Listing 2.

First, a user specification defines a memory profile. This memory profiles expresses how
well the user sets the memory limit to its functions:

2 The filename is passed to the invocation under the fixed named object.
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smart sets the memory allocation of its functions to exactly the required amount;
average sets the memory allocation to the smart value, multiplied by the added average
increase observed in Faa$S platform, which is 1.6 times [8];

maximum sets the memory allocation to a constant maximum allowed by the FaaS platform.

Listing 2 Example of user specification used by FAASLOAD’s synthetic workload generator.

users :
user001 :
memory—profile: average
nb—inputs:
image: 10
audio: 10
actions:
number: 3
matches:
— number: 2
match :
runtime: "nodejs"
annotations:
input__kind: image
distribution: poisson
rate: 0.3
— number: 1
activity—window :
from: 120
to: 180
match :
docker: "python"
annotations:
input__kind: audio
distribution: uniform
rate: 0.5
user002 :
memory—profile : maximum
nb—inputs:
image: 5
actions:
— name: 'faasload/sharp resize"

times: [2, 12, 22, 32, 42, 52]

Using this feature, one can easily generate traces with the same characteristics, but
observing the impact of memory overallocation on the FaaS platform.

Then, the user specification gives the number of available inputs for each kind that could
be requested by functions, to generate input filenames, as described in Appendix B.

Finally, the specification expresses which functions are invoked, at which times. This
expression is very flexible:

fixed selection of functions with exact IATs;

fixed selection of functions with random IATs following statistical distributions;

varying in selection of functions based on criteria (name, runtime, annotations, etc.) with
random inter-arrival times following statistical distributions.

With such specifications, one can execute FAASLOAD multiple times with different traces
generated from the same user specification, to check reproducibility of experiments.

To cover another use case, user specifications also allow to give activity windows of
functions. Functions will only be invoked during their respective activity window. This is
useful to experiment with the behavior of given functions when other functions suddenly
appear, and may contend for resources and interfere in performance levels.
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