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Abstract

Limitations in measurement instruments can hinder the implementation of some quantum
algorithms. Understanding the suboptimality of such measurements with restrictions may
then lead to more efficient measurement policies. In this paper, we theoretically examine
the suboptimality arising from a Procrustes problem for minimizing the average distance
between two fixed quantum states when one of the states has been measured by a Projective
Measurement (PM). Specifically, we compare optima when we can only use PMs that are
aligned with a low-rank subspace supported by the quantum states, and the case that we can
measure with the full set of PMs. For this problem, we show that the suboptimality ratio is
independent of the dimension of the full space, and is at most polylogarithmic in the dimension
of the low-rank subspace. In the proof of this result, we use a probabilistic approach and the
main techniques include trace inequalities related to projective measurements, and operator
norm bounds for equipartitions of Parseval frames, which are of independent interest.

1 Introduction

Projective Measurements (PMs), and the larger set of Positive Operator Valued Measures (POVMs)
play a key role in quantum tomography [7], state discrimination [11], quantum key distribution
[18, 24], and measurement-based quantum computing [9]. In practical applications, however, due
to restrictions in measurement instruments and resources, not all optimal PMs or POVMs can be
accurately implemented. For example, this occurs when only a limited selection of high-fidelity
PMs are available to the practitioner or when no ancilla states are possible; those typically used to
implement POVMs. From a theoretical perspective, these restrictions are circumvented by using a
smaller set of measurements plus additional resources, e.g., POVMs can be instead simulated from
PMs with additional postselection [25].

If we focus on optimization problems with measurements, it is unclear which problems have
PMs as optima, and more precisely how suboptimal they become if additional restrictions exist. In
this paper, we focus on this latter issue and bound the suboptimality arising from a Procrustes
problem with PMs that are aligned with a low-rank structure of the measured states.

Upon measuring a quantum state with an observable on an ambient space H, the probability
that a certain outcome is observed depends on the alignment between the measured state and the
state that would correspond to that outcome. A projective measurement P = {Py,..., P,} consists
of n orthogonal projectors that characterize the outcomes of a measurement. After measurement of
a mixed quantum state p by P, the random outcome of the measurement X is P; with probability
Tr[pP;] > 0 for all i € [n]. The Procrustes problem for PMs can be formulated as finding a PM P
of p that in expectation brings the random outcome state X = X (P, p) closest to another mixed
quantum state 7. In Frobenious norm, the problem is equivalent to finding
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where P(H) is the set of PMs. Up to constants, (1) is equal to the following maximization problem
over PMs

n

Prenpa();{) 2 Tr [TPszJ. (2)
This optimization problem is nonconvex, and for our setting we consider additional restrictions.
Firstly, we assume that 7, and p have a low rank structure and are only composed of states supported
in a subspace & C H of dimension r < n. Secondly, we model constraints of the measurement
instrument by considering only PMs Q that are aligned with this subspace S. Formally, this means
that r out of n orthogonal projectors generate also a projective measurement on S. The set of
such PMs will generate a strict subset P(S) C P(H), and we can thus also define a constrained
maximization problem analogous to (2). A relevant question is how suboptimal is the restriction to
measurements over the low-rank structure compared to using the full set of PMs. We can define
the suboptimality ratio as the smallest constant K, , > 1 such that for any quantum states p and
T with support in a subspace S C ‘H of dimension r,

n

Py 2 T PiOP] < K gma 3 T Qup] ®)

The constant K, , encodes the suboptimality of restricting to measurements in the low-rank sub-
space, and a low value would imply that we can use the smaller set of measurements aligned with
the subspace of quantum states to approximate (2). Constants that encode information on maximal
suboptimality are common in quantum information. We can namely mention Tsirelson’s bound
that is perhaps the most well-known and is fundamental in bounding violations of Bell’s inequalities
[12]. For the maximization in (2), there are some results in the context of quantum control [26].
In particular, for the constant K, , , when 7 and p are pure states (r = 2) then it is known that
K, =1 for all n > 2 [36]. For general mixed states (r > 2), the magnitude of K, , is however
unknown.

Our main contribution is to show that there exists ¢ > 0 such that for any n > r > 2,
Ky, < clog(r)4. (4)

The bound (4) indicates that the suboptimality does not depend on the dimension n of the ambient
space H and is at most polylogarithmic in the dimension r of the low-rank subspace S. As a
consequence, we may approximate the solution of (2) up to a polylogarithmic factor by optimizing
over the smaller space S where both p and 7 are supported.

Our second contribution is technical and relates to the methods used in the proof of (4). We use
a probabilistic approach to upper bound the trace of certain Kraus maps by randomized operators
while preserving their PM structure. Restricted to S, the projectors P; induce vectors |v;) € S that
generate a Parseval frame and satisfy

> Joidu| = 1s. (5)
=1

The measurement P € P(H) in (2) can be understood on S as sum of a PM Q € P(S) that is
weighted by T = [n/r] matrices L; obtained from some equipartition of the frame vectors

T

Z Tr [TLtQ [LI,O L) LH where  Qla] = Z Q;aQ;. (6)
i=1

t=1

Similar to (5), the weight matrices satisfy

T
S L] =1s. (7)
t=1

The difficulty of the analysis lies in decoupling the dimension n from (6) while preserving the PMs
structure of the measurements involved. To tackle this problem we use a probabilistic approach and



find a single random measurement that in expectation behaves as the sum of the measurements in
(6). Specifically, we consider Gaussian random weight matrices of the type

T
L=> gL, where g, ~N(0,1) areiid. forallte [T]. (8)
t=1

By using this random weight in a measurement, we transfer the dependence on the dimension n
from the sum of weighted PM in (6) to the variance of (8).

Additional key steps in the proof include showing the existence of a partition 7 of the frames
that satisfies variance constraints independent of n. The probabilistic method from combinatorics
is used in this step to bound the operator norm of a frame variance matrix. In this way, with high
probability we obtain .

[ Lllop < clog(r). (9)

We also introduce new trace inequalities to extract the weights L; from the traces in (6) while
preserving the PMs structure of the measurements. These inequalities are based on complex
interpolation results.

Remarkably, our proof method directly relates the polylogarithmic term in (4) with the addi-
tional dimensional factor that appears in well-known random matrix concentration inequalities [34]
compared to their univariate counterparts. This fact suggests that our method cannot be further
improved without using additional information about the optima of (2).

1.1 Related Literature

Procrustes problems have been previously studied in the literature. We can namely mention
Procrustes problems for orthogonal matrices [30], weighted versions with quadratic constraints [16],
conic constraints [4, 14], and problems with manifold constraints [6, 1].

The maximization problem in (2) appears in the context of quantum control with nonselective
measurements in [26], and for general Kraus maps in [27]. Special cases are studied in [36], including
the case r = 2 and n > 2. In particular K,, » = 1 is shown using the first order stationary conditions;
see (16) in Section 2.1. By relaxing in (2) the optimization to general Kraus maps, no local maxima
exist for n = 2 [27], but this may not be the case for projective measurements.

From a theoretical perspective, the analysis of the suboptimality in optimization problems is
commonly conducted to approximate solutions of computationally hard problems. Related to the
quantum setting, for example, we can mention semi-definite program relaxations for generalized
orthogonal Procrustes problems [5, 37] that are related to the well-known Grothendieck’s inequality
[8]. Grothendieck’s constant [19] characterizes maximal inequality bounds and can be interpreted as
a suboptimality ratio between optimization problems with different constraints on the dimensions
[10], which is similar to (3). We remark, however, that these constants are universally bounded and
do not grow indefinitely with the intrinsic dimension of the problem—the dimension of S in our
setting—except if there are additional constraints, such as those induced by a graph structure [3].

We use key properties of Parseval frames [35] such as (5). In particular, we partition the frame
into equal-sized sets and try to impose an orthogonal structure on each partition. Orthogonalization
has been studied before in [13] for POVMs, where it is shown that if a POVM is close to being
orthogonal, then there exists a PM that is actually close to the POVM. Differently in our problem,
the frame in (5) may be far from orthogonal, and we have additional constraints such as the
dimension of the PMs that we seek.

In the proof of (4), we use the probabilistic method [2] to prove the existence of operators with
certain properties by showing that they occur with positive probability. In quantum information,
for example, this method can be used to find low-rank approximations of Kraus maps [21] by
using random Kraus operators. In our case, we use the random matrix (8) to randomize, and
upper bound (6) while preserving the PM structure of the operators. Concentration inequalities for
Gaussian random matrices from [34] are then used to estimate the operator norm provided that
its variance can be controlled. Operator norm bounds for random matrices have been used in the
quantum setting to understand quantum expanders [20, 17], and other random quantum channels
[15, 22]. In our setting, to show that the variance of (8) is small we consider a random partition



7 and bound the operator norm of a random variance matrix of L induced by this partition. We
use the method of moments to estimate the operator norm [33], but differently from the typical
concentration bounds that assume independence, in our case the entries of the matrix have strong
dependencies induced by the frame.

Finally, we also use operator trace inequalities such as trace convexity [23], and in Section 4.5
we show new trace inequalities involving projective measurements using complex interpolation
techniques. We can mention [32] where interpolation inequalities for traces of matrix products are
shown using a similar approach.

2 Preliminaries

Let H be a complex finite-dimensional Hilbert space with inner product (-]} : H x H — C, and
such that dim(H) = n. Let B(H) be the space of linear maps of H, and let

B®(H)={AeBH)|A= AT},

be the set of self-adjoint operators of H. We also let B (H), and B () be the sets of nonnegative
selfadjoint, and positive selfadjoint operators, respectively. The set of density matrices of H is
defined by

D(H) = {p € B=(H), Trlp] = 1}. (10)

The set of (nondegenerate) PMs in H is composed of sets of n orthogonal rank-one projectors
P(H) = {(Pi,...,P,) € B(H)*": P, = P!, P,P;=6;;P,, tk(P}) =1 fori e [n]}. (11)

For any P € P(H), the following partition of unity property for the identity operator 14 € B(H)
holds

> Pi=1y. (12)
i=1

When a mixed quantum state encoded by a density matrix p € D(H) is measured by a PM
P € P(H), the outcome state X is P, € D(H) with probability Tr[P;p] > 0. Let u(p, P) be the
distribution of the random density matrix X describing the outcome state after measuring p with
P € P(H). The expected state after measurement is then given by

Plel = Exupiom[X] = D_Te[pP] P = 3 PipP. (13)
i=1 i=1

2.1 Procrustes problem for projective measurements

Given a target quantum state 7 € D(H), we can ask what is the expected distance between 7,
and the outcome state of the measurement of p by P. The Procrustes problem for PM consists of
finding for which measurement P € P(H) the expected distance is minimized. In the Frobenious

norm, HAH? = Tr[AAT], the Procrustes problem is

n

s By I~ XIE] = min, S ipll ~ P

= ”PénPl?H) - Zl 2Tr [P;p| Tx [Pyr] + Clp, 7)

= -2 _max Tr [pP[r]] + Clp,7), (14)

where the last equality holds since projectors are rank-one and so for all i € [n], Tr[P;p|Tr[P;7] =
Tr[P,pP;7]. Both 7 and p are fixed, so both (14) and (2) are equivalent up to a constant.

The maximization problem (2) is symmetric over p and 7, and can be posed as an optimization
over the unitary group U(H) = {U € B(H) : UUT = UU' = 14}. We let the measurement



PU)={UP,U',...,UP,U'} be dependent on U € U(H) for some P € P(H) fixed. Then we can
consider the equivalent maximization problem

Tr|pP(U . 15
e Tr[pPU)[r]] (15)
In [36], the first order stationary conditions for critical points of (15) were computed: a critical
point U* with measurement P* = P(U*) must satisfy

[pv 'P*[TH = [P*[[)],T]7 (16)

where [A, B] = AB— BA is the commutator. This problem (15) is nonconvex, and to our knowledge
it is unknown how complex the optimization landscape is, e.g., how many critical points exist
satisfying (16). In Section 5, we will use manifold optimization [1] to try to numerically find (15).

2.2 Restriction to aligned projective measurements

For the maximization problem in (2), we impose some restrictions in the set of measurements as
well as some additional structure that we can exploit. To model the limitations of measurement
instruments, we assume that we can only use projective measurements aligned with a subspace
smaller than H. Furthermore, we assume there is an additional low-rank structure in the quantum
states that is also aligned with the aforementioned subspace. We formalize these ideas as follows.

Firstly, we assume that both 7 and p belong to a low-rank subspace S C H with dim(S) = r.
Specifically, for any vector |v) € St—the orthogonal subspace in H of S—p|v) = 7|v) = 0, and all
eigenvectors with positive eigenvalue of p and 7 belong to §. Secondly, to model the restriction of
certain measurements, we will consider the maximization only over a subset of PMs that commute
with the unique orthogonal projector Ils : H — S from H onto S and is related to the set of PMs
of §. As in (11), we define

P(S)=1{(Q1,....Q,) € B(S)*": Q: = Ql, QiQ; = 06,;Qi, 1k(Q;) =1forie[r]}. (17)

There is an injective map ¢ : P(S) — P(H) given by completing the set of r orthogonal projectors
of Q@ € P(S) in ‘H with orthogonal projectors from a fixed Q+ € P(S1). Since p, and 7 € D(S)
are invariant under Ils, we have the equality

Tr[7Q[p]] = Tr[ru(Q)[p]] for any Q € P(S). (18)
We consider then the set of restricted measurements to be P(S), which is independent of H, and
define the restricted optimization problem as the maximization

Joax Tr[7 Q] (19)

3 Suboptimality ratio of projective measurements

On the Hilbert space H with dim(#) = n, the suboptimality ratio K, , is defined as the smallest
constant such that for any p, and 7 supported on the subspace S C H of fixed dimension r < n, we
have

< .
Jmae T[Plo)] < K, max Tr[rQlp] 2

The constant K,, , > 1 encodes how suboptimal restricted measurements are when there is an
aligned low-rank structure present in the quantum states compared to using a larger set of PMs.

Our main result in Theorem 1 bounds the suboptimality ratio K, , when the quantum states 7,
and p are supported in S, and the measurements are also restricted to this subspace. Its proof can
be found in Section 4.

Theorem 1. Let H be a complex Hilbert space with dim(H) = n, and let S C H be a Hilbert
subspace with dim(S) = r < n. There exists ¢ > 0 such that for any n > r > 2, and any p,
T € D(S),

pmax, Tr[rPle]] < clog(r)* e Tr[rQpl]. (21)



From Theorem 1, we obtain that the bound of K, , is independent of the dimension of the
ambient Hilbert space H, and at most polylogarithmic in the dimension of the subspace S. By
choosing restricted measurements in S, we lose at most a polylogarithmic factor in (20).
Remarkably, as can be seen in the proof of Theorem 1, the polylogarithmic dependence in the
bound of K, , arises from a connection to random matrix theory. Specifically, in random matrix
concentration results there is typically an additional dimensional factor—the matrix size r—that
appears compared to their counterparts in univariate concentration inequalities. In our case, this
factor determines the logarithmic dependence and is a consequence of our probabilistic approach to
showing the result; see Remark 3 in Section 4.4.

For the Procrustes problem in (1) we can approximate the optimum by restricting to the subspace
S. Theorem 1, and (14) immediately yield a rough approximation inequality in Corollary 1.

Corollary 1. Suppose 7,p € D(S) C D(H), where S C H is a r-dimensional subspace of H. Then,
there exists a universal constant ¢ > 0 such that

G Exoo[[I7 = X[3] — (eloa(r)! ~ DT[rQlel] < min Exopiom I~ X[3]. (22)

We remark that Corollary 1 is not sharp since the bound of K, , does not include information
about the relationship between absolute values in (20), only their relative values. In particular,
there may be cases when the inequality in (22) is trivial since the left-hand side may be negative.
This fact raises the question if the bound of K, , in Theorem 1 can be furhter improved.

In Section 5, we use numerical simulations to examine the constant K, , for different values of
r, and n. The simulations suggest that K,, , ~ 1 for small values of r, but a more complex behavior
cannot be ruled out.

4 Proof of Theorem 1

We present a sketch of the proof of Theorem 1 in the following steps (i)—(vi), each one corresponding
to Sections 4.1-4.6, respectively.

(i) Reduction to weighted PMs. In Section 4.1, we fix a PM P € P(H) and we examine the effect
that the measurement has restricted to the subspace S where p and 7 are supported. We
show that the restriction of P can be decomposed as T = [n/r] ‘weighted’ measurements
over §

Tr[pP[r]] = Z Tr[pQrr[7]]- (23)

The matrices {L7}]_, are composed of some equipartition of vectors |v;);_, from a Parseval
frame induced by the orthogonal projectors in P. Moreover, the equipartition of the vectors
can be chosen with a permutation 7 of their labels.

(ii) A good partition of Parseval frames exists. In Section 4.2, we find a partition of the Parseval
frame from the previous decomposition such that not only the matrices {LF}7_; satisfy the
normalization condition corresponding to frames

T
Y LI =1s, (24)
t=1
but also
T
L0 =Y (LF)'L] ~ s, (25)
t=1

as much as possible. We use the probabilistic method from combinatorics with £™, and
the method of moments from random matrix theory to bound the operator norm || L7||op =
Sup|yj=1 |[£7x|. We show that there exists a permutation 7 of the vectors, and its corresponding
equipartition such that ||£™|lop < clog(r).



(iif) Randomization. In order to avoid the fact that we have T = [n/r] summands in (23), in
Section 4.3 we use a random weight matrix

T
t=1

with g; for t € [T] i.i.d. N(0, 1) Gaussian random variables. Moreover, we show using operator

trace inequalities that
T

> Te[pQurlr]] < 3E[Tx[pQ; [7]]] (27)

i=1
where Q; is a random measurement on S weighted by L.

(iv) Concentration. In Section 4.4 we use well-known concentration inequalities for Gaussian
random matrices to show concentration of the operator norm ||L||op. The variance of L
crucially becomes independent of n due to (24), and (25).

(v) Interpolation. We extract the weights from the weighted measurement Q; in (27). Specifically,
in Section 4.5 we show by using complex interpolation inequalities that for any weighted
measurement Qy, with L € B(H), there exists Z € P(S) such that

Te[pQr[r]] < | LllopTr[p2[r]]. (28)

(vi) Combining all steps. Finally, in Section 4.6 the previous interpolation inequality implies that
there exists a constant C' > 0 and Y € P(S) such that

E[Te[p0, [7]]] < CE[ILI,] Tx[pir]]. (29)

where L is the random matrix in (26). A polylogarithmic bound in r for E [||1A}||§p} is obtained
by using the concentration properties from step (iv). Finally, from (23), (27), and (29), the
claim of Theorem 1 follows.

4.1 Reduction to weighted PMs

We first show that the projections of a fixed measurement P € P(H) in (14) to S is equivalent to a
sum over weighted PMs in P(S).

Definition 2 (Weighted PMs). Let Q = (Q1,...,Q,) € P(S) and L € B(S). A weighted PM is a
map Qr, : D(S) — B(S) defined for any p € D(S) as

Qrlp] = Z LQ;L'pLQ;L' = LQ[LTrL] L. (30)

i=1
From Definition 2, given Q € P(S) and L € B(S) we can write for 7,p € D(H)

Tr[pQL[r]] = Tr[pLQ[L'TL]LT]. (31)

The following lemma poses the optimization problem in (2) as a maximum over a sum of
weighted PMs in § that are dependent. This is a special case of the well-known Naimark dilation
theorem.

Lemma 1. Let S C H be an inclusion of finite-dimensionial Hilbert spaces with dim(S) = r,
and dim(H) = n. Let p,7 € D(S) C D(H) and P € P(H). There exists Q € P(S), and
Li,...,Ly € B(S) with T = [n/r] such that

Tr[pPlr]] = > Tr[pQu.[7]], (32)



and

T
S LL] =1s. (33)

Proof. We have P = (P1,...,P,) € P(H) with P, = |u;}u;| for ¢ € [n], and {|u;)}, is an
Orthonormal Basis (ONB) of H. Denote the orthogonal projection from H to S by Ilg : H — S,
and define |v;) = IIglu;) € S for all i € [n]. By using the fact that (i) p = HSpH:r9 and similarly for
7, the following equality holds,

m

Tr[pPr]] = Z Tr[pP;7Pj]

)

3

Il
_

Tr[plls BITL I PITL],

=
INgE

o
Il
—

Il

s
I
—

Tr [ploi)(vs|r|vi)(vs]. (34)

Out of the n vectors, we consider T disjoint sets of r vectors, where we complete with the null
vector if necessary If m = [n/r]r is the total number of vectors, we may chose the equipartition
{vad ¥y, o)} e, - {|vi)}?”T(r 1)+1 Let {|e;)}7_; beaONBof Sandlet £ = (Ey,...,E,) €
P(S) be the PM in this ba51s that is, E; = |e;)Xe;| for i € [r]. We define the operators

Ly = vy(—ynidenl 4o+ [oreden] = Y lorg-n)el € B(S) for t € [T, (35)
=1

and note that LtElLI = |[Vrt—1) 11 )Vr(t=1)41| for all I € [r], and t € [T]. In the notation of (31), we
have now

n

> Tr[pPTP] =
i=1

ZT&" [pL EiLiTL B L]
=1

T
t=1

HM’%

Moreover, from the condition that Y. | P, = 1y, and ) ,_, E; = 1s = ILs we obtain that

]lngS]lHHTS:ZHSPHSme vz|fZZLELT ZL Ll (37)

t=1 i=1

O
The vectors {|v;)}™, in the proof of Lemma 1 constitute a Parseval frame of S, since
D vl = Ls, (38)
i=1
which implies that |v;] < 1, and
i lvg|> = 7. (39)
i=1

4.2 Equipartitions of Parseval frames

In Section 4.1 we have restricted a PM P € P(H) to S, and we have show in Lemma 1 that it
is equivalent to a sum over weighted PMs in S. To later introduce randomization in Section 4.3



without adding a large variance, we additionally need the weight matrices to be approximately
symmetric. In particular, while we have the partition of unity property in (33), its counterpart

L=LL +- + L Ly, where
T
(L)ij = Z (Urt—1)+i | Urit=1)44) (40)
t=1

can be very far away from the identity 1s. To overcome this issue, we will exploit two invariant
properties of the decomposition that we have not used in the definition of {L;};c7) and Lemma 1.
Without loss of generality, we will assume that 7' = n/r € N, since we can always complete the
frame with the null vector to satisfy the constraint.

« For any permutation 7 € S,,, we can define similar matrices {L] };cr) by using the permuted
set of vectors {|vr(;)) }iem which satisfy Lemma 1, but do not leave (40) invariant.

o We can add a phase modifier © = (64,...,6,,) € R™ to the frame {|v;)}!_; by defining for
J € [n], |v;)(©) = exp(if;)|v;) such that Lemma 1 also holds for this frame, but (40) is not

invariant.
For a permutation m € S, and a frame modifier © = (6y,...,6,) € R", we define for ¢t € [T
L7(©) = e o nypnNer| + -+ T oz e, | € B(S). (41)

The matrices {LT(0)}Z; also satisfy Lemma 1 for any m € S,, and © € R™. The generalization of
(40) for m € S, and © € R™ is then

LT(0) = LT(O)LT(O)+...+ LL(©) LL(O). (42)

Our aim is to find 7 € S,, and © € R™ such that ||L™(O)]|p is as small as possible. Using the
probabilistic method from combinatorics we can show the following.

Proposition 1. Let L™(0) be defined in (42). There exists a constant ¢ > 0 such that for any
r>2andT >T(r) > 1, there exists a permutation 7 € Sy, and a choice of frame modified by
©* € R™ such that

HE”* (©)||op < clog(r). (43)

Proposition 1 contains a dimension-dependent term log(r), which is small enough for our
purposes and crucially holds for T—that is, for n—large enough. To show Proposition 1 we
consider the random matrix £7(0) with a random permutation 7w ~ Unif(S,,), and a random phase
exp(i0;) ~ Unif(S?) for all i € [n]. The method of moments is used to estimate the operator norm
of L™(©), and is a well-known method in random matrix theory [33]. This typically involves using
that for any positive-semidefinite Hermitian matrix A, || A||F, < Tr[A*] for any k > 1. Therefore,
we can compute the expectation of the operator norm by estimating the expected trace

E[1£7(©)lls,] < E[Tr[£™(0)"]] = F(k). (44)

By showing that F(k) is small enough, from (44) we deduce that for some permutation = € S,,,
and frame modifier © the operator norm is also small enough. Differently to common results in
random matrix theory, the entries of £L™(©) are not independent, but strongly correlated depending
on the frame. Nonetheless, we are able to obtain a bound of the operator norm by leveraging the
frame properties. The following bound characterizes the expectation (44).

Lemma 2. Under the assumptions of Proposition 1, there exists ¢ > 0 such that for any r > 2,
T>2andr > k>1,

(45)

11.2k .k
F(k:)gc<rkk+k'k ! )

T



Let us show first that Lemma 2 implies Proposition 1.

Proof (of Proposition 1). Fix k = |log(r)|, and choose T = T'(r) > 1 large enough such that
F(k) < 2crk®. (46)

Then, there exists a constants ¢y, C' > 0 such that for all » > 2,

E[I£7(©)llop) < E[ILT(©)]5,]""

< F(k)l/k
< Ci/ log(r),rl/ log(r) log(T’)
< Clog(r). "

From (47), we deduce that there exists a permutation 7* and frame modifier ©* such that
1€ (©*)]lop < C'log(r). (48)

O
The proof of Lemma 2 is involved, and is deferred to Appendix A. The intuition behind the
proof is that the correlations that the different vectors |v;) of the frame may have—encoded in the
inner products (v;|v;)—either are small when T is large, or they are concentrated in a handful of
vectors. In the former case, for a random permutation and frame modifier, the matrix £™(©) will
be approximately homogeneous and thus have operator norm of order O(1). In the latter case,
most permutations will ‘separate’ the significant vectors well so that we will only need to worry
about the diagonal of £™(0). We can then estimate the expectation of the operator norm when
significant vectors add up in the diagonal entries. This is quantified by the leading term in (45).
It also turns out that when there are only significant vectors (when L; = 1g, for example), the
order of (48) is almost sharp. Specifically, the expected operator norm in this case is the expected
maximum of a multinomial random variable with uniform probability (1/r,...,1/r) and with r
trials, which has order log(r)/log(log(r)) [28].
In (47) the choice of k ~ log(r) is optimal, since for larger or smaller order of k, we would
obtain a worse bound on F'(k).

4.3 Randomization

We assume for the time being that T is large enough so that by Proposition 1 we can choose the
equipartition of the frame induced by P in Lemma 1 that satisfies both (33) and

|LiL1 + ...+ LEL7||op < clog(r). (49)

We namely omit in the notation the selected permutation 7* and phase ©* that Proposition 1
guarantees, that is, we will denote L; = LT (©*) for all t € [T]. Later on in Section 4.6, we will
show that we by enlarging the Hilbert space H, the assumption that T is large enough will become
superfluous.

Let g; for t € [T] be i.i.d. N(0,1) random variables. Define the operator-valued random variable

T
t=1

By using this random matrix as a weight, we can decouple the dimension 7' from the sum of T
weighted measurments in Lemma 1, and transfer its dependence to the variance of L.

Lemma 3. In the same setting of Lemma 1, let L be defined in (50), and let Q € P(S), then

T

S Te[pQp,[r]] < 3E [Tr [pgﬁm]]. (51)

t=1
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Before showing Lemma 3 at the end of this section, we require some intermediate results first.
First, we find a proxy that in expectation bounds the sum of the weighted PM on the left side
of (51). Let B be an independent copy of L, and Q € P(S). We denote by Qj p the random
biweighted measurement that satisfies

10y gl ) = 3Tkt | Bai ]
i=1

= s z‘A B i
Y Tr|plilt @ 7BQ BT]

=> (e n)(LeB)Qieq)leBb) (52)

Note that we also have TI“[QLB[p,T]] > 0.

Lemma 4. Let p,7 € D(S), Q € P(S), and {L;}vcr) be weight matrices. Let L, B be independent
copies of (50). Then,
T

> Te[pQu,[r]] < E[Tr[Q; sl 7]]] (53)

t=1

Proof. From the fact that L and B are independent, we readily obtain from (52) that

B[1v(0, 10, 71)] = Y E[T (0 1(E & B)(@: 0 @)(EF @ B
S5 (oo 7k 0 £(Qs 0 Qe 2]
i=1t,z=1

Te[(p @ 7)(Le @ L.)(@Qs © Qi) (L] @ L1)]

1i=1

-~
3
I
S o~

M=

Tr [(P @ 7) (L ® Le)(Qs @ Q)(LI ® LI)} (all terms positive)

o~
Il
-
Il
-

Tr[pL:Q:LiTLQ;L]] ({Q;}i_, are rank one projectors)

I
M=
]~

~
Il
_
I

-

Il
] =

Tr[pQr, [7]]. (54)

~
I
—

O

The biweighted measurement Q; 5 in (52) does not have the single weighted measurement
structure that we need. To overcome this problem we use the following two results based on trace
convexity to upper bound Tr [Q i Blps T]] by several weighted measurements.

Lemma 5. (Adapted from [23, Corollary 1.1]). Let A, B € B$(S) and let G1,G2 € B(S). For
any A € [0,1], let
G=)\G1 + (1 — /\)GQ (55)

The following inequality holds

Tr[AGBG'] < ANTr[AG:BGY] + (1 — \)Tt[AG2BGY). (56)

11



For the following result we require some additional notation. For any J € B(S), and M €
B®*(S®S), we let
Ad; M) =(J@J) M (JJ). (57)

We define the set of separable operators of B#(S ® S) as

Sep(B2(S @ S)) = {Z AL ® Al
i=1

a €N, Al AL € BS(S), and \; > 0 for all i € [a]}. (58)

Lemma 6. Let C,D € Sep(B¥(S®S)) and X, Y € B(S), then in the notation of (57),
Tr[C(X @ Y)D(X @ V) + Tr[C(Y @ X)D(Y ® X)) <
%(Tr [CAdx 4y [D]] + Tr [CAdX,Y[D]]) + Tr[CAdx[D]] + Tr[CAdy [D]]. (59)

Proof. We will first change variables. Define
Mi=XRY+YRX. (60)
We can check that expanding the terms of M gives the following identity
Tr[C(X @ Y)D(X @Y) + Tr[C(Y © X)D(Y @ X)T] = Te[C M DML ]
~Tr[C(X ®Y)D(Y @ X)!] - Tt [C(Y ® X)D(X @ Y)T]
< Tr[OMeDML] + T [C(X @ V)D(Y @ X)!]| + |Tx[C(Y ® X)D(X @ Y)T]|.  (61)
We examine the term involving M in (61) closely. Note the identity

M+:%((X+Y)®(X+Y)—(X—Y)@(X—Y))
:%((X—l—Y)®(X+Y)+i(X—Y)®i(X—Y)], (62)

We can use the trace convexity of Lemma 5 with the indentity (62) of M. Trace convexity yields
the following inequality

TI‘[CM.;,_DMZ_} < %(Tr[CAdX_A'_Y[D]:I +TI‘[CAdX_y[DH> (63)

We bound the remaining terms of (61). We assume for the time being that C, and D are
elementary tensors, that is, C' = C, ® Cy, and D = Dy ® Dy, where Cy,Cs, D1, Dy € B$(S). We

will use (i) Cauchy-Schwartz inequality in Tr[C; X D, Y] = Tr[(Cll/QXDi/Q)(C%/QYD}/Q)T], and
similarly with Tr[C2Y Do XT]. The inequality reads

Tr[C(X @ Y)D(Y @ X)1]| = [Tr[Cr X Dy 1] T [Coy Do x|

—~
=

Te[Cy X Dy X T 2 Te [C1Y Dy YT 2T [Co X Dy X 1] 2T [CoY Doy 1] 2

IA

Te[C(X © X)D(X © X)*Te[C(Y @ Y)D(Y @ V)]?
Te[CAdx [D])? Tr[CAdy [D]] . (64)

We similarly obtain (64) for the remaining term in (61). In particular, we have

N

ITr[C(X @ YV)D(Y ® X)']| + |Tr[C(Y ® X)D(X @ Y)']| < 2Tr[CAdx[D]] Ty [CAdy [D]]
< Tr[CAdx[D]] + Tr[CAdy [D]]. (65)

Finally, we can substitute the bounds of (63) and (65) into (61) to show the result in the case that
C, and D are elementary tensors. To extend the result to all C, D € Sep(B%(S ® S)), note that if
C' is separable, we can decompose C' = Y % | \;C{ ® C5 with CF € B¥(S) for j € [2], and A\; >0
for i € [a]. We can do a similar decomposition with D. Now, from the bilinearity of both sides of
the inequality (59) with respect to C, and D, we can extend (59) to all positive linear combinations
of tensors in B$(S) ® B¥(S). O
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We are now in position to show Lemma 3.
Proof (of Lemma 3). From Lemma 4, we have the inequality

> TepQu,[r]] < E[Te[Q; sl 7] (66)

We symmetrize the expectation in (66) noting that since L and B are identically and independently
distributed we have

B[12[Q; 0o ]| = SE[12[Qs slo. 7)) + 3E[1x[Q5 1107
1
3

)

[

1
ZT: [ {/’®7’ L®é)(Qi®Qi)(ﬁT®ET)}

+Tr[(p®7)(

uy
®
S>
S
®
O
s
&
g
=
-’

We use now Lemma 6 for each pair of summands in the expectation of (67). We obtain
1
(67) < 3" 7E(Tr[(p@ 1AL, 51Q: @ Q] + Tr[(p @ T)A;_5[Q: ® Q1))
i=1

+ %E(Tr[(p ®7)Ad;[Q; ® Qi]]) + %E(Tf [(p@7)Ads[Qi ® Qzﬂ)

1 N P
= ZIE(’IT [pQE+B[T]] + Tr [pQﬁ_E[T]]) + ]E(Tr [inI[T]]). (B distributed like L)
From independence and since I: and B have identical symmetric Gaussian dlstribuAtions, L+B
possesses the same distribution as I — B. Moreover, from its definition in (50), L + B is a sum of
i.i.d. centered Gaussian random matrices with double the variance than L, that is, L + B will have
the same distribution as \f 2L. Using these identities we can write

! 1
1IE(Tr [pQ; plT]] + Tr[pQﬁ_B[TH) _ §E(Tr [pQﬂL[TH)
- ox(npoe, ) o
Together with the previous inequality, this last bound completes the proof. 0

In (51), we have randomized the weighted measurements with f/, and B, but we are still left
with weighted measurements that cannot be directly compared with PMs. Later in Section 4.5,
we show that traces of weighted measurements are upper bounded by traces of PM up to a factor
depending on the weights.

4.4 Concentration

In the previous section, we have decoupled the dimension n in the number of summands in the
decomposition by Welghted PM in (23). However, the dependence may still be present in the form
of large variance of L. A key value that characterizes how large L can be is its operator norm HLHOP.
The order of an operator norm of a random matrix has been thoroughly studied for independent
series of Gaussian random matrices [34, 33], which is our case.

We will use the following result that relates the magnitude of the operator norm to that of its
expected variance.

Lemma 7. (Adapted from [34, Theorem 4.1.1])
Let B={By,...,Br} be complex matrices of dimension r and define the variance statistic by

— max (HZ B,B ZB B, 0p> . (69)

op>»
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Let ¢1,...,97 be i.i.d. real N(0,1) random wvariables. Then for anyl > 0, we have

T
P{HzgtBt
t=1

op > l} < 2r exp(f V(ZQB)) (70)

Recall that we assume for the time being that 7" is large enough so that £ = LILl +oF L}LT
satisfies Proposition 1. Together with (33), the variance statistic satisfies for some ¢ > 0

V(L) = max (s lops | £llop )
= max(l,clog(r)). (71)

Using Lemma 7, we directly obtain a bound on the operator norm of L.

Lemma 8. Suppose r > 2 and let L be defined in (50) with weight matrices {L;}T_, that satisfy
Proposition 1. There exists ¢ > 0 such that if | > 0, with probability at least 1 —2r exp(—I1?/(clog(r)),

1Lllop < 1. (72)

The following moment estimate will be used later on and is key in determining K, ,.

Corollary 2. In the same setting as Lemma 8, if the weight matrices {L;}1_, satisfy Proposition 1
there exists ¢ > 0 such that .
E[JIL]I5,] < clog(r)*. (73)

Proof. By Fubini’s theorem for the expectation of a positive random variable X, we have the
identity

E[X*] = /O h P[X > s]4s3ds. (74)

From Lemma 8, for » > 2 we also have the bound

IE‘>[||ﬁ||Op > 5] < min(1,2rexp(—cljg2(T)>). (75)

The value 1 is attained by the second factor of (75) at I*, with ¢; log(r) < * < cglog(r) for some
c1,ce > 0. Hence, using (74) with the bound (75) yields

2

* 00
A S -
E[||L||§p} g/o 453ds+/l* 8Texp(fclog(r))s3 ds
4 4 > 5 3
< (c2)*log(r +8T/ exp|— s” ds. 76
( 2) ( ) c1 log(r) ( ClOg(T)> ( )

We can compute the last term in (76) by using the change of variables s? = clog(r)y,

[ee] 2 e o]
/ exp(— 5 )sSds =y log(r)2/ exp(—y)y dy
c1 log(r) c log(r) c3 log(r)
= cqlog(r)? (— exp(—y)y — eXP(—y))
c3 log(r)
1 3
< 5 280 (77)
r
for some constants c3, ¢4, c5s > 0 independent of r > 2. Finally, substitute (77) in (76). O]
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Remark 3. We note that the bound in Proposition 1 is sufficient to obtain a polylogarithmic bound
on the expected value of ||f/||op, which will eventually determine the order of K, . However, if the
logarithmic bound of Proposition 1 can be improved to ||L|lop = O(1), we still have the intrinsic
dimensional dependence on r in the the concentration inequality for random matrices; the r factor in
Lemma 7. The polylogarithmic terms in the final bound of K, , are thus unavoidable unless there is
an additional low-rank structure of the matrices {Ly}ier) that can be exploited. This fact showcases
the limits of this approach, as we are not biasing the probability space towards the optimum of (19),
e.g., by considering only Parseval frames that have already a certain low-rank structure.

4.5 Interpolation bound

In Lemma 3 of Section 4.4, we have upper bounded the sum of T" weighted measurements by an
expectation over a single random weighted measurement Q; that depends on the Gaussian random
matrix L. In this section, we will ‘extract’ the weight L of the weighted measurement. Specifically,
we will show the following inequality for weighted measurements; recall Definition 2.

Proposition 2. Let p,7 € D(S) be density matrices, L € B(S), and Q € P(S) be a PM. There
exists Z € P(S) such that
Te[pQrlr]] < IILgp T [p2[r]] (78)

Proposition 2 shows that we can upper bound traces of weighted measurements by traces of
PMs, and at most a multiplicative factor is added depending only on the weight matrices.

To show Proposition 2, we require two intermediate results. The first lemma shows an integral
representation of the conjugation by an operator that has norm less than one.

Lemma 9. Let K € B¥(S) be such that ||K|op <1 and let A € B(S). There exists a probability
measure j1 over R and a unitary D € U(S) such that if |K| = VKKT,

KAK:/|K|_itDAD|K|_itu(dt). (79)
R

Moreover, if K € B2(S), then D =15 .
Proof. We assume first that K € B$*(S) so that K = Y_;_, MK, = |K|, where 1 > )\; > 0 and K;

are rank-one projectors. Ket K~ =" | e7 'K, where z; = log();) < 0. We expand the terms
K and K~ in both sides of (79) in terms of the projectors K; and examine at the term in the
expansion corresponding to K; AK;. For (79) to hold, we must namely have the following equality

for all 4,5 € [r]
Ay = / o1t (d). (80)
R

Observe that the right-hand side of (80) is the Fourier transform i of 1 at x; + ;. The following
equality for all ¢,j € [r] must then hold.

)\i)\j = ﬂ(.’)ﬁj + {)Si). (81)

Since z; < 0 for all i € [r], a function j satisfying (81) is fi(x) = exp(—|z|). By applying the
inverse Fourier transform to the Ansatz for fi(z) yields

1 itx 1 ite ,—|z| 1
t) = = = . 2
u( ) / € u(a:)dx / ee dz ( 2) (8 )

Moreover, by integrating directly we have [, pu(t)dt = 1, so that p is also a distribution over R.
This shows (79) for the case K € B®(S).

If K is full rank but possesses negative eigenvalues, we can consider the polar decomposition
K = |K|D, where |K| = VKKt € B#(S) and D € U(S) is such that |[K|D = K. The unitary D
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will encode the signs of the eigenvalues of K, and satisfies D = D. Apply the same arguments as
in the case K € B$#(S), now using |K|, and DAD instead. After doing so, we also obtain

KAK:/|K|*itDAD|K|*itu(dt). (83)
R

Finally, if K has null eigenvalues, there exists a sequence of operators Z1,...,Z;,... € B%(S)
such that Z; € B¥(S), || Zjllop < 1, ker(Z;) =0, and ||Z; — K||op — 0 as j — oo. From the fact
that |||Z;|7*DADI|Z;| 7" op < ||Allop for any j € N, the integral in (79) is uniformly bounded. By
the dominated convergence theorem, the limit as j — oo exists and will be equal to KAK. O

The second lemma we need is a commonly used interpolation result from complex analysis:

Lemma 10. (Hadamard Three Lines Theorem, [29, p. 33]) Let U(z) be a complex-valued function,
bounded and continious on the closed strip B = {z € C:0 < Re(z) < 1}, analytic in the interior of
B and satisfying
W(:)[ < My if Re(z) =0 (34)
|[U(2)] < My if Re(z)=1. (85)

Then, for z € B, |¥(z)] < Mgie(z)Mll—Re(z)'

We are now in position to show the proposition.

Proof (of Proposition 2). We may assume that L € B$(?) and L is full rank. Indeed, by the polar
decomposition, if L € B(S), there exists U € U(S) such that L = |L|U. We can then consider
the PM @ = {UQ,U",...,UQ,U'} € P(S) that satisfies the equality Tr[pQy,(7)] = Tr[pQ|L|(T)].
Additionally, if L has null eigenvalues, we can use a sequence Zi, ..., Z;,--- C B(S) with Z; of full
rank for all j € N such that Z; — L in operator norm in a similar manner as used in Lemma 9 to
prove the claim. We assume in the rest of the proof that L € B%(H).

We set L = L/||L|op, so that || L||op < 1. Therefore,

Tr[pQe[r]] = IILllop Tr[pQz [7]]- (86)
We focus on the last term. Define the complex-valued function
U(z) =Y Tr[pL*Q:L* *7L*Q;L*~*]. (87)
i=1

Note that since L is self-adjoint, ¥(1) = Tr [pQ; (7)]. The conditions [L]lop <1 and L > 0 imply
that if 0 < Re(z) < 2, then ||L?||op < 1 and ||L?7%||op < 1. Therefore, the function ¥ is analytic,
and also bounded and continuous on the strip S = {z € C: 0 < Re(z) < 2}. Define

My= sup [W(2)] = sup (0 +it)],

Re(2)=0 teR
My = sup |¥(z)| =sup|¥(2+it)|. (88)
Re(z)=2 teR

By Lemma 10, the upper bound ¥(1) < max(Maz, Mp) holds.

Without loss of generality, we assume that the maximum is attained at My—the case of M is
analogous. For an expression of the supremum M in (88), we can consider the continious map
f:R — U(S) given by f(t) = L', and notice that if ¥(t) = ¥(2 + it), then

W() = 3 T[pL2 QS )7L QS ()] (89)

By compactness of U(S), sup,cp [¥(t)| is attained at some unitary U € U(S) in the closure of
Im(f), and satisfies
T
M, = ‘Z Te[pL2UQ,UTr L2UQ,UY] ‘ (90)

i=1
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Let Q = (UQUT,...,UQ, U = (Q1,...,Q,) € P(S). Using the inequality ¥(1) < My, the
following holds

Tr[pQ; (7)] < ‘ZTr[pEQUQ,;UTTEQUQiUT]’

i=1

= )Z Tr[piQQiTEQQi] .
i=1
We are now in position to apply Lemma 9 to (91).

‘Z Tr pL2Q17L2

/ZTI" L AL 2”@] (dt)’ (Lemma 9)

< / ’Z Tr [pfjfthﬂ_ifQitQi]

< sup‘ Tr pL 2O, rL72Q;
- i

p(dt)

(92)

By compactness of U(S), the supremum in (92) is attained at some V' € U(S) in the closure of
{L7%t € R}.

With V at hand, we have a sequence of inequalities that use the following facts: (i) Q, are
rank one for i € [r], (ii) the Cauchy-Schwartz inequality |Tr[AB]| < Tr[AAT]/2Tr[BBT]/? with
A= p1/2VQ2/2, B = Q3/2p1/2 for each i € [r], and also in the case of 7, respectively. Finally we
also use (iii) Cauchy-Schwartz inequality for vectors.

’z; Te[pVQirVQi]| < z; Te[pV QirV Q]
< g%mi]mrv@] ()
< ; Te[pV Qv Te[pQ)] * Te[rV OV P Tu [r),] 2 (ii)
< (Zl Te[pV GV Te [rV in*]>% (Zl Tr [p@ﬁ]TthJ)é (iif)
< (npyiel))* (mo0r)° 0
< max(Tx[pV(7)], Te[pQ(7)] ), (93)

where Y = (VQ,VT,...,VQ, V) € P(S). From (86), combining the inequalites in (91), (92), and
(93) we conclude that there exists Z € P(S) such that

Tr[pQc[r]] < |[LllopTr[pZ[r]]. (94)
O

Remark 4. We note that Proposition 2 can be generalized to measurements other than PMs.
Indeed, we have not used the assumption that Q = (Q1,...,Q,) is a PM, only that each Q; for
i € [r], is symmetric and rank one. This suggests that we can extend Proposition 2 to symmetric
Kraus representations of rank-one POV Ms.
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4.6 Combining all steps

For any P € P(H), we use Lemma 1 together with Proposition 2 in Lemma 3, to conclude that the
following inequalities hold.

ZTr pOr, [T (Lemma 1)
< SE[ pQL } (Lemma 3)
< 3E[||L||OpTr pZ| ]]] (Proposition 2)

<3E[|L||Op max Tr[ V[r ]]]

3(E[ILI,)) Tr . 95
[I1L113,] e Tr[pY[r]] (95)
We assume first that T—that is, n— is large enough so that Proposition 1 holds. Corollary 2 then
implies that there exists ¢ > 0 such that for r > 2,

E[|IL]2,] < clog(r)*. (96)

In this case, we can use (96) in (95) to conclude that there exists a constant ¢ > 0 such that for
any P € P(H),

Tr[pP[r]] < clog(r)* T : 97

t[pPlr]] < clog(r)® max Tr[pY[r]] (97)

Taking the maximum over P € P(H) yields Theorem 1 in the case n is large enough.

If T—that is, n—is small compared to r, and the assumptions of Proposition 1 do not hold, we
can still show the result of Theorem 1. Indeed, (97) shows that there exists a constant C' > 0, and
n(r) such that when n > n(r)

4
preng(%ﬂ[pp[ 7]] < Clog(r) Jax T [pYIr]]. (98)
We need to check that (98) also holds whenever r < n < n(r). To do so simply note that we
can enlarge the space H into a larger Hilbert space H of dimension n(r) > n, and consider the
same optimization problem in (20) over P(H) instead. In this case, there exists an inclusion
L2 P(H) — P(H) that preserves the value of Tr[pP[7]] as shown for the case of P(S) in (18). From
this inclusion, we can conclude

Preng();) Tr[pP[r]] = Pglg(}j{{) Tr [pu(P)[7]] (inclusion ¢ : P(H) — P(H))
< max Tr[p’ﬁ T}
PeP(H)
(98)
< Clog(r)! max_ Tr[pY[r]] (99)

This last step shows the claim of Theorem 1 for any n > r > 2.

5 Numerical experiments

We numerically examine the value of K, , = K, defined in (20), and observe its dependency on r
for different values. To do so, in dimension n, we use the formulation in (15) by setting

S (U) =Tr[p€U)[7]] U e U(n), (100)

where € is the measurement in the canonical basis of C", and £(U) = (UE,UT,... , UE,U"). For
U € U(n), can then find the gradient of S, (U) restricted to the tangent space of U(n), by projecting

Po(U) = Projp, s (VS0 (0)). (101)
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We refer to Appendix B for additional implementation details such as for (101). The projected
gradient ascent on the manifold U(n) is given by initializing Uy € U(n), and setting

Up1 = expy, (6tPn(Ut)) for ¢ € [tmax, (102)

where expy;, is the exponential map exp : Ty, U(n) — U(n), and f; > 0 is the stepsize. Estimating
(102) is computationally expensive so we will use instead the following approximation

Urir = Proju (Ve + BPA(UNTL) - for  t€ [tmasl, (103)

where the projection to U(n) is given by the unitary obtained from the polar decomposition.

We will choose p,7 € D(S) at random, and Uy € U(n) such that Up|s ~ Unif(U(r)), and
Uo|s: = 1s.. For optimizing S,(V) we will use the initialization Vo ~ Unif(U(r)). After tmax
iterations of (103), we denote the empirical estimator of K, by

KT _ MAXtE [tmax] Sn(Ut)

. 104
maxyefs,..] Sr(V2) (104)

The estimated values of K, can be found in Figure 1. They seem to suggest K, ~ 1 for r < 20.
Note that the estimator can satisfy K, < 1, since the optimization problem over U(n) for n > r
commonly requires a larger horizon .y, and smaller stepsize to achieve the same suboptimality
due to larger dimension. Similarly, the optimization of S,.(V) appears to have saddle points and
local maxima that allow for K, > 1 to occur when V; converges to those. Therefore, we cannot rule
out that with other initializations—also for p, and 7—a different behavior of K, may be observed.

1.0251

1.000 * : . by

0.9751 s

0.9501
~
0.9257

0.9001

0.8751

2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19
r

0.8501

Figure 1: Evaluation of K, for2<r<20,and n € {r+ 1,7+ 2,7+ 3} by using (104), tnax = 10%,
and B, = 1072,

It would be interesting to understand if there is no benefit in using PMs that are not fully
aligned with the subspace S. In this case, (2) could be solved more efficiently when 7, and p have
low-rank. In this regard, inspired by previous remarks and numerical results we pose the following
conjecture relative to (20).

Conjecture 5. There exists C > 1 such that K, , < C for all n,r > 1.

If Conjecture 5 holds for C' = 1, it would additionally distance the maximization problems in
(20) from those in quantum information that bound maximal correlations of (entangled) quantum
states, showcased by, e.g., Grothendieck’s inequality [8].
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Proof of Lemma 2

The proof of Lemma 2 consists of tracking and estimating the moments of the matrix £7(©). In
Appendix A.1, we introduce the problem and the objects that will help with counting, such as
cycles, and factors. In Appendix A.2 we estimate the chance that certain factors appear in the
expansion, and how they depend on T'. Next in Appendix A.3 we characterize symmetries in the
expansion of F'(k) that will simplify the counting later on. In Appendix A.4, we bound some of the
products in F'(k), and finally in Appendix A.5 we use all previous work to estimate the asymptotic
expansion as T' becomes large; see Lemma 18.
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A.1 Preliminaries

For simplicity we will assume that there are m = T'r > n frame vectors exactly—we complete with
the null vector, if necessary. Recall (42), and define for all ¢ € [T], and ¢,j € [r],

L7(©)=L7(©)'LF(©) and
(L7(9)ij = (Vr(rt=1)4+5)(O) | Va(rt—1)45(O)))
= exP (i0r(r(t—1)15) — Or(r(t—1)40)) On(rit—1)+) | Vr(rie—1)45)) - (105)

In this notation, we have

t=1
T
(L7(O))ij = Y (Wa(r(t—1)40) (O) | Va(rt—1)45(8)))
t=1
T
= exp(i(Or(r(t=1)45) = On(r(t=1)+0)) Or(r(t—1)+) | Vn(r(e=1)45)) (106)
t=1

Recall that
F(k)=Ero {Tr [cﬂ(@)k]] (107)

For a fixed t € [T, consider one of the factors appearing in the expansion of Tr[£™(0)¥]

(Vi) (©) | () (O)) - - (U (i) (©) | V(i) (O))- (108)

Corresponding to an index 7 (i1), if the vector |v,(;,)(©)) does not appear the same number of
times in the primal and dual variables of of inner product (- | -) in (108), the expectation over ©
will be zero. This is due to the fact that if 6 ~ Unif([0, 27]),

, say

0if I € Z\{0}

109
1if [ =0. (109)

Eg [exp(ilf)] = {

Only vectors with the same number of appearances in the primal and dual arguments will thus
avoid the cancellation by the expectation over the phase modifier ©. For other matrix products
appearing in the expansion Tr [E“ (@)k] the same argument applies. This limits the amount of
possible factors such as (108) appearing in F'(k). For a fixed m, we need first to characterize the
type of factors that appear in the expansion

F(k,7) = Eg [ﬂ [U(@)k]} . (110)
A permutation 7 € S,,, will induce a partition V™ of [m], given by the partition sets

V{r = {77(1)7"' 77r(7ﬁ)}

Vi={n(r(T —1)+1), - ,x(Tr)}. (111)

If ¢ € VF, the matrix LT (©) will contain the vector |v;). Then, only when 4, j € V[ for some t € [T,
can the inner products (v; | vj) or (v; | v;) appear in the expansion of terms in (110) that contain
the matrix £7(0©). Similarly, if the term (v; | v;) (vx | v;) appears adjacent in the trace of some
factor in (110), but for that permutation m we have that j € V7, and k € VT belong to different
partitions, it implies that j, and k have same position as vectors in the matrices LT (©), and L7 (0)
respectively, and the matrix product L] (0)LT(©) appears in the trace.

A useful representation for a partition (111) is encoded in its associated graph, depicted in
Figure 2. If K, is the complete graph with z vertices, the graph associated to 7 is isomorphic to
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the Cartesian product K, OKp. The Cartesian product satisfies that (i,t), (j,s) € K,OKr are
adjacent if and only if i = j, and ¢ is adjacent to s or i is adjacent to j, and t = s. In our setting,
only the edges corresponding to the component K, will give factors (v; | v;), while each edge on
the component K7 indicate that the partition has changed, that is, the trace contains a product of
different matrices, e.g., LT(©)LT(©). The type of factors that appear in F(k, ) will depend on
cycles on K,.OKp that are compatible with the permutation. We characterize such cycles in the
following definition.

Figure 2: The graph associated to a partition V™ with examples of cycles starting at 7w(1). Solid
lines represent the transitions between partition sets, and can only be horizontal. Dashed lines
represent transitions within partitions and add a factor (v;,v;) to a product such as (108). (a) An
example of a representation of a nonvanishing cycle v = n(1,2,5,6,6,5,2,1). (b) Example of a
cycle § that will not appear in F'(k). Indeed, there are edges within partitions that are visited only
once. Hence, the product in (108) associated to the cycle will have expectation zero over ©.

Definition 6. For a permutation w, a valid cycle v (in our context) is a concatenation of 2k
indices in [m] up to permutation that generate a cycle in the graph induced by the partition V™, and
such that

(i) Restricted to each partition set V[ for t € [T], the cycle is union of disjoint cycles.

(ii) Transitions of the cycle v between partition sets only occur between indices, i,j € [m] such
that 7=(i) = 7= 1(j) mod r.

If v is a valid cycle for 7, the expectation over © of its associated factor

V’Y(G) = <U’71 (6)7 Uy (@)> T <v’7k (@)7 Uyiga (®)>7 (112)

does not vanish because of Definition 6 (i). That is, V(©) = V,, is independent of ©. Moreover, the
transitions between partitions of v will constrain the matrix product in (110) that generated V.

The order of the product elements in a multinomial product of matrices in (107) will determine
the constraints of the cycles—the transition between partitions—that can appear from this product.
For a fixed permutation 7, depending on the matrix multinomials in the expansion of (110) and
how ‘commutative’ they are, a cycle v may not be in the trace of that product. See Figure 3 for
an example. Alternatively, if the permutation 7 is random, the more a matrix product is ‘mixed’,
the larger amount of constraints imposes to the cycles appearing in its trace, and so generally less
cycles will appear. We will thus need to track the exponents of the matrices in the expansion of
F (k) to determine how often a cycle appears for a (random) permutation.

A.2 Tracking factors and their chance of occurring

We examine the noncommutative expansion of F'(k), and we track the exponents depending on the
matrix indices. We define the set £(k) of possible indices for the k different matrices appearing on
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Figure 3: For the permutation 7, the depicted cycle appears in the expansion of the trace of
(omitting m and ©) L2L5L1L5, but not in the trace of £3£3. Indeed, there must be 4 transitions
between partition sets.

each term in the expansion of (110). Concretely, the set of exp-indices is defined as
£(k) = [T]F. (113)

and each ¢ = ({y,...,0) € £(k) will track the matrix indices in the expansion of
k
Eo [ﬂ[]‘[ cy (@)H. (114)
j=1

For ¢ € £(k), we will denote the set of different indices appearing in ¢ by N (¢) = UX_,{¢;}, and
n(¢) = |N(£)] its amount. Recall (112). Given ¢ € £(k), for a fixed permutation w € S, we will
denote the set of factors in (137) as

k
B, m) = {V'v ’ for some valid v, V,, appears in Eg [Tr[H Ly, (©)]] }, and define
j=1

B(f) = UWESmB(&ﬂ-)a (115)

as well as the set

Gk)= | | {¢.B(O)}. (116)

reg(k)

Definition 7. We will say that a factor V appears in I' = {{, B({)} € G(k) for a permutation
T € S, and denote so by V € B(T',n), if V € B(¢,n). We will also simply say that a factor V
appears in I if V € B(I).

We denote the set of different indices in I' = {¢, B(¢)} € G(k) and their number by N(I') = N (¢),
and n(T") = n(¢), respectively. Similarly, we will denote the vectors appearing in a factor V' € B(T)
by N(V), and their number by n(V). If a factor V appears in T', the probability that V appears
for a random permutation w € S, is positive, and will depend on the constraints imposed by T,
and its valid cycles.

With the notation of Definition 7, if V' € B(I',n) for some permutation 7, each index in
N(V) C [m] must belong to only one of the partition sets from (111) with label in N(T') C [T7.
Moreover, in this case a cycle v such that V,, = V' will satisfy the constraints that come from the
order in the multiplication of the matrices { L] };c[r associated to I', encoded by the exp-index of T'.
With this information, in the following Lemma 11 we obtain necessary conditions for v to satisfy
V, € B(I', ), which we will use to bound the chance that this happens when 7 is random later on.

Lemma 11. For a permutation m € Sy, and I' € G(k), if a cycle v satisfies V,, € B(T', ), then the
following conditions hold.

(A) The cycle v restricted to each partition set of V™ in (111), will be a disjoint union of cycles
(or the emptyset). Only partitions with index in N(T') may have nonempty intersection with
v, and any index in N(V,) N V] fort € N(I') will appear as many times in the primal as in
the dual arguments of the inner products of V.
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(B) The cycle v changes partitions in the graph associated to the permutation m only between
indices i,j € N(V,) that satisfy 7=1(i) = n~1(j) mod r, that is, if i € V[, j € VI, both
indices appear in the same relative position within their respective partitions t, and t'.

Proof. For a fixed 7 and I" € G(k), condition (A) is implied by the cycle being valid, and not
vanishing in F(k, 7). Thus, in each partition set V[ the condition must also hold.

For condition (B), note that transitions between partitions correspond to changes of matrix
index | € N(I') as they appear in the noncommutative product corresponding to Hle L7 (©) for
I'={¢,N(¢)}. Indices of v will change partitions in the graph associated to 7 if their corresponding
vectors belong to different matrices that are consecutive in the matrix product. For two indices
i,j € N(V,) that change between partitions in the graph, from the multiplication rule of matrices,
the locations of these indices in the matrices share row and column number. This implies that the
vectors corresponding to these indices are in the same position within their respective partitions. If
i =m(d;), and j = 7(d;), for some d;,d; € [m], then d; must be the same as d; modulo . O

The rules in Lemma 11 yield necessary conditions for v to satisfy V,, € B(I', w). For example,
if a product (v;,,v;,)(vis, v, ) appears in V' and iz and i3 belong to different partition sets in the
graph of 7, then the factor (v;,,v;,) cannot appear in V., by condition (A).

In the following lemmas, we use the previous necessary conditions to bound the probability that
a factor V appears for a random permutation 7 and I" € G(k). We take especial interest in the
contributions by the diagonal terms of the matrices LT (©)—factors V' that contain only norms—in
the expansion of F(k); they will become leading terms later on.

Lemma 12. Suppose that V' appears in T and is such that n(V) = n(T). Then V is composed only
of diagonal elements of {L](©)}ie(r) and thus V = [,e vy [vi|?*t where k = (k1, ..., knr)) are
the multiplicities of the vectors with indices in N(V).

Proof. If n(V) =n(T') for T = {¢, N(¢)}, the product Hle L7 (0) that has n(I") distinct matrices—
not counting multiplicies—can only have a cycle v with n(V') different indices if and only if for each
index in N(T'), there is exactly one index in N(V5). This happens only when diagonal elements
of LT(©) appear in V,. Therefore, the identity V =V, = HieN(V) |v;|#** must hold for some 7,
where k = (ki, ..., ky(r)) are the multiplicities of the indices ¢ € N(I') in £, as well as of N(V)). [

Lemma 13. (Adapted from [31, Sec. 1.9]) Let d > n. The number of ways to partition d labeled
items into n labeled classes such that no class is empty is given by

M-S v a(9), (117

§=0
where {Z} is the Stirling number of the second kind that satisfies {j} = {‘11} =1, and {Z} < %ﬂ:

A cycle v that satisfies condition (A), on each partition it is decomposed in smaller disjoint
cycles 61, ...,0, for some s > 1. We can choose the decomposition such that each cycle cannot
be further decomposed, and the indices of each subcycle belong to a single partition. We denote
the maximal number of disjoint cycles that decompose « by d(y). This maximal decomposition is
independent of partition set V™, and satisfies

Vy=Vs, Vi) (118)

Note that the subcycles d1, ..., d4(,) do not keep track of the transitions between the partitions of
~; this is instead in T'. Crucially, for any I" € G(k) such that condition (A) holds for some v, we
must then have n(I") < d(v) < n(V5).

The number of maximal subcycles allows us to bound in the next lemma how many permutations
7 allow the expansion term in (110) corresponding to I" to have a factor V appearing. For the
following Lemma, if k(I') = (k1,...,ky(r)) are the multiplicities of the exp-index ¢ of I', we let
z1 be the different number of times that k; appears in k(T'), z2 the number of times a different
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multiplicity than k; appears in k(I"), and so on. Denote the number different multiplicities of k(T")
in this way by Z(I"). The vector
z(I') = (21,..., 2z()) (119)

will contain the multiplicities of k(T"), and

Z(I)
>z =n(l). (120)
i=1
With slight abuse of notation, the vectors k(I'), or z(T") will also be considered as lists whenever
used in a multinomial number, e.g, (k(kF))'

Lemma 14. Suppose that T € G(k), and let V € B(T'). If m ~ Unif(S,,), then
(i) If n(V) > n(T),

n(F)!{i((‘;;}rn(V)—n(I‘)-&-l

Cyr=P|VeB{I | < 121
(ii) If n(V) = n(I), let z(T") be the multiplicities of k(I') defined in (119), then
awzpweBwJﬂz(ﬂ;@my (122)
n()) \a(m)

Proof. We count first the number of ways that permutations of [m] can rearrange the indices of V.
Out of m = T'r possible total index locations, n(V') must be chosen. By symmetry, there are

(Tr)! Tr

o = o) 12
possible ordered choices of locations for the n(V) indices that can be attained by a permutation
m € Sp. We bound how many of these permutations allow the existance of a cycle § compatible
with I' and the permutation 7, such that V5 = V. We show first part (ii).

Case (ii) If n(V) =n(I"), by Lemma 12, we only need to look at the diagonal elements of the
matrices L] for ¢ € N(I') and see where the indices of V are sent by n. From the assumption
V € B(I'), by Lemma 12 we must have V' = [, v (v |v;|?¥i, where k; coincide with the multiplicities
of the ¢ index of I'. For any permutation 7 such that V' € B(T',x), each |v;) with ¢ € N(V) must
belong to a unique partition VI with ¢ € N(T'), and also satisfy condition (B) from Lemma 11. If
there exists a cycle 0 such that V5 = V| then all indices of V' must satisfy condition (B) pairwise
since they are all adjacent to each other. There are r different values modulo r such that condition
(B) can be satisfied simultaneously for all ¢ € N (V). Furthermore, for each of the choices, we can
try to assign differently the indices of N(y) within the partitions available in N(T"). However, the
multiplicities of I" have to match the multiplicity of the vectors in V for the factor to appear for
that index assignment. Only if multiplicities coincide will the factor V' appear for the permutation.
For i,j € N(v), we can only exchange ¢ with the position of j, if k; = k;. Let z(I") be the vector of
multiplicities of {k;};c ~N()- From the previous discussion, for a fixed value modulo r, there are
exactly Hfg) z;! ways to permute indices in N (V) within the different partitions corresponding
to N(T') such that the product V appears for that permutation. There are at most r]‘[jfl) z;!
permutations that satisfy V' € B(T', 7). Conversely, any permutation satisfying these constraints
will also imply that V' € B(T', ). We conclude

r 1Y) 2! B r

( Tr )Tl(V)' - ( Tr )(n(F)) :

n(V) ' n(V)/ \z(T)
Case (i) We assume that n(V') > n(I'). To upper bound the amount of permutations that allow

V e B(T',7), we consider cycles that satisfy the necessary conditions (A) and (B) from Lemma 11.

P[V € B(T,7)] = (124)
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Let I' = {¢,B(¢)} € G(k), and y a cycle satisfying V' = V,,. The chance that V € B(I', 7) is at most
the chance that there exists v such that V' =V, and v satisfies the necessary conditions (A) and
(B) in Lemma 11 for 7 and T,

P[V € B(T',n)] <P[ 3y s.t. V,, =V, satisfies (A) and (B) for 7 and I'] (125)

We count how many cycles v may satisfy all conditions simultaneously. For a permutation 7, if
a cycle v exists that satisfies V =V, for each index t € N(I") corresponding to a partition set V',
there exist at least one constraint for the position of the indices of N(V) NV when the cycle
either arrives from, or leaves to another partition. This constraint is imposed by the fact that the
positions must be up to 7 equal modulo r—see Lemma 11.

Denote by 7|y for each ¢ € N(I') the maximal set of subcycles of v that are contained in
the partition set Vy(m) . Since there are at least two transitions—arrival and departure—of « for
each partition set, we show that there are at least n(I") — 1 indices of V' whose positions in the
associated graph are fixed by the positions of other indices in N (V') in the graph. Indeed, for each
t € N(I') at least one index uy € N(V) N V] must be adjacent in the graph of v to at least another
index uy belonging to another partition ¢ € N(T"). If this was not the case, then for at least one
index t € N(I"), v would arrive to the partition corresponding to ¢, but not leave, which would
contradict the fact that v is a cycle. A connected graph with the n(T") partitions is generated by ~y
tracking arrivals and departures of partition sets. It is well-known that the the connected graph
with minimal amount of edges that we can construct with n(I') vertices has n(I') — 1 edges. Hence,
there will be at least n(I") — 1 indices in N (V') whose positions are determined by other indices of
N(V') whenever there is a cycle v such that V =V,

We now upper bound how many permutations 7 allow for a cycle v to exist with V =V,
satisfying conditions (A), and (B). Conditional on V' = V,;, consider the maximal decomposition of
V by disjoint subcycles described in (118). Let d(V') be the number of disjoint subcycles for this
decomposition and denote the set of subcycles by D(V) = {d1,...,dq(v)}. Condition (A) requires
that the indices of any subcycle §;, i € [d(V)] belong to the same partition. Any ~ satisfying
V =V, and (A) will have these d(V') labeled maximal subcycles distributed among n(I') labeled
partition sets, with at least one subcycle per partition set. By Lemma 13, the different number of
ways to distribute the subcycles is

n(I")—1
") = 2 e - (1)), (126)

where {i((‘lfg} is the Stirling number of second kind.

For each fixed distribution of the subcycles, each index ¢ € N(V) within a partition ¢ € N(T')
can be assigned to at most r positions in its corresponding partition. However, from the previous
discussion, in order to generate a connected cycle v such that V, =V, there are at least n(I') — 1
indices of V' whose locations are determined by other indices in N (V). Therefore, there are at most
rr(V)=nD+1 possible ways to distribute the indices for each given subcycle assignment, and satisfy
(B). Combining the previous bounds, the number of different ways to allow a cycle 7 to exists with
V =V, while also satisfying (B) and (A) for I" is at most

n(r)!{i((g}r”W)”(F)“. (127)

Comblnlng (124) with (123), we obtain that
T a\v rhn V)—n(I')+1

P[V € B(I',7)] < (128)

O

Lemma 14 bounds the probability Cy,r of a factor V' appearing for I' € G(k) and a random
permutation. In the next section, we examine the symmetries of G(k) that will simplify the
computations later, and are key in obtaining a leading order of F'(k) independent of T'.
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A.3 Characterizing symmetries in the expansion

The set G(k) possesses several additional symmetries that we can exploit by using groups. There
are namely two group actions of Sy and St on G(k). Both actions will allow us to decouple the
combinatorial problem of counting exp-indices to counting only factors.

First action by S;. We define the action b : S, — Aut(G(k)) that permutes the location of the
indices of I' = {¢, B(¢)} € G(k), that is, for g € Sk,

glry - le) = (Lyys -5 Lg(r))
blgl({£, B()}) = {9(0), ( ()} (129)

This group action tracks how many IV € G(k) in the expansion of (107) have similar indices to
those of I', up to reordering. For example, they track if

- 2/ ax 2 T T T ™
Eor | Tr[(£1(0))°(£5(0))°] | and Bo . [ Tr[£T(0)L5(0)LT(O)L5O)]],  (130)
may share some of the factors. We define the set of orbits of this action on G(k) as

0]

G(k) = 5

(131)
We bound the number of elements of an orbit T' € G(k). Given T = {£, B(¢)} € G(k) we denote the
multiplicities of £ by k(I') = (k1,...,k,mr)). A group element g € Sy will permute the entries of
the vector ¢ but not their multiplicities. The orbit of T" € G(k) thus contains at most all possible
different ways of choosing out of k locations in the exp-indices ¢, n(T") labels with their respective
multiplicities in k(I"). If T' denotes the orbit of T under this action, the number of elements is given

by the multinomial number
- k k
= = . 132
3 (kum,kn(r)) (k(l“)) 152

The number, and index labels of I € G(k) are invariant under h. We can define n(I') = n(T'), and
N(T)) = N(T') for any representative T € T.

Note that the action of Sy is in general not well-defined for factors of T' since B(¢) # B(g(¢)),
as the following example shows.

) 7 ) ) ) )

same equivalence class under action by, and consider the following factor corresponding to some
cycle v

Example 8. For k=4, let {1 = (1,1,2,2), and {2 = (1,2,1,2)—in (130) —be exp-indices in the

VvV = <1}1,’U2><’U2,’U1><’U3,U4><’U4,U3> S B(fl), (133)

where {1,2} C V1, {3,4} C Vs, belong to different partition sets. In order for V., to also appear in
B(¢3), only the following product or its conjugate could appear in the expansion corresponding to
B(¢3) according to Definition 0,

(v1,v2)(v3, va)(v2, V1) (V4, V3). (134)

Here, the indices 2 and 3 satisfy constrain (B) of Lemma 11, and appear in the same position for
both partitions. However, the same should occur with indices 2 and 4. The constraints (B) cannot
be satisfied and so V,, ¢ B({s).

Nonetheless, the action of i will be well-defined for some factors; see Remark 9 below. We will
use this symmetry to estimate their contribution to F'(k), which will become the leading term.

Remark 9. For a factor V € B(£) composed only of diagonal elements, that is, V is a product
of norms of vectors |v;), the action b is well-defined. Indeed, the diagonal parts of the matrices
{LT(©)}ierr) commute for any exp-index, that is, V € B(g({)) for any g € Sk.
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Second action by Sr. We can also define an action g : Sy — Aut(G(k)). A permutation h € Sp
acts on £ € [T]* by permuting its indices

h(ly,....0) = (h(€1),..., (L)) (135)

The action on a representative [{¢, B(£)}] € T is

alh) ({6, B()}]) = [{h(£), B(h(£))}]- (136)

Differently to b, the action g is well defined for factors due to symmetry, e.g., we expect the same
factors V occurring in

Eo [ﬂ [(ﬁ;f(@))z(z:g(@))zﬂ and Eo [Tr [(ﬁg(@))Z(Lz(@))QH . (137)

Indeed, if a factor V' € B(T',7), the effect of permuting the indices of T" with A for a fixed = is
equivalent to permuting the partition sets with label ¢ € N(T'), while leaving V and 7 fixed. We
can then compensate this change by using another permutation 7’ € S, such that V' € B(h(T), ")
instead. From the definition of B(¢) in (115) we obtain that the factors appearing for a representative
of T are invariant under the action g. We denote the set of orbits under this action by
G(k) = G(k) (138)
St

Let A € G(k) be the orbit of ' under g. The number of different exp-indices of any of its
representatives in T' is n(A) = n(T), and their multiplicities are k(A) = T. We will also use the
notation z(A) to denote the multiplicities of k(A) similarly to (119).

We compute the size of A. Recall that T’ contains all permutations of the exp-index ¢ of a
representative I' € . We find a representative I' such that its exp-indices are equal adjacent to
each other

k1times Ky () times
(617-.. ’£17-.- 7£n(r),...,£n(r)) (139)

In this manner, we can identify I' with a commutative multinomial of order k in [T] variables

n(T)

IT e (140)

i=1

A permutation h € St sends the labels i € N(T') to any other different labels in [T'] while leaving the
multiplicities invariant. If all multiplicities are different, then the amount of different multinomials
under this action will be equivalent to the number of injective maps from the set N(T') to [T], which
is given by the multinomial coefficient

7 = ()70 = ()1 (i

However, if some of the multiplicities in k(T') are equal, some of the previous maps for the labels in
N(T") will be sent to the same multinomial. Let z(T") be the vector of size n(I") with the multiplicities
of k(I"). This vector satisfies

Z(I)

n(T) = Z Zi. (142)

For a fixed multinomial of the type (140) with multiplicities k(I") there are HzZ:(f) z;! different
relabeling of its indices that leave the multinomial invariant. Therefore, the number of commutative
monomials of order & in [T] variables with multiplicities k(T is given by

8= () (o) = () () =
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A.4 Combinatorial inequalities

We have examined exp-indices and their symmetries. We now define sets that will help us with the
counting of factors.

M(k,1) = {(kl, k) € (KU {0}) <™

Z k; =k, k; > 0 for ezactly | indices i € [m]} (144)
i=1

The set M(k,1) can be identified with the set of different multinomials of order k with I variables
out of m. The set of different multinomials of order k with m variables M(k) is then one-to-one
with

M(k)= | | M(k,1). (145)

1<I<k
For a vector k € M(k) (of dimension m), we denote its number of nonzero entries by n(k).

Definition 10. Let a vector k € M(k), we denote its frequency by f(k) = (kpy, ..., k), where
ki) is the ith largest entry of k, and we complete with zeros if necessary. Similarly, for any
I'eT € A € G(k), we define f(A) = f(I') = f(I') = (k(I'),Op—n(r), which is the vector of
multiplicities of T' in order with added zeros if necessary. We denote the set of frequencies with at
most k different items by F(k) = f(M(k)).

Note that any f € §(k) can be represented by a decreasing vector (f1,...,fxr), where we
complete with zeros if necessary. If A € G(k) and n(A) =1, we can define the subset of (144) that
have the same frequencies as A.

Mk, 1)[A] = {k e M(k,1) | f(k) = f(A)}. (146)

The set M(k,1)[A] is one-to-one with the set of multinomials of order k with [ variables out of
m, such that their vectors of multiplicities is k(A) up to reordering. Crucially, the frequencies of
different elements in G(k) are also different as shown in the following lemma.

Lemma 15. Let A1, As € G(k). Then f(A1) = f(A2), or equivalently k(A1) is k(Ag) up to
reordering, if and only if Ay = As.

Proof. It f(A1) = f(Asg), then A has a representative I'; = {¢1, B(¢1)} that satisfies i; € ¢1 ky
times, iy € {1 ko times, ..., and i, ) € £1 ky(r,) times for some iy, ... iy, € N(T'1). Similarly
for Ao with a representative I'y = {¢5, B(¢2)} that satisfies j; € {5 k1 times, jo € g ko times, ...,
and jn(F1) S 62 kn(Fl) times for some j17 SN 7.jn(F2) S N(FQ) Since TL(Al) = ’I’L(Fl) = n(Fg) = n<A2)7
there exists a permutation h € St that takes i1,...,iyr,) t0 j1,...,jn(ry)- In particular, Ay, and
A, have the same representatives, and so they must be equal. O

If we consider the disjoint union of (146) over all A € G(k), we recover (144)

M) = || Mk DA] (147)
AEG(k)
n(A)=l
We introduce a partial order over frequencies in §(k).

Definition 11. A frequency f = (f1,..., fx) is dominated by g = (g1,...,9%) in F(k), denoted by
g = [, if for a partition {A;}._, of [k] with some | > 1, we have for all j € [k] such that f; # 0,

5= 9 (148)

i€EA;

For A € G(k) such that d > n(A), we define
Mk, d)[A] = {k € Mk, d) | £(00) = F(2)}, (149)

We use the previous definitions to simplify the computations with the following results.
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Lemma 16. In the notation of this section, let T € T € A € G(k) be such that n(T) = 1.

Z CyrV = rn(A)) Z H o, (150)

veB(I) ( (A )(z(A) kEM(k,1)[A] i=1
n(V)=l

and k n(D!{n(dr)}Td_n(F)H
Z CvrV < Z (Tr)d,
veB(T) d=l+1 a)e
n(V)>l

> (Z) f[lm?gf. (151)

geM(k,d)[A]

Proof. We show (150) first. Since we consider the case n(V) = n(I') = [, by Lemma 12, V is
product of norms of the vectors {|v;) }ie[m], and there will be exactly n(I") different norms in the
product, up to multiplicities. The indices t € N(I") are one to one with indices in N(V'), and the
multiplicites will be k(I') = (k1,...,k;). Thus, we can find as many factors V € B(T') with exactly
n(V) = n(T) different norms as there are multinomials of the type

3321 . le, (152)
with 41,...,4 € [m] different, that is, vectors k € M(k), with the frequencies equal to f(I') = f(A).
This is exactly the definition of M(k,1)[A] in (146). If we denote the factor with only norms with
indices and multiplicities corresponding to k by V'(k), then

Z CvrV = Z Cv),r H |v; |2 (f(I) = f(k))

veB(T keM(k,l)[A]
(V)

r m .
ERIE] > I il (Lemma 14, and n(T") = n(A) = )
2 a(a)) kem(rpia)i=1

We show now (151). Suppose I' has multiplicities k(T") = (k1,...,k;), and V is such that
N(WV)={1,...,n(V)} C [m], where n(V) > n(T') = I. Let g = (g1, .., gn(v)) be the multiplicities
of the indices in V', which satisfy

n(V)

=Yg (153)
=1

Using Cauchy-Schwartz in all inner products of V' we obtain the bound

n(V)
Vi< IT feie. (154
i=1

Differently to the previous case, elements t € N(I') are not one to one with indices in N(V).
However, if V € B(T",m) for some permutation 7 there is an assignment that maps each t € N(T")
to a set VI N N(V). In this case, the multiplicity k; of each t € N(I") must be equal to the sum of
the multiplicities of the indices of V' in V[ N N (V). That is, there exists a partition {A; }n(r) of
N(V) such that

= Z g; foreach te N(I). (155)

1€A,

This is the domination condition from Definition 11. We can thus upper bound the sum in (151)
by a sum over multinomials such as (154) whose multiplicities are dominated by f(T') = f(A),
which is M(k, d)[A] by definition in (149). We are left to count how many V' € B(I") have the same
multinomial in (154) that upper bounds the factor V. Let A be this number. Any other factor
V' with (154) as upper bound will have the same indices i € N(V') = N(V) appearing in V' with
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some other order. We can upper bound the number of ways to order the indices by the number of
ways to partition & items in n(V') labeled classes with multiplicities g = (g1, ..., gn(v)), that is

N = (1), (156)

The previous argument implies that if ' € T € A,
k

Y Cvrvs o >0 COve [T ful (From (154))

VeB(T') d=1+1 VEB(F) 1EN(V)
n(V)>1 n(V)=
Z Z {n(V }7, (V)—n(I')+1 H )
< v *% (Lemma 14)
d=1+1 V(EVB)( (n(V))n(V)! iEN(V)
k n(F)!{n(dF)}Td*”(F)H ,
> Z (’I;lr)d' Z ./\/ H |’U | 9i
d=I+1 : gEM(k,d)[
ko p A)'{nd },r.dfn(A)Jrl E\ o
<> ha > (g) [T (From (156))
d=Il+1 d geEM(k,d)[A] i=1
O
Let
r
A)! d pd—n(A)+1
oz = " {n?)%d' it d>n(A). (158)
4 )d!

the following lemma characterizes the fact that the leading term of F(k) is independent of T'. The
following asymptotic in T will be key in the computation.

Lemma 17. Let A € G(k), and recall that |A| = |A|(T) is (143) and depends on T. As T — oo:

(o) 18I = L AT

k‘k
) IBTWas(T) = O esyrpeay )
Proof. We show (a) first. From Lemma 14, and the bound in (143), we immediately have

|A|(T)WA(T)—< r )(TT - PT(T = 1)+ (T = n(A) +1)
(A)
H

n(A) rT(rT —1)---(rT —n(A) 4+ 1)

1+ 0(T~

- r”(A)
For (b), we again use the bound of Lemma 14, and (143) to obtain

() (g ety
n(A)) \z(A) (")

7\ A, b
(n(A)) 5

(159)

IA(T)Wa,a(T) =

(Since ("gm) <d!, and d > n(A))

T(T -1 (T=n(A)+1) n(A)? 1 a4 d n(A)?
! n <
S TGT =1 T —d+ 1) “ Ay (Lemma 13, {, )} < Siiay)
kk d d
_ (A) d
=0 Tn(A)flefn(A))' (From Z(A)! <)
O
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A.5 Estimating the k-th moment

We can now estimate the moments. Expanding F'(k), we obtain from the definition in (138) that
k
Fy= > B[]0 (160)
I={¢,B(£)}€G(k) i=1
We present the asymptotic expansion of F'(k) as T — oo in the following lemma.

Lemma 18. Let the expectation of F(k) in (107) be with respect to a random permutation
7 ~ Unif(S,,) and phases exp(i©;) ~ Unif(S*) for all i € [m]. Then as T — co we have

k m 12k
=D ,r-ll—l > (lli) [T 1ol + O(k'kT : ) (161)
=1 )

keM (k,l i=1

Proof. We expand

Fky= Y > CwrV

reg(k) VeB(I)

E
:Z Z Z OV,FV—F Z CV,FV

I=1Teg(k) \ VeB(D) ~eB(T)
n(T)=l \n(V)=l n(V)>1l
=1 + I, (162)

We are left to bound both terms I; and I from (162).
Bound of I;. The following inequalities hold:

k
L=> Y >3 Y cwv (From (131) and (138))

I=1 AeG(k)TeATel VeB(T)
n(A)=l n(V)=l

k m
Z Z Z Z Z Wa H |v; | 2K (Lemma 16, and (157))

AGG(k) CeA el keM(K,D)[A] i=1
n(A)=
k
=Z Soolann Yy WAHW |2k
=1 AGG(k) keM(k,1)[A]
n(A)=

> |A|WA<k(kA)> S I il (From (132))

Il
I Mw

AeG(k) keM(k,1)[A]i=1
n(A)=
k L m
Z doolawa Y <k>lel%i (From f(A) = f(k))
=1 AeG(k) ke M(k,D)[A] i=1
n(A)=

k m
Z . +S 1 Z Z <llz> H |Ui|2ki (Lemma 17)
=1 i=1

A€G(k) ke M(k,1)[A]
n(A)=l

k B\ k
= Z % Z (k) H |v; |2k + O(%)7 (163)
=1 kemkD)

i=1
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where in (163) we have used (147), and the bound
2k K\ TT 1,25 2\ e
3 H|v| < > () Il 1:(2@\) 2k, (164)
keM(k,1) i=1 keM(k) i=1 i=1
Bound of I. Recall that if ' € T € A, we have n(A) = n(T).

k
L=> Y >33 Y cwv (From (131), and (138))

I=1 A€G(k) TeATel VEB(T)

n(A)=l n(V)>l
k m
< Z Z Z Z Z Wa.a Z (k> H o[> (Lemma 16)
=1 A(GAG;(k TeATel d=l+1 geEM(k,d)[A] & =1
k k m
SIPINLIIDIRINEDS ( )Hv 2
=1 %(GA(,;(:kl) d=Il+1 geM(k,d)[A]

k

Y YT awas(y ) 3 @fﬂ (From (132))

I=1 A€G(k) d=1+1 geM(k,d)[A]

k k 2 gi
<k(A)> geM%d)[A] <g> 11;[1 |Ui|2 (Lemma 17)
= O(#) Z Z Ek: Z <Z) f[lvilzg"' (From (k(A)) < k)

= () M (Ui Mk, d)[A] € M)

< O(M) zk: rk (From (164))

(165)

where in (165) we have used that |G(k)| < k*. This follows from the fact that each A € G(k) is in
one-to-one correspondance with f(A) € F(k) by Lemma 15, and the number of multiplicities that
can be attained is far less than k*. Combining the terms (163) and (165) yields the claim. O

We are left to estimate the leading term in Lemma 18, which will finally show Lemma 2.

Lemma 19. Let {v;}", C C" be a frame in dimension r satisfying (39). There exists a constant
¢ > 0 independent of k and r such that

k m

Yo X () Ik < e (166)
r k

=1

keM(k,1) i=1

Proof. Define

LR () T (167)

i=1



In particular, from (39) and the fact that |v;] < 1 we have that for any k& > 1,
My(k) =" |vi* <. (168)
i=1

In (167), note that up to multiplicities, there are exactly ! different vector norms appearing in each
multinomial. From comparing coefficients, and since all are positive, we can readily see that the
following inequality holds for all I < k,

!

k

ms S (0)T[ae. (169)
b=(b1,....br) i=1
S bi=k,b>0

Using (168) in (169), and the multinomial coefficient formula
k k
<
> (b) <t (170)
b=(b1,...,b1)

Zizl bi=k,b; >0

yields the bound

k
My(k) < r' > (b> < ik, (171)
b=(b1,...,b;)
S bi=kbi>0

Using this last bound, we have the following inequality

W k\ "o
P-=DD (k> [Tl <>t
=1 =1

keM (k1) i=1
k

ey
1=1

< crk*, (172)

where in the last step we have used that there exists a constant ¢ > 0 independent of k£ > 1 such

that
k+1

k k k
Zlk < c/ Fdr < e—— < ckF. (173)
— 1 E+1

O

B Appendix on numerical experiments

Our implementation code in Python can be shared upon request. The following are other comments
about the implementation.

o Projection on the tangent space: Consider U(J) = exp(dA)U in (100) and differentiate with
respect to 6. If we let UE;UT = P;(U), by evaluating the gradient at § = 0 we obtain its
projection onto the tangent space of U(n) at U, which is

n

P (U) = Z(pPi(U)TP,-(U) - Pi(U)rP,-,(U)p) n (TP,-(U)pPi(U) - Pi(U)pPi(U)T). (174)

=1

This matrix is skew-symmetric and belongs to the Lie algebra of U(n).
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o Initialization of quantum states: We initialize p by evaluating W ~ Unif(U(r)), the vector
d = (di,...,d,) uniformly distributed in the simplex, and setting p = W Diag(d) W, where
Diag(d) is the matrix with d in the diagonal and zeros elsewhere. We perform a similar, and
independent initialization of 7.

o Landscape complexity: From trying different settings, our simulations suggests that there are
several local maxima or saddle points in the optimization landscape of (15), and convergence
to those is dependent on the initialization.
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