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A B S T R A C T

Concrete 3D printing proposes an off-site industrial process allowing to deposit material only where required.
However, most mixture design methods struggle to perform, which is why a majority of 3D printing materials
display high clinker contents. This study proposes a reproducible methodology for tailor-made 3D printing
materials. Applied to a low-clinker quaternary blend, an iterative optimization process leads to a significant
reduction of labor in material tuning. It involves life cycle assessment and artificial neural networks as objective
functions in the Pareto selection of best-performing solutions. Following the constitution of an 18-mixture
database with 6 independent variables and 5 objective functions, printable mortars of different strength classes
are designed within 2 to 4 active learning runs. Consequently, this optimum-driven technique allows to rapidly
converge toward low-carbon solutions for 3D printing, using local materials and custom characterization
procedures.
ntroduction

The evolution of construction processes is moving toward solutions
ith reduced environmental impacts. 3D printing concrete (3DPC)
roposes a way to avoid formwork manufacturing and reduce concrete
olumes. However, the clinker proportion of 3D printing materials is
enerally 40% higher than conventional concretes [1–4], offsetting
he material saving benefits with high carbon intensity. Concrete is a
eterogeneous composite material with non-linear behavior [5], which
epends on the proportions of each constituent, but also on their types
nd chemical compositions, as well as experimental conditions. This
enders the tuning of fresh state properties for 3D printing demanding
n time and resources, even more so in the context of one-component
D printing (without accelerating admixture) as conflicting require-
ents must be fulfilled in the same timeframe [6]. On the other hand,

pecifications in the hardened state are equally important as they define
he application and the use phase in the structure’s life cycle. The
ptimal compromise between all these fresh and hardened properties is
hallenging to reach with a limited number of experimental runs and
arying raw materials. Consequently, fresh state properties (pumpabil-
ty, extrudability, buildability) are often prioritized over hardened state
eatures (strength, durability) which are observed a posteriori [2]. As a

∗ Corresponding author at: Navier Laboratory, École des Ponts ParisTech, Gustave Eiffel University, CNRS, Champ-sur-Marne, France.
E-mail address: zibo.jin@enpc.fr (W. Jin).

consequence, if it is considered, the minimization of environmen-
tal impacts is often a minor objective, leading to materials having
higher cement proportions than necessary.

Meanwhile, more than 80% of the impacts [7] originates from
the material in the construction process, emphasizing the need for an
efficient mix design process centered around the environmental impact.
In this context, the development of alternative cementitious materials is
active [8] and focused on the reduction of cement contents in concrete.
In particular, limestone calcined clay cement (LC3) allows a clinker
substitution of more than 45% without degradation of mechanical
performance [9,10]. Indeed, the additional hydrates (ettringite, C-
(A)-S-H) formed in the presence of alumina from the calcined clay
contribute to the microstructure [11]. In addition to that, the lime-
stone induces a filler effect [12] and its calcium carbonate reacts with
the remaining alumina, precipitating carboaluminates, thus refining
the porosity while also preventing the conversion of ettringite into
monosulfoaluminates [13,14]. This material demonstrates a potential
for 3D printing [15–17]. The calcined clay provides higher static yield
stress and plastic viscosity at fresh state [18] as well as enhanced
structuration rate [19]. These properties originate mainly from the
reactivity of alumina, the platelet structure of clay, the higher specific
surface area, and the negative surface charge of calcined clay [20].
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On the other hand, limestone filler reduces the yield stress and viscos-
ity [21,22], offering an opportunity to tune the fresh state properties.

owever, these types of sustainable materials involve more diverse
upplementary cementitious materials (SCMs) as well as chemical ad-
ixtures [23,24]. In the end, with the increased number of parameters

nd different chemical processes, traditional mix design methods
struggle to perform.

Several mixture design methodologies are reported in the literature,
all of which have strengths and weaknesses. Prescriptive proportioning
methods consist in following guidelines from design methods [25].
These methods are simple but do not yet adapt to specific applications
such as 3D printing or environmental optimization. Performance-based
approaches rely on iterative trial formulations for mixture proportion-
ing and remain the most straightforward, widespread procedure [2].
However, the workload sharply increases with the number of pa-
rameters as well as the number of objectives. In any case, these
two strategies result in functional rather than optimal materials. On
the other hand, computational design methods rely on mathematical
relationships between independent variables as well as optimization
algorithms [26]. In this category, multi-variable regression from em-
irical data is often applied [27] but efficient design of experiments

is unfeasible for concrete mix design with more than 3 parameters.
As a consequence, variables are often set constant, which limits the
search space. Mix design methods based on physical and chemical
models require labor-intensive characterization [28–30] (chemical
composition, granulometry, water absorption, reactivity, and more) as
raw materials are naturally different. The complexity of multi-scale
modeling also reduces the reliability of predicted macroscopic prop-
rties. Finally, data-driven techniques rely on machine learning for the
rediction of concrete properties [31,32]. Instead of physical or statis-
ical equations, these approaches use large training datasets to update
atterns between variables according to experimental results [33,34].

This method is simple to carry out and captures non-linearities. How-
ever, when used for concrete mixture design, the variability in raw
material chemical composition, reactivity, or processing, affects
the reliability of published data for direct use with local materi-
als [35]. Furthermore, the volume of published data on 3D printable
C3 is insufficient for implementing a standard training strategy.

In order to respond to all these issues, the present paper proposes
n optimization methodology which integrates fresh and hardened
roperties alongside the minimization of environmental impact as the

paramount objective. Indeed, a multiobjective genetic algorithm is
applied to a very low-clinker blended mortar by using a paramet-
ic life cycle assessment (LCA) model for the calculation of climate
hange (ClCh) score and artificial neural networks (ANNs) for the
rediction of rheological and mechanical properties. These estimations
erve as objective functions in an iterative optimization process using
ocal materials and adaptable characterization methods. The use of
n active learning technique for ANNs allows for greater predictions
ith a limited number of runs throughout unexplored design regions.
herefore, the natural variability of an increased number of parameters
limestone, calcined clay) is correctly handled. Additionally, ANNs
ntegrate non-linearity with specific activation functions, the choice of
hich is optimized in this study. After the constitution of a training
ataset, this methodology allows to rapidly identify mixture propor-
ions generating low dynamic yield stress, high static yield stress, high

thixotropy and minimized ClCh score. This optimization tool allows
us to first determine a printable mixture with a reduced ClCh score
compared to a reference mixture. In a second round of optimization,
the presented methodology suggests a printable mixture with a specific
higher compressive strength.

The entire optimization process is described in Section 1. The ma-
erials are presented in Section 2 along with the characterization pro-
ocol, the LCA framework, and the optimization tools. Afterwards, Sec-
ion 3 depicts the preliminary results of the training dataset construc-
ion before introducing the optimization results. Finally, Section 4

analyzes the main takeaways and limitations of this mix design strat-
egy.
 a

2 
1. Optimization methodology

The proposed optimization methodology aims at rapidly converging
toward a narrow design region containing an optimized mixture. To
do so, it combines the strengths of a multiobjective genetic algorithm
and artificial neural networks for the ranking of computer-generated
mortar mixtures based on environmental, rheological, and mechanical
properties. In this section, the general methodology of this study is
described, along with the requirements for its fulfillment.

The methodology involves the use of multiobjective optimization,
widely used in a variety of sectors, including concrete mixture de-
sign [36–38]. In these problems, the outcome is a combination of
solutions that constitute compromises between different objective func-
tions rather than a single solution. The definition of these problems can
be summarized by Eq. (1).

Minimize {𝑓1(𝑋), 𝑓2(𝑋),… , 𝑓𝑘(𝑋)} for 𝑋 ∈ 𝑆 (1)

Where several conflicting objective functions, 𝑓𝑘 ∶ R𝑛 → R, where
𝑘 ≥ 2, must be simultaneously minimized. The decision variables 𝑋, in
the form of vectors, belong to the solution region 𝑆 ⊆ R𝑛. The objective
vector can be considered optimal if none of their components can be
improved without compromising at least one of the others. In this case,
it means no other solution is better in all objectives and this solution
is called non-dominated. When it is on the theoretical boundary of
optimal trade-offs (Pareto front), it is called Pareto-optimal [39].

This approach is implemented via a genetic algorithm named Non-
ominated Sorting Genetic Algorithm 2 (NSGA-II) [40]. This algorithm is

widely used in multiobjective problems [36,38,41] and features several
techniques to deal with constrained non-linear problems with numer-
ous objectives. Particularly, it integrates elitism, an explicit diversity
preserving mechanism, and a crowding distance fitness value. The
NSGA-II algorithm generates a random population of mortar mixtures
and sorts them via a binary tournament mating selection, according
to their printability, mechanical properties and environmental quality.
Then, a child population is created using crossover and mutation,
introducing diversity in the solutions. Both populations are merged and
a subset undergoes the same process over and over until a termination
criterion is reached.

The Fig. 1 depicts the optimization process, which is explained here.
The individuals generated by the genetic algorithm are mixtures com-
posed of six constituents: Portland cement with silica fume (GUbSF),
calcined clay (CC), limestone filler (LF), water (W), sand (Sa) and
superplasticizer (SP) — More details are available in Section 2. As such,
the mixture design space consists of a 6-dimensional decision vector 𝑋
composed of these six independent variables 𝑥.

In our case, the objectives are to reach the printability thresholds,
which consist in pumpability, extrudability and buildability criteria
(definition in Section 2.2.3), to satisfy an optional strength require-
ment, and most importantly, to minimize the climate change score.
In order to assess the quality of each individual, a computational
evaluation is necessary to assign a fitness function 𝐹 (𝑋), combination
of objective functions 𝑓𝑘(𝑋𝑖). First, a contextualized parametric LCA
model is developed to estimate the climate change score of individ-
uals [42]. Then, for the physical characterization, artificial neural
networks are trained to predict the rheological and mechanical proper-
ties with an appropriate local database (description in Section 2.2.4).

hus, the objective functions are the output of the LCA model (LCA
CO2), the compressive strength (ANN Strength), and the three rheo-
logical measurements used to evaluate printability, namely the flow
(ANN Flow) and slump (ANN Slump) at respectively 2 and 6 min after
mixing, as well as the structuration rate (ANN Athix) (description in
Section 2.2.2).

An intermediate step is to determine the most adequate hyper-
parameters for ANN training through a single-objective optimization
(described in Section 2.2.4). Finally, the experimental optimization is
pplied. A method of active learning is chosen to get progressively



W. Jin et al. Cement and Concrete Composites 157 (2025) 105853 
Fig. 1. Outline of experimental iterative optimization process.
Table 1
Complete summary of the optimization methodology.

Phase Step Description

Preliminary Steps Step 1 Definition of printability thresholds through literature review and large-scale 3D printing
Step 2 Trial-and-error campaign: Determination of a design region with measurable physical properties and GWP reduction

Definition of objective functions
Step 3 Constitution of parametric LCA model
Step 4 Implementation of an optimized design of experiments as training dataset
Step 5 Optimal training of ANNs for predicting rheological properties

Experimental optimization

Step 6 Definition of the search space, meaning parameter boundaries
Step 7 Application of a multiobjective genetic algorithm for minimizing ClCh score within printability and mechanical constraints
Step 8 Selection of three solutions for experimental validation and integration of results into the experimental database
Step 9 Repeat steps 5 to 9 until constraints are satisfied with minimized ClCh score
better predictions as the study progresses. After applying the genetic
algorithm, three solutions in the Pareto-optimal space are selected to
be reproduced experimentally. The physical results for these mixtures
are then reintegrated into the training dataset, thus improving the pre-
dictions in the explored design regions. This operation is then repeated
until a satisfactory mixture is found. Thereafter, the design region can
be progressively expanded, allowing us to determine a local optimum.
Particularly, the design region is enlarged when the best outputs of the
genetic algorithm tend toward the boundary limits, thus meaning the
search space is potentially too constrained.

In the end, the complete optimization process can be summarized
in 9 steps (Table 1). The preliminary steps 1 (definition of printability
thresholds) and 2 (determination of a relevant design region for the
research) are covered in Section 2.2.3. The definitions of objective
functions are stated in step 3 for the LCA (detailed in [42]) and in
steps 4 and 5 for rheological properties (presented in the Section 3.1).
Finally, the results of the experimental and iterative optimization (steps
6, 7, 8 and 9) are detailed in Sections 3.2 and 3.3.

In the following section, all materials and methods relevant to the
execution of this optimization process are reported: the constituents
3 
of our quaternary blend; the application of our contextualized LCA
model; the test procedures for printability and mechanical strength;
the definition of printability based on a literature review and large-
scale experiments; the collection of training data using a design of
experiments; the tuning of hyperparameters for each ANN training.

2. Materials and methods

In this section, the materials constituting our quaternary LC3-based
blend are listed. Moreover, the characterization protocol, the LCA
framework and the definition of printability are explained, all of which
serve as input variables in the genetic algorithm.

2.1. Materials

The binder is composed of three powder elements: cement blended
with 8.3% silica fume (42.5 MPa) in accordance with the CSA A3001
standard, calcined clay (80% metakaolin) Class N natural pozzolan
conforming to both the CSA A3000 and ASTM C618 standards, and
limestone filler. The sand is kiln-dried with a maximum particle size
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Table 2
List of materials used and composition of reference mixture of 30.5 MPa.

Material Abbreviation Supplier Reference mix (k g∕m3)

Cement blended with silica fume GUbSF Ciment Québec 165
Calcined clay CC Whitemud Resources 132
Limestone filler LF Graymont 362
Water W 237
Sand Sa Bomix 1317
PCE Superplasticizer SP Master Builders 6.59
a
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Table 3
Chemical compositions of binder components.

(m%) GUbSF CC LF

SiO2 27.0 62.5 2.21
Al2O3 4.2 31 0.37
Fe2O3 1.6 1.1 0.14
CaO 57.5 0.4 53.6
MgO 1.6 0.3 0.51
SO3 3.6 0 0.1
TiO2 0 0.6 0.01
Na2O 0.73 0.16 0.02
K2O 0 1.81 0.13
Loss on ignition 3 0.95 42.9

of 2.5 mm and the superplasticizer is based on polycarboxylate-ether,
meeting the ASTM C494 requirements for Type A, water-reducing, and
Type F, high-range water-reducing admixtures. The abbreviations and
suppliers are listed in the Table 2. The mixture resulting from the
preliminary phase (steps 1 and 2 in Table 1) is reported in the column
Reference mix. This formulation satisfies the printability thresholds
defined in Section 2.2.3 with a compressive strength of 30.5 MPa
at 28 days. More details are available in Section 2.2.3.

The oxide composition of the binder materials are listed in the
Table 3. The specific gravity for the GUbSF, the calcined clay, the
limestone filler and sand are respectively 3.15, 2.74, 2.63, and 2.68.

2.2. Methods

To apply the optimization process, several components are needed
or the definition of the objective functions :

• Characterization protocols for ClCh score and physical properties;

• Specification of printability requirements at fresh state;
• Procedure for ANN training;
• Methodology for active learning optimization process.

2.2.1. Life cycle assessment
The climate change score is calculated with a cradle-to-gate LCA

model using Python software Brightway2 [43]. The printing, use phase,
nd end of life are excluded from this calculation as well as the

laboratory infrastructure. The functional unit is the production of 1
m3 of 3D printing material. The life cycle impact assessment method
EF 3.0 baseline model of 100 years is used as recommended by the
International Reference Life Cycle Data System [44]. The information
pertaining to this model is extensively reported in [42].

2.2.2. Test procedures
The printability is defined through three phases with different

ranges of static and dynamic yield stresses. First, the pumpability is
evaluated after mixing, then the shape retention is assessed at the time
f deposition. Finally, measurements of static yield stress in the first
our generate a structuration rate characterizing the buildability.

The flow table test is carried out 2 min after mixing (ASTM C1437
[45]). A truncated cone is filled in two layers, each compacted 20 times
with a rubber rod. It is lifted and the table is dropped 25 times in 15 s at
4 
a steady pace. The resulting dimension of the sample is measured with
 caliper along the four lines of the flow table. The sum of the four
eadings is the increase in diameter compared to the base diameter of
he cone, within 0%–152%. The slump test is performed 6 min after

mixing according to the standard [46]. A miniature version of the
brams cone (base diameter 100 mm - top diameter 50 mm - height

150 mm) is filled in three layers, each tampered 25 times with a metal
rod. It is then lifted in 5 s, letting the mortar slump under self-weight.
The resulting static yield stress is estimated with Eq. (2) [47].

𝜏 =
𝜌𝑔(𝐻0 − 𝑠)

√

3
(2)

With 𝜏 the yield stress, 𝜌 the density, g the gravitational constant,
0 the initial height of the sample and s the slump.

Concerning the structuration rate, Roussel et al. [5] suggests a linear
model of yield stress evolution in the dormant period, introducing a
parameter named Athix, which represents the ability of cementitious
materials to build an internal structure at rest. This model is confirmed
or the measurements in this paper. With this assumption, the build-up
ate requirement assuming a constant elevation rate ℎ𝑧 is as follows:

𝜏0 + (𝐴𝑡ℎ𝑖𝑥 −
𝜌𝑔 ℎ𝑧
√

3
)𝑡 > 0 (3)

To calculate this Athix in the first hour, we measure the yield
stress at 30 and 60 min using the direct shear test [48]. The latter,
enerally used in the geotechnical field was applied to 3D printing
ortars [49,50], permitting a discrete assessment of yield stress in

the tens of kPa under pure shear. A mortar sample is placed in two
ayers, compacted on a vibrating table for 5 s, inside a circular shear
ox composed of a top and a bottom part. This box is then loaded

onto a Humboldt direct shear testing machine equipped with a linear
displacement motor, a displacement sensor, and a 100 kN load cell.
During the test, the top part is free to move horizontally at a rate of
12.7 mm/min, transmitting a shear load through the specimen. Each
test runs for less than 1 min until the sample fails on the predetermined
horizontal plane corresponding to the dimensions of the shear box. As
the shearing proceeds, the surface corresponding to the intersection of
the top and bottom parts of the box changes according to Eq. (4) where
𝐴𝑐 is the corrected section, 𝐴𝑖 is the initial section, 𝛿ℎ is the horizontal
displacement, and D is the diameter of the shear box. The shear stress
𝜏 is thus obtained from Eq. (5) with 𝐹 being the force measured by the
sensor.

𝐴𝑐 = 𝐴𝑖

⎡

⎢

⎢

⎣

1
90

cos−1
(

𝛿ℎ
𝐷

)

− 2
𝜋
𝛿ℎ
𝐷

√

1 −
(

𝛿ℎ
𝐷

)2⎤
⎥

⎥

⎦

(4)
𝜏 = 𝐹

𝐴𝑐
(5)

Consequently, a linear regression between the yield stress value
btained through the slump test at 6 min and the shear stresses at 30

and 60 min provides a structuration rate 𝐴𝑡ℎ𝑖𝑥 in Pa/s, corresponding
to the slope.

The compressive strength is determined on three cubic 50 mm
samples molded in 2 layers, each compacted 32 times with a rubber
rod, according to the standard ASTM C109 [51]. After a cure of one
day in the mold, the samples are placed in a curing chamber with
a temperature of 22 ◦C and a relative humidity of 97.5% for a total
ure of 28 days. For the test, a compression machine equipped with

a hydraulic piston is used at a constant pace rate of 1 kN/s until the
pecimen fails. The maximal load applied constitutes the compressive

Fig. 2.
strength of the mixture. Tested samples are depicted on the
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Fig. 2. Samples after test procedures at fresh state and compressive strength.

2.2.3. Printability
The mixtures are formulated for a continuous mixing system

which involves a one-component mortar mixing pump (MAI 4MULTI-
MIX) and a 6-axis industrial robot (ABB IRB 6620). The 3D printing
protocol consists of multiple steps: designing and slicing a 3D model on
the software Rhinoceros with the parametric design plugin Grasshopper,
before converting the robot path into RAPID code; Having prepared all
the dry materials in 20 kg bags, they are poured in the 4MULTIMIX
hopper and mixed with water and superplasticizer; The mortar is
conveyed to the robot printing head and deposited.

Considering this setup, the test procedures in Section 2.2.2 allow
us to estimate the quality of each mixture formed. The printability
objectives were first identified in the literature. The latter shows a
correlation between the flow test and pumpability, and places the
flow threshold at very different values. Several studies mention a
value between 150 and 210 mm [52–55] while others specify values
below 110 mm [49,56,57]. The extrudability criterion is assessed by
Khan [58], Chen et al. [59], Cho et al. [52] and Liu et al. [60], who
indicate an optimum static yield stress at deposition of respectively
300–2500 Pa, 590–895 Pa, 940–6802 Pa and 1113–1658 Pa.

A first assessment with the printing equipment available at École
de Technologie Supérieure [61] placed the rheological requirements at
5 
125% flow and 80 mm slump. A trial and error process for determining
an appropriate quaternary system resulted in a material satisfying these
criteria. The resulted print exhibits an optimal yield stress 𝜏 at 17 min
after mixing, which corresponds to adequate pumpability and excellent
shape retention, as illustrated on the Fig. 3. Within this timeframe,
the flow test and the slump test are reproduced for the mixture and
define the appropriate objectives for our extrusion system: 104% flow
and 65 mm slump. A margin for the flow is considered as the pumping
equipment is highly sensitive to variations in the entry material.

Consequently, we consider in this study a flow threshold of 120%
(220 mm) which is a conservative value. Additionally, the threshold
value of 65 mm slump at deposition corresponds to a critical yield
stress of 1059 Pa (Eq. (2)). It guarantees the stability of more than
10 layers of mortar with a thickness of 8 mm according to Eq. (3),
even when neglecting the build-up rate of the material. This ensures
constructibility in the first few minutes of printing. Finally, the criterion
for the structuration rate originates from an arbitrary, realistic goal
corresponding to an elevation of 1 m at 60 min. Considering a density
of 2.2, a layer length of 2 m, a flow rate of 1 L/min, and a printing
speed of 69 mm/s, the elevation rate is 0.276 mm/s. The Eq. (2)
gives a requirement of 12.5 kPa at 60 min for the first layer, which
consequently leads to a 3.5 Pa/s Athix if we consider the yield stress
requirement at deposition (1059 Pa at 6 min).

A second trial and error process was conducted, for a total of 22
mixtures, to determine a proper quaternary blend, which is called the
Reference mix in the Table 2. The characterization tests and printability
thresholds are summed up in the Table 4. The whole printability
requirements and hypotheses are represented on Fig. 4.

2.2.4. ANN training
To evaluate the quality of randomly generated mixtures (popula-

tions), ANNs serve as prediction tools for the test procedures defined
in the previous section. A training dataset is constituted using a D-
optimality criterion [62] for an 18-run design of experiments (DoE)
with six factors (mass fractions of constituents) and three levels. This
type of design represents the widest volume in the search space for
a given number of experiments by maximizing the determinant 𝐷 =
|𝑋𝑇𝑋| of the information matrix 𝑋𝑇𝑋. Optimal DoE quality corre-
sponds to a balanced and orthogonal design if it exists, i.e. if (𝑋𝑇 ∗ 𝑋)−1
is diagonal and equal to 1

𝑁𝐷
𝐼 .

With the results of this DoE, ANNs are trained to predict the flow,
the slump, the structuration rate, and the compressive strength. For
each training, using the NSGA-II algorithm, the most efficient hyper-
parameters are determined through the simultaneous maximization of
coefficient of determination (𝑅2) and minimization of normalized root
mean square error (𝑅𝑀 𝑆 𝐸) for the validation set (equation (6) and
(7)).

𝑅𝑀 𝑆 𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

(𝑦𝑖 − �̂�𝑖)2 (6)

𝑖=1
Fig. 3. Resulting print using an initial mixture: the decreasing plastic deformation at deposition, from 𝜏 < critical yield stress 𝜏𝑐 𝑟 (in red) to 𝜏 > pumping limit 𝜏𝑝 (in red)
illustrates the structuration rate. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Table 4
Test methods and printability thresholds.

Property Test method Printability requirement

Pumpability Flow table test [45] at 2 min ≥ 120%
Shape retention Slump test [46] at 6 min = 65 ± 5 mm
Buildability Direct shear test [48] at 30/60 min ≥ 3.5 Pa/s
Fig. 4. Printability requirements considering a continuous mixing unit: thresholds for flow, slump and direct shear yield stress values.
𝑅2 = 1 −
∑𝑛

𝑖=1(𝑦𝑖 − �̂�𝑖)2
∑𝑛

𝑖=1(𝑦𝑖 − �̄�)2
(7)

where �̂�𝑖 is the predicted value, 𝑦𝑖 is the actual value, �̄� the mean of the
observed data and n the number of data points.

The assessed hyperparameters are the activation function, learning
rate, number of layers, and number of neurons in each layer. The
available activation functions are exponential linear unit (elu), scaled
exponential linear unit (selu), rectified linear unit (relu), hyperbolic tangent
activation function (tanh), sigmoid activation function (sigmoid), soft-
max activation function (softmax), softplus activation function (softplus),
softsign activation function (softsign) and exponential activation function
(exponential). The learning rate, number of layers and number of
neurons are respectively set between [0.001 – 0.003], [1 – 5] and [1 –
400]. Each time, the best combination of hyperparameters is saved and
used in the evaluation of NSGA-II populations. The package tensorflow
is used for the ANN, pymoo for the genetic algorithm and the Matlab
function rowexch for the generation of a D-optimal DoE.

2.2.5. Multiobjective computation
The determination of non-dominated solutions is carried out using

the Python library pymoo, which implements the NSGA-II genetic al-
gorithm. User inputs are necessary for the definition of independent
variables boundaries and for the selection of the best performing so-
lutions. In our case, the design space was progressively expanded as
the study progressed to reflect the tendencies of the suggested mixtures
(Tables 6 and 8).

3. Results

3.1. Design of experiments and ANN training

The 18 experimental results of the design of experiments (DoE-1
to 18) are presented in the Table 5. The results for the flow, slump,
6 
Athix, and strength span respectively from 76% to 152%, 0 to 150 mm,
3.1 to 4.0 Pa/s, and 25.8 to 34.6 MPa. From these data points, we
observe that the increase in sand proportion significantly influences
the flow and slump results. These trends indicate the importance of
the paste/aggregate ratio, which governs the flow regime. In these
conditions, this factor determines the transition from hydrodynamical
flow (enough paste to coat the aggregates) and frictional regime (highly
dissipative interactions) with a sharp increase in yield stress for the
second case [63]. On the other hand, the Athix and strength values
are impacted respectively by calcined clay and cement contents, as
expected in this design. With this database, the iterative optimization
depicted on Fig. 1 can be carried out.

3.2. Iterative optimization without strength consideration

The iterative optimization process depicted on Fig. 1 is detailed
before presenting the results. The selected objectives for this study
center around the reduction of the ClCh score. The first optimization
round aims at reducing the ClCh score without consideration of the
compressive strength. The purpose is to illustrate the efficiency of this
optimization methodology at tuning multiple objectives.

The explicit objectives are to reach 120% flow, 65 mm slump, 3.5
Pa/s Athix and to minimize the ClCh score. For this, 9 mixtures were
formed in the iterations i1 to i3. Then, the search space was expanded
and 6 additional mixtures were formed in the iterations i4 and i5. The
parameter boundaries are listed in the Table 6 and the optimization
sequence is depicted on Fig. 5.

The Table 7 reports the results for the suggested mixtures, the 3
mixtures for each iteration are denoted as ix-1, ix-2 and ix-3, with
𝑥 = 1,… , 5. The columns pF, pS, pA are respectively the predicted
flow, slump, and Athix. The columns mF, mS, mA are the measured
flow, slump, and Athix. Afterwards, the results for each experimental
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Table 5
Results of D-optimal design of experiments — Abbreviations of the 6 independent variables are in Table 2.

Mix GUbSF CC LF W Sa SP Flow Slump Athix Strength

kg/m3 % mm Pa/s MPa

DoE-1 164 132 362 246 1315 7,17 152 120 3,3 31,5
DoE-2 148 118 367 227 1334 6,29 106 51 3,6 26,7
DoE-3 161 137 353 252 1285 6,84 141 100 3,1 27,6
DoE-4 145 123 339 222 1306 6,00 99 35 4,0 26,8
DoE-5 151 136 353 237 1282 6,57 128 85 3,5 25,8
DoE-6 151 136 375 226 1286 6,27 78 24 4,1 28,8
DoE-7 163 122 336 234 1302 6,34 132 87 3,4 30,3
DoE-8 155 117 342 229 1316 6,37 126 78 3,1 29,8
DoE-9 160 128 353 225 1284 6,42 99 42 3,4 29,9
DoE-10 166 133 386 244 1245 6,46 116 62 3,4 30,6
DoE-11 157 133 325 221 1334 6,29 77 20 3,6 30,3
DoE-12 164 139 383 237 1235 6,73 104 61 3,9 31,4
DoE-13 178 126 370 236 1263 6,55 116 73 3,6 34,6
DoE-14 169 120 373 236 1278 6,39 122 69 3,3 32,7
DoE-15 171 129 334 233 1293 6,63 120 77 3,6 34,5
DoE-16 163 123 359 216 1304 6,31 76 0 3,5 33,8
DoE-17 164 131 321 229 1315 6,04 90 34 3,6 29,8
DoE-18 176 141 366 239 1250 6,64 118 73 3,7 32,8
Fig. 5. Illustration of the first optimization sequence. The explicit objectives are to reach 120% flow, 65 mm slump, 3.5 Pa/s Athix and to minimize the ClCh score.
.

Table 6
Boundaries of independent variables for the genetic algorithm: iterations i1-i3 and i4-i5

Parameter Initial boundaries (kg/m3) Expanded boundaries (kg/m3)

GUbSF 140–180 120–180
CC 110–150 90–150
LF 340–380 340–400
W 210–250 200–260
Sa 1200–1400 1200–1450
SP 5.5–7.5 5.5–8

iteration is described. Each time, the coefficients of correlation R2for
all training and testing data are mentioned for flow, slump, Athix and
strength predictions.

For the first iteration, the ANNs for flow, slump, and Athix are
trained with a 27-mixture dataset ({R2

flow, R2
slump, R2

Athix} = {0.96,
0.94, 0.70}), comprised of the trial-and-error and the DoE. As the
genetic algorithm proposes solutions in unseen design regions, the
ability of ANNs to generalize is known to be inefficient with such a
small dataset. Thus, the errors compared to the predictions, as well as
the printability objectives are substantial, even with limited ClCh score
reduction. The ANNs tend to underestimate the flow and slump with
respective mean errors of 23% and 43 mm across the three mixtures.
On the other hand, they slightly overestimate the Athix with a mean
error of 0.3 Pa/s. These errors are expected to decrease throughout the
iterations when the optimal design region is identified.

For the second iteration, the ANNs are trained with a 30-mixture
dataset ({R2

flow, R2
slump, R2

Athix} = {0.96, 0.92, 0.76}). We decided to
explore higher ClCh score reduction regions (up to 13% compared to
the reference material) by forming mixtures with decreased proportions
7 
of reactive products, thus giving low Athix predictions. This choice was
made to provide the ANNs with data points in this experimental space,
which represents the minimal ClCh score region. Again, as seen in the
Table 7, errors are significant in this unseen region with mean errors of
34%, 43 mm and 0.8 Pa/s respectively for flow, slump, and Athix. With
these ANNs, the flow and slump as well as the Athix are underestimated
in the lower CC proportions. In the end, the Athix threshold is not
reached in this iteration.

For the third iteration, the ANNs are trained with a 36-mixture
dataset ({R2

flow, R2
slump, R2

Athix} = {0.96, 0.85, 0.79}). Different com-
binations of CC, LF, W, Sa, and SP values are investigated. A significant
increase in prediction quality is observed with mean errors of 11%,
26 mm, and 0.2 Pa/s respectively for flow, slump, and Athix. The
mixture i3-1 confirms the difficulty in reaching the Athix threshold with
a CC content close to the lower boundary (110 kg/m3). The mixture
i3-2, although failing to reach the flow threshold, displays enhanced
Athix with less than 5.8 wt% of CC. On the contrary, the mixture i2-3
reached only 3.0 Pa/s with 6.2 wt% CC. This is due to the decreased
W/binder ratio (0.313), and more specifically W/CC ratio (1.79) for i3-
2, compared to i2-3 (0.370 W/binder, 1.93 W/CC). On the other hand,
the mixture i3-3 reaches all the printability constraints with a 6% ClCh
score reduction. This mixture constitutes a local optimum, however, it
involves a high W/binder ratio (0.388) and a GUbSF content close to
the lower boundary defined in this first optimization round.

Considering these results, the design region is expanded in an
attempt to improve the minimization of the ClCh score for this 3D
printing material. A lower constraint of 120 kg/m3 GUbSF is set, ex-
panding the search space but ensuring a minimal compressive strength.
For the fourth iteration, the ANNs are trained with a 39-mixture
dataset ({R2 , R2 , R2 } = {0.95, 0.85, 0.80}), the parameter
flow slump Athix
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Table 7
First round of suggested Pareto-optimal solutions: Parameter boundaries are in Table 6, each iteration includes 3 mixtures denoted ix-1 to ix-3.

Mix GUbSF CC LF W Sa SP ClCh pF pS pA mF mS mA

kg/m3 kg CO2-eq % mm Pa/s % mm Pa/s

i1-1 148 131 348 239 1346 7.27 239 113 66 3.3 148 114 3.4
i1-2 169 112 352 223 1347 6.68 240 116 42 3.5 128 95 3.3
i1-3 171 111 343 240 1352 6.59 243 121 75 3.0 144 102 2.4
i2-1 148 113 366 248 1318 5,67 225 118 64 1,8 136 83 2,9
i2-2 141 111 373 249 1346 6,46 219 110 65 1,2 152 115 2,2
i2-3 142 137 368 248 1329 7,19 241 111 65 3,3 152 125 3,0
i3-1 143 113 344 238 1372 6.88 222 120 65 2,6 148 105 2,5
i3-2 143 127 379 212 1331 7.33 233 115 43 3,7 111 73 4,1
i3-3 140 138 342 249 1298 5.57 236 122 55 3,3 120 64 3,5

i4-1 127 95 367 249 1381 7.24 198 105 68 1,2 152 119 1,8
i4-2 121 132 385 215 1330 7.45 219 101 44 3,7 96 39 4,5
i4-3 126 143 345 237 1314 6.32 231 108 65 3,3 99 41 3,7
i5-1 122 112 365 211 1393 8.07 204 108 47 4,0 87 34 3,2
i5-2 126 120 368 229 1368 7.98 212 127 78 3,6 139 110 3,5
i5-3 126 140 376 232 1324 7.37 226 120 62 3,6 119 66 4,3
T
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boundaries are listed in the Table 6. To identify a suitable search space,
several low GUbSF (< 5.3 wt%) design regions are explored with this
iteration, one with low CC (4.3 wt%) and high W/binder ratio (0.407),
one with average CC (6 wt%) and low W/binder ratio (0.323), and one
with high CC (6.6 wt%) and average W/binder ratio (0.372). Average
errors of 20%, 26 mm, and 0.6 Pa/s are recorded for the flow, slump,
and Athix, which are higher than the previous iteration due to the
assessment of an unseen optimization region. It can be deduced from
the last three iterations that a certain proportion of CC is necessary for
reaching the Athix threshold set in Table 4. Also, even with more SP,
he mix i4-2 seems to be in the frictional flow regime (0.323 W/binder
atio, 1.56 Sa/paste ratio) whereas the mix i4-3 also fails to reach a
igh enough flow, seemingly due to the higher CC content.

For the fifth iteration, the ANNs are trained with a 42-mixture
ataset ({R2

flow, R2
slump, R2

Athix} = {0.94, 0.92, 0.75}). Again, a de-
crease in average error is observed compared to the previous iteration
with 11%, 16 mm, and 0.6 Pa/s respectively for flow, slump, and Athix
values. The mixture i5-1 tends toward the respectively lower and higher
boundaries for water and SP. In this case, the flow, slump, and Athix
re overestimated, making the mixture too dry. On the other hand, the
ixture i5-2 has a high slump and does not reach the Athix threshold.

inally, the mixture i5-3 satisfies the printability thresholds with a 10%
eduction in the ClCh score compared to the reference material. In
hat case, the Athix is considerably higher than the defined objective,
roviding an improved buildability but higher than the optimal ClCh
core. Thus, a mixture with less CC could constitute a local optimum.
evertheless, the goal of significantly reducing the ClCh score without

mpacting the printability of our quaternary system is attained.
In order to provide a complete mix design tool, a compressive

trength threshold is added as an objective. Thus, the next section
resents the results for the minimization of GWP for a 40 MPa 3D

printing LC3-based blend.

3.3. Iterative optimization with a strength target of 40 MPa

To propose an actual decrease of the ClCh score, the compressive
strength needs to be taken into account. The second optimization round
ncludes a compressive strength criterion, showing the number of ad-
itional mixtures formed for the identification of a higher-strength 3D
rinting material with a minimized ClCh score. The Table 8 details the

independent variable boundaries and Fig. 6 illustrates this optimization
sequence.

The Table 9 reports the results for the suggested mixtures, the 3
mixtures for each iteration are denoted as ix-1, ix-2 and ix-3, with
𝑥 = 6,… , 9. The predicted and measured properties of these Pareto-
optimal solutions now include a strength criterion (predicted pR and
measured mR).
8 
Table 8
Boundaries of independent variables for the genetic algorithm: iterations i6 and i7-i9.

Parameter Initial boundaries (kg/m3) Expanded boundaries (kg/m3)

GUbSF 120–180 120–220
CC 90–150 90–170
LF 340–400 320–420
W 200–260 180–250
Sa 1200–1450 1200–1450
SP 5.5–8 5.5–10

For the sixth iteration, the parameter boundaries were left un-
changed from the previous iterations and the ANNs are trained with a
45-mixture dataset ({R2

flow, R2
slump, R2

Athix, R2
strength} = {0.97, 0.90,

0.75, 0.73}). The results have low strength compared to the objective
of 40 MPa and the respective predictions. Besides, average errors of
55%, 39 mm, 1.1 Pa/s, and 5.0 MPa are observed with the mixtures.

hese significant errors are due to the addition of the 40 MPa strength
bjective. Indeed, the algorithm suggests solutions with higher cement
ontent, meaning design regions with minimal representation in the
raining dataset. Overall, the need for an expansion of the design region
s clear considering the compressive strength results. Thus the GUbSF
igher limit is set to 220 kg/m3 for the next iterations.

The ANNs are trained with a 48-mixture dataset in the seventh
teration ({R2

flow, R2
slump, R2

Athix, R2
strength} = {0.90, 0.90, 0.78,

.77}). The latter explores again three W/binder ratio ranges (0.339,

.351, and 0.300 for respectively i7-1, i7-2, and i7-3) with also an
ncrease in paste volume for i7-3. Average errors of 15%, 32 mm, 1.2
a/s, and 1.6 MPa are reported respectively for flow, slump, Athix,
nd strength, which is overall lower than the previous iteration. For
he mixture i7-1, the ANNs properly capture the variable interactions
lthough the strength threshold is not met for the desired application.
n the contrary, the ANNs for mixtures i7-2 and i7-3 overestimate the

low properties.
Concerning the eighth iteration, for which ANNs are trained with

a 51-mixture dataset ({R2
flow, R2

slump, R2
Athix, R2

strength} = {0.91, 0.82,
0.65, 0.78}), lower W/binder ratios are investigated. The average errors
for the four experimental procedures are 5%, 39 mm, 0.2 Pa/s, and 1.0
MPa, which shows a challenge to predict slump results in this design
space. Overall, this iteration demonstrates a struggle to decouple flow
and slump outputs, possibly within these low W/binder regions (0.275
to 0.286), which require higher SP contents.

Finally, the ninth iteration is trained with a 54-measurement
dataset ({R2

flow, R2
slump, R2

Athix, R2
strength} = {0.84, 0.86, 0.88, 0.71}).

Three suggested mixtures are formed with average errors of 6%, 8 mm,
0.2 Pa/s, and 0.9 MPa between predictions and measurements. The
predictions are accurate and show the ability of the ANNs to adapt to
the previous results, allowing the NSGA-II algorithm to decouple flow
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Fig. 6. Illustration of the second optimization sequence. The explicit objectives are to reach 120% flow, 65 mm slump, 3.5 Pa/s Athix, 40 MPa and to minimize the ClCh score.
Table 9
Second round of suggested Pareto-optimal solutions: Parameter boundaries are in Table 8, each iteration includes 3 mixtures denoted ix-1 to ix-3.

Mix GUbSF CC LF W Sa SP ClCh pF pS pA pR mF mS mA mR

kg/m3 kg CO2-eq % mm Pa/s MPa % mm Pa/s MPa

i6–1 180 96 334 212 1395 5.85 242 133 27 2.7 37.9 33 ✗ ✗ 31.7
i6–2 176 131 331 231 1291 6.86 267 116 85 3.3 37.4 102 37 3.5 34.0
i6–3 173 145 370 218 1279 7.65 276 114 54 3.8 39.9 63 12 4.3 34.5

i7–1 186 134 335 230 1289 7.64 279 113 54 3.5 37.7 122 60 4.1 37.2
i7–2 195 150 321 242 1304 8.84 298 120 61 3.8 38.3 142 120 2.8 38.4
i7–3 199 139 413 234 1233 8.09 283 139 96 1.1 39.2 152 126 3.2 43.5
i8–1 212 145 368 208 1292 8.86 300 123 64 4.1 45.6 116 105 4.0 46.2
i8–2 215 145 362 213 1287 8.67 303 124 61 4.1 46.1 122 112 4.1 46.3
i8–3 194 112 397 210 1304 7.81 261 130 87 3.5 39.9 124 113 3.0 42.1
i9–1 200 123 366 237 1285 7.48 270 116 66 2.7 39.6 126 68 2.7 40.0
i9–2 199 128 360 232 1291 6.86 280 125 55 3.4 40.2 127 70 3.5 40.0
i9–3 205 127 371 227 1278 6.83 286 124 69 3.5 42.1 118 60 3.1 40.2
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nd slump properties by proposing solutions with increased W/SP ratio.
articularly, the mixture i9-2 satisfies every threshold while keeping
he ClCh score below 280 kg CO2-eq/m3. As the suggested proportions
o not tend toward any boundary conditions, an additional expansion
f the design region is not required.

The Fig. 7 represents the measured values versus the predictions for
low, slump, Athix, and strength. The colors show the progress inside
ach optimization sequence, such as the red points depict the start of
 round (change of objectives or search space) and the blue points
llustrate the end of a sequence (i3, i5 or i9). Overall, these figures
how that the predictions are scarcely accurate, as expected for small
atasets. Still, as the optimization progress advances, the blue dots tend
oward the green areas representing the physical objectives. On the
ther hand, when a red point shows a favorable result for a rheological
est, it exhibits poor physical properties in other objectives. This can
e illustrated by the highlighted mixture i6-2, which demonstrates
ppropriate Athix but unsuitable flow, slump and strength. In the
ame way, the mixture i7-1 shows adequate flow, slump and Athix,
ut insufficient strength. Nonetheless, this approach generates suitable
ixtures and meet our objective to build a mixture design tool, without

laiming the development of generalized predictive models.

.4. Analysis of error profile

Overall, we carried out 9 iterations each comprising 3 mixtures. To
isualize the evolution of mixture quality iteration after iteration, the
verage error per iteration compared to the ANN predictions as well
s the objective thresholds are listed in the Table 10. The predictions
olumns Flow-pred, Slump-pred, Athix-pred and Strength-pred are normal-
zed according to the ANN prediction value. The errors compared to the
bjectives Flow-obj, Slump-obj, Athix-obj and Strength-obj are normalized
ith respect to the rheological criteria in Section 2.2.3 (120%, 65 mm,
 t

9 
.5 Pa/s) and the 40 MPa compressive strength threshold. The average
rrors compared to the ANN predictions (Average-pred) and physical
bjectives (Average-obj) are also listed. The Fig. 8 represents the
verage experimental errors (Flow-pred, Slump-pred, Athix-pred,
trength-pred) compared to ANN predictions for each iteration,
long with the linear regressions of overall errors (Average-pred) inside
ach optimization sequence.

On Fig. 8, as expected, the changes in search space (i4) or objectives
i6) sharply increase the error, as the genetic algorithm explores unseen
esign regions. Nevertheless, the average error across all tests (red line)
isplays a rapid decrease inside each optimization sequence. Looking
t individual tests, the errors seem high, especially for the slump test,
owever, as all conflicting objectives are pursued at the same time, the
ecrease in overall error is the key takeaway.

As the optimization process advances, more and more data is used
or the training, logically reducing the errors. That being said, we
elieve this study shows the ability of this methodology to quickly
onverge below a certain error threshold, and more importantly con-
erge toward the satisfaction of multiple conflicting objectives for a
D printing mortar. Indeed, the error profiles within iterations i1-i3,
4-i5, and i6-i9 show that in four to five iterations, the ANNs can adapt
o a new search space and determine a design region containing a
rintable material. Even more so, the decrease in errors allows the
uick identification of mixtures satisfying our four physical constraints.

. Discussions

.1. Training of ANNs

Concerning the hyperparameters, the most efficient ones depend on
he test. The selu activation function performs better for the prediction
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Fig. 7. All measured vs predicted results for iterations 1 to 9: the colors (red to green) represent the advancement of the iterations for a given search space and set of objectives,
the green areas represent the physical objectives for printability (Table 4). In the bottom right graph, the green area depicts the 40 MPa strength objective set for the iterations
i6 to i9. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 10
Iteration average relative errors in % of 3 mixtures compared to ANN predictions (pred) and printability objectives (obj) for flow, slump, Athix and compressive strength.
Average-pred and Average-obj are the average errors of all tests for each iteration.

Iteration Flow-pred Slump-pred Athix-pred Strength-pred Average-pred Flow-obj Slump-obj Athix-obj Strength-obj Average-obj

i1 20 79 10 7 36 0 59 13 24
i2 30 66 53 27 50 0 66 23 30
i3 10 49 7 15 22 3 25 10 12
i4 19 40 29 43 29 13 53 16 27
i5 10 25 15 25 16 9 39 4 17
i6 44 78 40 13 44 45 75 0 17 34
i7 12 47 78 4 35 0 59 10 4 18
i8 4 59 6 2 18 1 69 5 0 19
i9 5 14 5 2 7 1 0 11 0 3
of flow and slump results whereas the tanh and softsign are alterna-
tively the best choices for the Athix. The optimal number of layers is
generally between 4 and 5 and the learning rate varies significantly in
the defined boundaries. In the end, the mean coefficients of determi-
nation for ANNs on all data are respectively 0.93, 0.88, and 0.76 for
flow, slump, and Athix. From the sixth iteration, when the compressive
strength was included, the mean coefficient of determination of all data
for predicted compressive strength is 0.75.

4.2. Reduction of workload

This methodology allows the satisfactory predictions of three rhe-
ological properties for a 6-parameter mixture in a local design space.
For a design of experiments with 6 factors and 3 levels, the use of a full
factorial design or a fractional factorial design would respectively lead
to 729 and 243 mixtures. This methodology allows us to get reliable
tendencies and printable results in 36 to 54 mixtures for two different
10 
applications. This process is all the more relevant in this 3D print-
ing application as the decoupling between high flow and low slump
results can lead to a counter-intuitive trial-and-error design. When
including also the structuration rate and the compressive strength, the
suggested mixtures proposed by this tool significantly decrease the
design complexity.

The global process does not aim to establish generalized predictive
models for material properties, but more so to rapidly orient the
suggested mixtures toward a locally prediction-accurate design space,
making it easier to find suitable 3D printing materials.

4.3. Minimization of climate change score for identified mixtures

For iterations 1 to 5, the optimality is defined as the minimization of
the ClCh score and the satisfaction of printability criteria in the design
space boundaries. The presented results alone do not demonstrate the
optimality for the mixtures i3-3 (236 kg CO -eq/m3 and i5-3 (226 kg
2
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Fig. 8. Iteration average relative errors of ANN predictions: points represent the average error of 3 suggested mixtures for experimental tests, red dash lines are the linear
regressions of average errors across all tests, the divisions in green depict the changes in search space and the change in objectives.
CO2-eq/m3) as the minimal ClCh scores corresponding to the parameter
boundaries in the first optimization (without strength) are respectively
214 and 186 kg CO2-eq/m3. Of course, the mixtures corresponding to
these minima are not printable. Moreover, all the experimental data
indicate that a minimum of 120 kg/m3 (average value of 133 kg/m3) of
CC is necessary to simultaneously attain 110% flow and 3.5 Pa/s Athix.
With this consideration, the minimal ClCh scores for the parameter
boundaries in Table 6 are respectively 221 and 206 kg CO2-eq/m3.
In the end, the results of this sequence can be considered close to
local optima for these boundaries, taking into account constraints of
sand/paste ratio for adequate workability.

Concerning the mixture i9-2 (printable, 40 MPa), several consider-
ations lead to the affirmation of its optimality. The Athix and strength
of i9-2 are respectively 3.5 Pa/s and 40 MPa, which just satisfy the
constraints, meaning it would be challenging to reduce the GUbSF and
calcined clay volumes without a sharp decrease in W/binder ratio.
However, the iteration i8 showed difficulty in attaining flow and slump
decoupling with lower W/binder (and liquid/solid) ratios. Further-
more, the mixture i9-1, which presents a higher SP proportion than
i9-2 (0.34 vs 0.31 wt%) exhibits poor Athix (2.7 Pa/s). Consequently,
as the GUbSF and CC contents are the main drivers of the ClCh score,
the latter is considered to be minimized in this range of compressive
strength.

Another approach, not carried out in this study, would have been to
determine an optimum around the reference mixture ( Table 2), while
keeping a 30 MPa criterion for compressive strength.

4.4. Relationships between mortar constituents and physical properties

In this section, we identify the main factors influencing the response
variables. The Fig. 9 depicts the effects of different parameters (cement
content, CC/binder, LF/binder, W/binder, Sa/paste, SP/binder) on the
flow, slump, Athix and strength. The binder is composed of GUbSF
(cement with silica fume), CC (calcined clay) and LF (limestone filler).
The paste includes the binder, the water and the superplasticizer. The
red line represents the linear regression of all the collected data and the
red area around the line depicts the 95% confidence interval. In addi-
tion to that, the green colored graphs are the statistically significant
interactions.
11 
To identify the meaningful contributions, an ANOVA is carried out
with a simple multi-linear regression model, such as the effect of an
independent variable on a response variable is statistically significant
for a 𝑝-value < 0.05. With these considerations, the flow and slump
are impacted mainly by the W/binder and SP/binder ratios. On the
other hand, the Athix is heavily influenced by the W/binder ratio and
the CC/binder ratio. To a lesser extent, the Sa/paste ratio contributes
to the Athix value. For the strength, the GUbSF content is the most
significant parameter, as expected. The W/binder ratio also has a mean-
ingful impact on strength. the LF/binder and Sa/paste contributions
are statistically significant as they influence respectively the cement
content and the paste volume.

In the context of this study, no mortar constituent is fixed, which
broadens the design space for determining optima. That means every
mixture’s physical response is influenced by every parameter simultane-
ously. As such, concurrent evaluation of flow, slump and Athix values
may be counter-intuitive. For example, if we consider the variations
of W/CC and CC volume from mixture DoE-1 to DoE-2 and DoE-7
to DoE-8 from the Table 5, they are both follow the same trend but
lead to respectively an increase and decrease of Athix. This counter-
intuitive result is explained by the higher W/CC ratio of mixture 8.
These mixtures are simply in different design spaces where variations
in entry parameters can lead to different responses. Another example is
the mixture 10, which follows a different trend for which the Athix does
not decrease when the flow and slump increase. Compared to mixture 3
which has similar W/CC ratio and slightly higher CC content, the Athix
remains similar. Still, for these mixtures, flow and slump are not in the
same range, meaning other non-fixed parameters influence the Athix
results.

In a similar fashion, results of flow and slump according to SP
proportions may be unexpected. For instance, the mixture i5-1 displays
a low slump (34 mm) despite a high SP proportion (0.37 wt%). How-
ever, the liquid/solid (L/S) ratio is among the lowest for all mixtures.
It is known that the effect of water content on workability is non-
linear. Above a certain threshold of L/S ratio (and binder volume),
the paste sufficiently coats the aggregates, rendering a hydrodynamic
flow regime, as compared to frictional granular regime. If we look at
other slump values with low L/S ratios (mixtures i8-1, i8-2, i8-3), they
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Fig. 9. Effects of cement content (k g∕m3) as well as CC/binder, LF/binder, W/binder, Sa/paste and SP/binder ratios on flow (%), slump (mm), Athix (Pa/s) and strength (MPa) for
all collected data: Red line are the linear regressions for each plot, displayed with a 95% confidence interval (red area). Highlighted green plots represent meaningful contributions
(𝑝-value < 0.05). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
are higher than i5-1 (respectively 116,122, 124 mm). This is explained
by the much higher paste volume (≈ 258 vs 218 cm3) design region
explored in the iteration 8. These examples highlight the difficulties in
analyzing highly complex interactions, justifying the application of this
data-driven optimization methodology.

4.5. Specific role of calcined clay in low-clinker LC3-based materials

The structuration rates attained in this study confirm the potential
LC3-based materials hold for one-component 3D printing. This section
details the specific impact of calcined clay on the physical properties
of the formed mixtures, as CC is the differentiating factor of LC3.
The Fig. 10 shows all the experimental results of Athix with respect
to water/calcined clay ratio (W/CC) (left) and calcined clay volume
(right). The CC content seems to influence the Athix value, but the latter
is more dependent on the W/binder ratio, and more specifically with
the W/CC ratio.

Counter-intuitively, the CC proportion is not a determining fac-
tor for the compressive strength (R2 = 0.34), especially compared to
GUbSF volume (R2 = 0.94). This can be attributed to the low clinker
proportion, which entails an insufficient portlandite availability [64],
preventing the formation of all potential C-(A)-S-H hydration products.
As a result, we observe a distinct influence of cement content on the
strength provided by calcined clay hydration. The Fig. 11 depicts the
compressive strength (MPa) delivered by unit volume of CC according
to the GUbSF content. It demonstrates that the contribution of calcined
clay to compressive strength is dependent on the clinker content. Also,
it is observed that the reduction of alite hydration in an undersulfated
system, such as our low-clinker blends, hinders strength development,
especially for increased aluminum concentrations [65]. A sulfate ad-
justment with the addition of gypsum is beneficial for the setting
rate and final strength but prevents the flash structuration desired for
continuous mixing 3D printing. This additional parameter could be
added to the optimization process to quickly obtain a proper sulfate
balance with respect to a desired structuration rate.
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4.6. Limitations

In this study, the mixtures formed are selected by the user at each
iteration. These solutions must represent the largest region presenting
potential optimal mixtures. As the process advances, the selection of
solutions is driven toward the optimal design region. Although the
selection of Pareto-optimal solutions to form is still a user input, which
requires an evaluation of their quality, the choice of formulations to
assess is made considerably easier than progressing through trial-and-
error. This could be improved by using the Technique for Order of
Preference by Similarity to Ideal Solution (TOPSIS) [66] or attributing
weights and automatically selecting the best overall solution along with
two solutions that perform best in two distinct objectives.

On Fig. 8, the average errors between predictions and measurements
are substantial. The choice made in this paper was to end a round of
optimization in a definite search space whenever a mixture satisfied
all objectives set beforehand. If the first optimization sequence (Sec-
tion 3.2) had been prolonged, we believe the overall error on Fig. 8
would have decreased below 10% as it did for the iteration i9. As
mentioned above, the global objective is not to propose a predictive
tool, but rather an optimum-driven strategy for the mixture design of
complex materials with more than 3 independent variables and several
output objectives.

Concerning the choice of machine learning algorithms, neural net-
works have been dominant in concrete science since 1992 and used for
most classification tasks [26,35] but random forest algorithms could be
more accurate on discrete data [31]. In terms of stochastic algorithms
for complex multiobjective problems, the difference mainly resides
in the selection operators. The NSGA-II remains the most popular
choice [41] but other meta-heuristics (multiobjective Particle Swarm
Optimization, Strength Pareto Evolutionary Algorithm, Pareto Archived Evo-
lution Strategy) could be tested to see if it facilitates the sometimes
difficult selection of quality suggested mixtures.
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Fig. 10. Athix values versus water/calcined clay ratio (left) and calcined clay volume (right) for the reference material (Ref) and all iterations.
Fig. 11. Strength (MPa) provided by calcined clay hydration based on GUbSF content.

5. Conclusion

As new, more sophisticated construction techniques emerge, con-
crete design becomes more elaborate. With imperatives of rheological
suitability and mechanical performance, studies using traditional mix-
ture design methods tend to overlook the environmental impacts. The
present study highlights the efficiency of combining stochastic multi-
objective optimization with life cycle assessment and artificial neural
networks for minimizing the environmental impact of 3D printable
quaternary LC3-based composites. Compared to traditional mixture de-
sign methods, the present technique allows quick convergence toward
a relevant design region, thus yielding appropriate mixtures in 3 to
5 experimental iterations (9 to 15 mixtures). Considering the high
number of independent variables and conflicting objective functions,
we believe this mixture design strategy to considerably reduce the
workload and resource use. Overall, we propose a reproducible mixture
design methodology adapted to locally sourced materials. Furthermore,
its flexibility enables the use of different characterization procedures
applied to the majority of 3D printing materials.

The reference mixture with 6.8 wt% cement, 251 kg CO2-eq/m3, 30
MPa required 22 trial-and-error mixtures with fixed mortar constituents
and arbitrary performance-based progression. Conversely, mixtures
with 5.3 wt% cement, 226 kg CO2-eq/m3, 20 MPa and 8.3 wt%
cement, 280 kg CO2-eq/m3, 40 MPa (respectively i5-3 and i9-2) were
determined via our optimum-driven approach. These mixtures are
close to optima and constitute eco-efficient solutions for continuous
one-component 3D printing compared to the literature.

In a further study, physics-informed neural networks [35,67] could
enhance the accuracy of predictions and allow faster convergence,
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especially if investigating unexplored search spaces with limited data.
For instance, the presented methodology could be applied to high-
performance LC3, which should prove to be greatly eco-efficient (low
kg CO2-eq.m-3/MPa) for high-performance applications. Experiments
on durability are also needed to determine the exposition class and
suitable applications.
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