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A space-time approach is proposed to simulate the propagation of brittle cracks in an isotropic and elastic solid in 
dynamics. We adopt the so called phas-field description of crack that is based on a variational representation of 
fracture mechanics. Due to this variational structure, the crack initiation and propagation can be then described 
thanks to a well chosen potential. In this approach, we propose to consider a space-time potential to derive 
the appropriate Euler equations on the space-time domain. A time discontinuous Galerkin approach is used and 
adapted to damage and elastodynamics such as to be able to account of time singularities in the considered 
fields. This approach follows a previous work done on elastodynamics (see [47]) in which we have proposed a 
stabilized formulation with the help of least square terms. The proposed space-time potential is discretized with 
either standard finite-elements (ST-FE) or isogeometric analysis (ST-IGA). We apply this approach to different 
numerical examples including dynamic fragmentation.

1. Introduction

Space-time approaches for computational mechanics (non-relativis

tic) go back to the work of Oden, Argyris and Sharpf who were the first to 
formulate space-time finite-elements for solving linear time-dependent 
problems. The main idea was to consider time as an additional di

mension of the problem (but still in a Lagrangian framework, time is 
independent of space and vis-versa, see [42,6]). Following these first 
works, one can find in the literature some applications of this method 
in particular in elastodynamics. In [46] the space-time finite-element 
is used to treat a 1D viscoelasticity problem. One can also find appli

cations to heat transfer problems [14], free surface problems [28], or 
advection-diffusion problems [40]. Hughes and Hulbert [27], as well as 
Hulbert and Hughes [26], are notable for their groundbreaking contribu

tions to time-discontinuous Galerkin methods. Their work introduced a 
way to build unconditionally stable formulations for elastodynamics on 
space-time unstructured meshes, all the while accommodating disconti

nuities in the primary variables within finite time intervals. In reference 
[29], it was demonstrated that time-discontinuous Galerkin methods 
have the capability to effectively represent discontinuities, especially 
when dealing with problems that exhibit a discontinuous solution (e.g. 
crack propagation, impact, etc). These methods offer the advantage of 
enabling the definition of higher-order time-stepping schemes.
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E-mail address: lejeunes@lma.cnrs-mrs.fr (S. Lejeunes).

Few years latter, with the introduction of the isogeometric analysis 
(IGA) by Hughes and his co-authors (e.g. [25]), space-time IGA ap

proaches start to emerge. The first interest of IGA is to obtain an exact 
discrete representation of complex geometries, but the IGA presents also 
a great flexibility in the definition of the approximation spaces (because 
it allows to control both the order of the functions and their order of 
continuity at some points). ST-IGA allows to deal efficiently with differ

ent problematic such as parabolic problems [30], elliptic and parabolic 
nonlinear problems [22] and advection-diffusion equations [8]. Nowa

days, very complex space-time simulations can be realized with such 
approaches (see for instance [50] and the previous works of the authors)

In line with the previously mentioned works, we have proposed to 
use IGA in a space-time framework for various linear and nonlinear 
problems (elastodynamics, thermomechanical couplings or viscoplastic

ity, see [48]). In particular, we have proposed in [47] a new space

time formulation in a continuous Galerkin framework that exploits a 
Hellinger-Reisner transformal of the kinetic energy to dfine new sta

bilization terms to control spurious numerical oscillation due to the 
discretization space. We obtained a two fields formulation (velocity/dis

placement) but the stabilization terms are general and in particular 
independent of the mechanical behavior. Therefore the extension of 
this approach to dynamics gradient damage models seems natural. Con

trarily or complementary to what we have proposed in [47], we focus 
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here on a space-time discontinuous Galerkin method for the aforemen

tioned reasons (time discontinuities capturing). For the phas-field part 
of our work we use standard formulations from the literature. In the 
late 1990s, the phase field method was used to model brittle fracture in 
elastic solids, and since then it has attracted a great interest in cracking 
problems in general. One intriguing aspect of the phas-field method lies 
in its inherent capacity to initiate, propagate, and even bifurcate cracks 
seamlessly, without any extra ad hoc strategies. The work of Francfort 
and Marigo [18] and Frémond and Nedjar [19] laid the foundation for 
quasi-static brittle fracture using the phase field method. In [18], au

thors introduced the concept of phase field models in fracture, which 
approach fracture as a problem of minimizing potential energy and sur

face energy. This energetic formulation aligns with Griffith’s theory and 
offers a powerful framework to increase complexity and develop new 
models. Subsequently, drawing inspiration from Ambrosio and Tortorel

li’s [4] elliptic regularization of the Mumford and Shah [39] functional 
in image segmentation, Bourdin et al. [11] introduced a regularized 
form of the mathematical description of the phas-field model for brit

tle fracture proposed by Francfort and Marigo. There exist an extensive 
literature on quasi-static phas-field formulations and gradient damage 
models for brittle fracture adapted to different materials and situations, 
interested readers can refer for instance to [35,44,5,1,15,51,13,34,7,9] 
and references therein. Under the assumption that the damage field does 
not ifluence explicitly the kinetic energy (due to the fact that mass is 
conserved), phas-field damage models have been effectively applied 
to the study of dynamic fracture in brittle materials, see for instance 
[10,23,54,36]. Nevertheless, phas-field is numerically very expensive 
especially for dynamics problems due both to the non-convexity of the 
potential to be minimized and to the requirement of capturing accu

rately the damage gradient (dfined by its characteristic length) and 
the stress/strain waves due to dynamics. The algorithm chosen for the 
minimization, the space discretization and the time scheme are crucial 
ingredients to capture brittle cracks with a controlled numerical error 
and avoiding numerical instabilities (due to spurious oscillations in a 
dynamic regime for instance). Our proposal is therefore to investigate 
the interest of using ST-FE or ST-IGA methods both from a theoretical 
(i.e. the possibility to write new formulations) and a numerical point 
of view. In the literature there are some very recent work in this direc

tion for the formulation of ST-FE adapted to phas-field, see for instance 
[45,16].

The paper is structured as follows. The phas-field modeling in a 
space-time context is presented in Section 2. Section 3 describes the 
numerical implementation of the space-time phas-field model and we 
also presented, the staggered algorithm which is chosen here to deal 
with the non-convexity in the framework of the space-time dynamic 
phas-field model. Section 4 presents several benchmark problems both 
with ST-FE and ST-IGA models. Finally, Section 5 concludes the work

2. Space-time formulation

2.1. A space and time potential adapted to phas-field damage models

We consider the space-time cylinder 𝑄 = Ω × [0, 𝑇 ], where Ω ⊂ ℝ𝑛
is a closed domain such that 𝑛 is the number of space dimensions and 
𝑇 is the final time of interest. The boundary of Ω is denoted by Γ. Let 
Γ𝑢 (for imposed displacement) and Γ𝜎 (for imposed forces) denote the 
non-overlapping subregion of Γ such that: Γ = Γ𝑢 ∪Γ𝜎, Γ𝑢 ∩Γ𝜎 = 𝜙. We 
denote by 𝑃 = Γ × [0, 𝑇 ] a space-time boundary (which can also be de

composed in 𝑃𝑢 and 𝑃𝜎 ). In the context of isotropic small strain damage 
models, the fracture response of a solid is described by the displace

ment field of material point 𝐱 ∈ Ω and by a local damage field which 
are dfined as follows:

𝐮 ∶
{

Ω× [0, 𝑇 ]⟶𝐑𝑟
(𝐱, 𝐭)⟼ 𝐮(𝐱, 𝑡) 𝑑 ∶

{
Ω× [0, 𝑇 ]⟶ [0,1]

(𝐱, 𝐭)⟼ 𝑑(𝐱, 𝑡)

where 𝑟 is the number of dimension of the kinematics. The strains are 
assumed to be small and the strain tensor is dfined as:

𝜺(𝐮) = ∇𝑠𝐮 = ∇𝐮+∇𝑇 𝐮
2 

(1)

𝑑(𝐱, 𝑡) locally dfines the damage state at a material point 𝐱, which is 
fully broken for 𝑑 = 1 and unbroken for 𝑑 = 0. In this work, we fol

low the standard description of the crack regularization with the phase 
field approach. This approach could be motivated by considering the 
following crack surface density function (see for instance [35] for more 
details):

𝛾(𝑑,∇𝑑) = 1 
2𝑙
𝑑2 + 𝑙

2
|∇𝑑|2 (2)

where 𝑙 is a regularization parameter or a characteristic length scale. The 
minimization of the integral over the space domain Ω of this function 
leads to the classical phase field equation for the damage:

𝑑 − 𝑙2Δ𝑑 = 0 in Ω and (∇𝑑)𝐧 = 0 on Γ (3)

for a 1D problem with the conditions 𝑑(0) = 1, 𝑑(±∞) = 0 the solution 
of the previous equation is 𝑑(𝑥) = exp(−|𝑥|∕𝑙) and 𝑙 can be clearly inter

preted as a length scale for the regularization of the crack. This solution 
also emphasis that the gradient of the damage could be singular at some 
points. Some authors have proposed to use higher order theories such 
as the one proposed by [9] to obtain more regular solutions. The time 
variation of the crack surface density function gives the dissipated en

ergy. Obtaining the phase field equation from a minimization principle 
motivates the development of variational formulations for cracks prop

agation and is the starting point of the following developments.

We propose to consider the following space-time potential (for the 
sake of simplicity time derivatives are denoted by a dot):

Π= ∫
𝑄 
𝑘̇(𝐮̇) + 𝜌𝜓̇(𝜺, 𝑑) −𝜑(𝑑̇, ∇̇𝑑)𝑑𝑄+ ∫

𝑄 
𝐮̇𝐟𝑑𝑄+ ∫

𝑃

𝐮̇𝐭𝑑𝑃 (4)

where 𝑘(𝐮̇) is the kinetic energy, 𝜌 is the material density, 𝜓 is the 
Helmholtz free energy, 𝜑 is a dissipation potential, 𝐟 and 𝐭 are the ex

ternal loads applied on the space domain or its boundary. The kinetic 
energy is simply dfined by

𝑘(𝐮̇) = 1
2
𝜌𝐮̇2 (5)

For the free energy we use a decomposition into compression and ten

sion (damage only affects the tension part):

𝜓(𝜺, 𝑑) = 𝑔(𝑑)𝜓+
0 (𝜺) +𝜓

−
0 (𝜺) (6)

where 𝑔(𝑑) is a degradation function and 𝜓0 the non damaged free 
energy of the elastic media and the + and − exponent respectively indi

cate tension or compression.1 In this paper we have used the so-called 
spheric/deviatoric decoupling in the numerical examples. The splitting 
of the energy represents an important choice that must be made on the 
basis of experimental observations and material considerations. Inter

esting readers may refer to [31,49] and references therein for more 
information about this aspect of phas-field modeling. For the dissi

pation function we follow [35] and we adopt the following form (see 
also [41] for a discussion on dissipation potential within non-local ap

proaches):

𝜑(𝑑̇, ∇̇𝑑) = 𝑌𝑑𝑑̇ +𝐘∇𝑑∇̇𝑑 + 𝑑̇ (7)

where 𝑌𝑑 and 𝐘∇𝑑 are the thermodynamics forces associated to the dam

age and its gradient, 𝑑̇ is the indicator function:

𝑑̇ =
{

0 if 𝑑̇ ≥ 0

∞ otherwise
(8)

1 In the literature there are several proposals for this decomposition, [35] pro

pose to use the spectral decomposition of the strain while [5] propose to use the 
spheric/deviatoric decoupling. Each proposal is adapted for a given material/sit

uation. Nevertheless this choice does not affect the space-time formulation.
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We also assume that the mass is locally conserved, which leads to the 
fact that 𝜌 = 𝑐𝑡𝑒 in a Lagrangian framework.

In a previous work on a space-time approach for (undamaged) elas

todynamics (see [48]) we have shown that in the case of two fields 
(displacement and velocity) formulation, simple stabilization terms can 
be introduced that are independent of the material behavior. Therefore, 
in line with these ideas we propose to consider the following modfied 
potential instead of the one at eq. (4):

Π̄ = ∫
𝑄 
𝑘̇𝐻𝑅(𝐮̇,𝐯) + 𝜌𝜓̇(𝜺, 𝑑) −𝜑(𝑑̇, ∇̇𝑑) − 𝑝𝐺𝐴𝐶 (𝐮̈, 𝐯̇)𝑑𝑄

+ ∫
𝑄 

𝐮̇𝐟𝑑𝑄+ ∫
𝑃

𝐮̇𝐭𝑑𝑃
(9)

where 𝐯 is the velocity field and 𝑘𝐻𝑅 is the Hellinger-Reisner form of 
the kinetic energy:

𝑘𝐻𝑅(𝐮̇,𝐯) = 𝜌𝐯𝐮̇− 1
2
𝜌𝐯2 (10)

and 𝑝𝐺𝐴𝐶 is a least square stabilization term expressing the consistency 
condition on the acceleration (𝜏 is a stabilization parameter with no 
dimension):

𝑝𝐺𝐴𝐶 (𝐮̈, 𝐯̇) =
1
2
𝜏𝜌(𝐮̈− 𝐯̇)2 (11)

Furthermore, as done by several authors, we consider a regularized 
version of the indicator function such that 𝑑 is approached by the fol

lowing function:

𝛾
𝑑̇
= 𝛾

𝑝+ 1
< 𝑑̇ >𝑝+1− (12)

where 𝛾 and 𝑝 are regularization parameters. The stationary conditions 
of the previously dfined potential can now be studied. The variation of 
the potential can be written as (we assume a dead load case for which 
𝐟 and 𝐭 are independent of the primary fields {𝐮,𝐯, 𝑑}):

𝛿Π̄ =∫
𝑄 

𝜕𝑘̇𝐻𝑅
𝜕𝐮̇

𝛿𝐮̇+
𝜕𝑘̇𝐻𝑅
𝜕𝐯 

𝛿𝐯+ 𝜌𝜕𝜓̇
𝜕𝜺

∶ 𝛿𝜺+ 𝜌𝜕𝜓̇
𝜕𝑑
𝛿𝑑 −

𝜕𝑝𝐺𝐴𝐶
𝜕𝐮̈

𝛿𝐮̈

−
𝜕𝑝𝐺𝐴𝐶
𝜕𝐯̇

𝛿𝐯̇− 𝜕𝜑̇

𝜕𝑑̇
𝛿𝑑̇ − 𝜕𝜑̇

𝜕∇̇𝑑
𝛿∇̇𝑑 +

𝜕𝛾
𝑑̇

𝜕𝑑̇
𝛿𝑑̇ 𝑑𝑄

+ ∫
𝑄 
𝛿𝐮̇𝐟𝑑𝑄+ ∫

𝑃

𝛿𝐮̇𝐭𝑑𝑃

(13)

where {𝐮,𝐯, 𝑑} ∈ {𝑢,𝑣,𝑑} and their variations are such that 𝛿𝐮 ∈
𝑢

0 , 𝛿𝐯 ∈𝑣
0 , 𝛿𝑑 ∈𝑑

0 such as:

𝑣 = {𝑣 ∈𝐻0,1(𝑄), 𝑣(𝑥, 𝑡 = 0) = 𝑣0(𝑥)}

𝑢 = {𝑢 ∈𝐻1,2(𝑄), 𝑢 = 𝑔(𝑡) on Γ, 𝑢(𝑥, 𝑡 = 0) = 𝑢0(𝑥)}

𝐻𝑑 = {𝑤 ∈𝐻1,1(𝑄),𝑤(𝑥, 𝑡 = 0) = 𝑑0(𝑥)}

𝐻𝑣
0 = {𝑣 ∈𝐻0,1(𝑄), 𝑣 = 0 on Γ, 𝑣(𝑥, 𝑡 = 0) = 0, 𝑣(𝑥, 𝑡 = 𝑇 ) = 0}

𝐻𝑢
0 = {𝑢 ∈𝐻1,2(𝑄), 𝑢 = 0 on Γ, 𝑢(𝑥, 𝑡 = 0) = 0, 𝑢(𝑥, 𝑡 = 𝑇 ) = 0}

𝐻𝑑
0 = {𝑤 ∈𝐻1,1(𝑄),𝑤(𝑥, 𝑡 = 0) = 0,𝑤(𝑥, 𝑡 = 𝑇 ) = 0}

(14)

𝑙,𝑘(Q) is the Sobolev spaces of functions dfined in the space-time 
cylinder such as:

{𝑢 ∈ L2(𝑄) ∶ 𝜕𝛽𝑥 𝑢 ∈ L2(𝑄) ∀𝛽 with 0 ≤ |𝛽| ≤ 𝑙, 𝜕𝑖𝑡 𝑢 ∈ L2(𝑄) , 𝑖 = 0, ..., 𝑘}

where L2(𝑄) denotes the space of square-integrable functions, 𝛽 =
(𝛽1, ....., 𝛽𝑑 ) is a multi-index with non-negative integers, |𝛽| = 𝛽1 + .....+
𝛽𝑑 , 𝜕𝛽𝑥 𝑢 := 𝜕𝛽1𝑥1 𝜕

𝛽2
𝑥2
...𝜕

𝛽𝑑
𝑥𝑑

with 𝜕𝛽𝑖𝑥𝑖 ∗=
𝜕𝛽𝑖∗ 
𝜕𝑥
𝛽𝑖
𝑖

and 𝜕𝑖𝑡 𝑢 =
𝜕𝑖𝑢

𝜕𝑡𝑖
.

Using integration by part on the time and the homogeneous conditions 
on the time boundary for the fields variation, one can obtain the follow

ing set of stationary conditions of the previously dfined potential:

𝛿𝐮Π̄ ≡∫
𝑄 
𝜌𝐯̇𝛿𝐮̇+ 𝝈 ∶ 𝛿𝜺̇𝑑𝑄− ∫

𝑄 
𝛿𝐮̇𝐟𝑑𝑄− ∫

𝑃

𝛿𝐮̇𝐭𝑑𝑃

+ ∫
𝑄 
𝜌𝜏(𝐮̈− 𝐯̇)𝛿𝐮̈𝑑𝑄 = 0

𝛿𝐯Π̄ ≡∫
𝑄 
𝜌(𝐯− 𝐮̇)𝛿𝐯̇𝑑𝑄+ ∫

𝑄 
𝜌𝜏(𝐮̈− 𝐯̇)𝛿𝐯̇𝑑𝑄 = 0

𝛿𝐝Π̄ ≡∫
𝑄 

(𝜌𝑔′(𝑑)𝜓+
0 (𝜺) + 𝑌𝑑 − 𝛾 < 𝑑̇ >

𝑝
−)𝛿𝑑̇ +𝐘∇𝑑𝛿∇𝑑̇𝑑𝑄 = 0

(15)

The local form of the previous equations, with 𝜏 = 0 and 𝛾 = 0, corre

sponds to the conservation of the linear momentum, to the definition of 
the velocity and to the phase field equation, which are dfined as (we 
assume that 𝐘∇𝑑 .𝐧 = 0 and we use the condition 𝝈.𝐧 = 𝟎 on Γ𝑢):

⎧⎪⎨⎪⎩
𝐝𝐢𝐯𝝈 + f = 𝜌𝐯̇
𝜌 (𝐮̇− 𝐯) = 0
div𝐘∇𝑑 = 𝜌𝑔′(𝑑)𝜓+

0 + 𝑌𝑑
(16)

where 𝝈 = 𝑔(𝑑)𝜕𝜓+
0 ∕𝜕𝜺+ 𝜕𝜓

−
0 ∕𝜕𝜺 and 𝝈.n = t on Γ𝜎 .

Unfortunately the penalization function often leads to numerical dif

ficulties, the stabilization parameter is tricky to dfined and problem 
dependent (see [21] for a discussion about it). Furthermore this regu

larization does not guaranty that the irreversibility condition is fufilled 
everywhere at anytime in 𝑄. An alternative formulation can be dfined 
by following the proposal of Miehe with the introduction of the history 
function, , that stores the maximum value of the argument over the 
time (see [35]). In this approach, the system of equations at eq. (15) is 
then replaced by:

𝛿𝐮Π̄ ≡∫
𝑄 
𝜌𝐯̇𝛿𝐮̇+ 𝝈 ∶ 𝛿𝜺̇𝑑𝑄− ∫

𝑄 
𝛿𝐮̇𝐟𝑑𝑄− ∫

𝑃

𝛿𝐮̇𝐭𝑑𝑃

+ ∫
𝑄 
𝜌𝜏(𝐮̈− 𝐯̇)𝛿𝐮̈𝑑𝑄 = 0

𝛿𝐯Π̄ ≡∫
𝑄 
𝜌(𝐯− 𝐮̇)𝛿𝐯̇𝑑𝑄+ ∫

𝑄 
𝜌𝜏(𝐮̈− 𝐯̇)𝛿𝐯̇𝑑𝑄 = 0

𝛿𝐝Π̄ ≡∫
𝑄 

(𝜌𝑔′(𝑑)(𝜓+
0 (𝜺)) + 𝑌𝑑 )𝛿𝑑̇ +𝐘∇𝑑𝛿∇̇𝑑𝑑𝑄 = 0

(17)

The local system of equations dfined at eq. (16) is obviously unchanged 
except for the last one which is replaced by:

div𝐘∇𝑑 = 𝜌𝑔′(𝑑)(𝜓+
0 (𝜺)) + 𝑌𝑑 (18)

As remarked by many authors formulations at eqs. (15) and (17) could 
not be proven to be equivalent in general. However the history function 
approach does not require the introduction of a penalization parameter 
and allows to satisfy the fundamental thermodynamic requirement 𝑑̇ ≥
0. Unfortunately, it has been shown by some authors that the use of the 
history function with the traction/compression splitting of the energy 
could result in the loss of the Γ-convergence, e.g. [32]. Nevertheless we 
decided to use this formulation as it represents the simplest alternative 
for guaranteeing respect of the irreversibility condition.

To be consistent with the form of the previously dfined crack surface 
density function, at eq. (2), we assume that the thermodynamics forces 
associated to 𝑑 and ∇𝑑 are chosen as:

𝑌𝑑 =
𝐺𝑐
𝑙
𝑑, 𝐘∇𝑑 =𝐺𝑐𝑙∇𝑑 (19)
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Fig. 1. Time decomposition domain in 4 slabs. 

where 𝐺𝑐 is the material toughness which is here assumed to be constant 
(not rate dependent for instance). Furthermore, we take the standard 
quadratic form for the degradation function 𝑔(𝑑):

𝑔(𝑑) = (1 − 𝑑)2 (20)

these choices correspond to the so-called AT2 model (e.g. [3,11]).

2.2. A time-discontinuous Galerkin formulation

The previously dfined space-time potential, Π̄, is expressed in a time 
continuous form. However, both phase field brittle fracture problems 
and elastodynamics problems could lead to highly singular solution in 
time. Furthermore, it is not trivial to account of the history function, , 
in an explicit manner in a discrete version of the time continuous formu

lation. For all these reasons, we propose to adopt a time-discontinuous 
formulation.

We consider a finite discretization, denoted 𝑄ℎ, of the space-time 
cylinder 𝑄. This discretized domain is partitioned in the time direction 
into N subdomains 𝑄𝑡𝑖

ℎ
, or time slabs, such that 𝑡1 = 0 < 𝑡2 < ... < 𝑡𝑖 <

𝑇𝑁+1 = 𝑇 . 𝑄𝑡𝑖
ℎ

is dfined such that: 𝑄ℎ = ∪𝑖 𝑄
𝑡𝑖
ℎ

, see Fig. 1. 
To shorten the notations, we denote the 𝑖𝑡ℎ time slab 𝑄𝑡𝑖

ℎ
by 𝑄𝑖, such 

that 𝑖 =Ω×]𝑡𝑖, 𝑡𝑖+1[ and 𝑖 = Γ×]𝑡𝑖, 𝑡𝑖+1[. We assume that the fields can 
be discontinuous over the time slabs, such that the temporal jumps are 
dfined by:

[[ 𝐮(𝐱, 𝑡𝑖) ]] = 𝐮(𝐱, 𝑡+𝑖 ) − 𝐮(𝐱, 𝑡−𝑖 )

[[ 𝐯(𝐱, 𝑡𝑖) ]] = 𝐯(𝐱, 𝑡+𝑖 ) − 𝐯(𝐱, 𝑡−𝑖 )

[[ 𝑑(𝐱, 𝑡𝑖) ]] = 𝑑(𝐱, 𝑡+𝑖 ) − 𝑑(𝐱, 𝑡
−
𝑖 )

(21)

where 𝐮(𝐱, 𝑡+𝑖 ),𝐯(𝐱, 𝑡
+
𝑖 ), 𝑑(𝐱, 𝑡

+
𝑖 ), denote the values, at time 𝑡𝑖, on the time 

slab 𝑖 and 𝐮(𝐱, 𝑡−𝑖 ),𝐯(𝐱, 𝑡
−
𝑖 ), 𝑑(𝐱, 𝑡

−
𝑖 ), denote the values, at time 𝑡𝑖 , on the 

time slab 𝑖−1.

We propose to consider here the following modfied space-time po

tential:

Π𝑇𝐷𝐺 =
𝑁∑
𝑖=1 ∫

𝑄𝑖

(
𝑘̇𝐻𝑅(𝐮̇,𝐯) + 𝜌𝜓̇(𝜺, 𝑑) −𝜑(𝑑̇, ∇̇𝑑) − 𝑝𝐺𝐴𝐶 (𝐮̈, 𝐯̇)

)
𝑑𝑄

+
𝑁∑
𝑖=2 ∫

𝐵𝑖

[[
𝑘𝐻𝑅(𝐮̇,𝐯)

]]
𝑑𝐵 +

𝑁∑
𝑖=2 ∫

𝐵𝑖

[[𝜌𝜓(𝜺, 𝑑)]]𝑑𝐵

+ 1
2 ∫
𝐵1

𝛼𝑢
(
𝑢(𝐱, 𝑡+𝑖 ) − 𝑢0(𝐱)

)2
𝑑𝐵 + 1

2 ∫
𝐵1

𝛼𝑣
(
𝑣(𝐱, 𝑡+𝑖 ) − 𝑣0(𝐱)

)2
𝑑𝐵

+ 1
2 ∫
𝐵1

𝛼𝑑
(
𝑑(𝐱, 𝑡+𝑖 ) − 𝑑0(𝐱)

)2
𝑑𝐵 +

𝑁∑
𝑖=1 ∫

𝑄𝑖

𝐮̇𝐟𝑑𝑄+
𝑁∑
𝑖=1 ∫

𝑃𝑖

𝐮̇𝐭𝑑𝑃

(22)

where 𝐵𝑖 stands for the space domain at time 𝑡+𝑖 , which is here perfectly 
equivalent to the space domain: 𝐵𝑖 = Ω(𝑡+𝑖 ) = Ω. It can be seen that 

compared to the previous continuous space-time potential we have sup

plementary terms that express the initial conditions in the weak sense 
and the time continuity of the kinetic and strain energies. The coeffi

cients 𝛼𝑢, 𝛼𝑣, 𝛼𝑑 are introduced to obtain the correct dimensionality of 
the initial condition terms. These coefficients must be chosen with care 
and can have an impact on the solution if not dfined correctly. One 
can choose 𝛼𝑣 = 𝜌 and relate 𝛼𝑢 and 𝛼𝑑 to the elastic modulus and time 
increment (and possibly to a characteristic length, such as for instance 
𝛼𝑑 ≃ 𝐸∕Δ𝑡, 𝛼𝑢 ≃ 𝐸∕𝐿2Δ𝑡 where 𝐿 is some characteristic length and 𝐸
the Young modulus). In the following, after some preliminary numerical 
tests, we have taken these coefficients to be equal to one (see Appendix A
for more details).

As previously, computing the variation of Π𝑇𝐷𝐺 and regrouping 
terms it can be obtained the stationarity conditions of the space-time 
potential. It can be shown that these conditions can be expressed sep

arately on each time slab, and the problem becomes incremental (the 
solution of the previous time slab or the initial conditions are required 
to compute the next one).

On the first time slab 1 we have:

𝛿𝐮Π𝑇𝐷𝐺 ≡∫
𝑄1

𝜌𝐯̇𝛿𝐮̇+ 𝝈 ∶ 𝛿𝜺̇𝑑𝑄− ∫
𝑄1

𝛿𝐮̇𝐟𝑑𝑄− ∫
𝑃1

𝛿𝐮̇𝐭𝑑𝑃

+ ∫
𝑄1

𝜌𝜏(𝐮̈− 𝐯̇)𝛿𝐮̈𝑑𝑄−

Initial BC Weak form 
⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

∫
𝐵1

(
𝐮(𝐱, 𝑡+𝑖 ) − 𝐮0(𝐱)

)
𝛿𝐮+ 𝑑𝐵 = 0

𝛿𝐯Π𝑇𝐷𝐺 ≡∫
𝑄1

𝜌(𝐯− 𝐮̇)𝛿𝐯̇𝑑𝑄+ ∫
𝑄1

𝜌𝜏(𝐮̈− 𝐯̇)𝛿𝐯̇𝑑𝑄

−

Initial BC Weak form 
⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

∫
𝐵1

(
𝐯(𝐱, 𝑡+𝑖 ) − 𝐯0(𝐱)

)
𝛿𝐯+ 𝑑𝐵 = 0

𝛿𝑑Π𝑇𝐷𝐺 ≡∫
𝑄1

(𝜌𝑔′(𝑑)(𝜓+
0 (𝜺)) + 𝑌𝑑 )𝛿𝑑 +𝐘∇𝑑𝛿∇̇𝑑𝑑𝑄

−

Initial BC Weak form 
⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

∫
𝐵1

(
𝑑(𝐱, 𝑡+𝑖 ) − 𝑑0(𝐱)

)
𝛿𝑑+𝑑𝐵 = 0

(23)

and on 𝑖 with 2 ≤ 𝑖 ≤𝑁 , we have:

𝛿𝐮Π𝑇𝐷𝐺 ≡ ∫
𝑄𝑖

𝜌𝐯̇𝛿𝐮̇+ 𝝈 ∶ 𝛿𝜺̇𝑑𝑄− ∫
𝑄𝑖

𝛿𝐮̇𝐟𝑑𝑄− ∫
𝑃𝑖

𝛿𝐮̇𝐭𝑑𝑃

+ ∫
𝑄𝑖

𝜌𝜏(𝐮̈− 𝐯̇)𝛿𝐮̈𝑑𝑄−

Galerkin discontinuous Terms
⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

∫
𝐵𝑖

[[ 𝝈 ]] ∶ 𝛿𝜺+ 𝑑𝐵 = 0
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𝛿𝐯Π𝑇𝐷𝐺 ≡ ∫
𝑄𝑖

𝜌(𝐯− 𝐮̇)𝛿𝐯̇𝑑𝑄+ ∫
𝑄𝑖

𝜌𝜏(𝐮̈− 𝐯̇)𝛿𝐯̇𝑑𝑄

−

Galerkin discontinuous Terms
⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞

∫
𝐵𝑖

[[𝜌𝐯]]𝛿𝐯+ 𝑑𝐵 = 0

(24)

𝛿𝑑Π𝑇𝐷𝐺 ≡ ∫
𝑄𝑖

[
(𝜌 𝑔′(𝑑) (𝜓+

0 (𝜺)) + 𝑌𝑑 )𝛿𝑑̇ +𝐘∇𝑑𝛿∇̇𝑑
]
𝑑𝑄

−

Galerkin discontinuous Terms
⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

∫
𝐵𝑖

[[
𝜕𝜓

𝜕𝑑

]]
𝛿𝑑+𝑑𝐵 = 0

It can be remarked that we neglected the continuity terms linked to 𝐮̇
when computing the variation of the kinetic energy: variations of discon

tinuity terms at time 𝑡𝑖 are computed by frozen the time derivatives at 𝑡𝑖 . 
In the previous expressions we have used the notation 𝛿𝐮+, 𝛿𝐯+, 𝛿𝑑+ to 
denote the test functions associated to each field at time 𝑡𝑖 on the time 
slab 𝑄𝑖. It can be remarked that this time discontinuous formulation 
does not require the introduction of supplementary numerical parame

ters and the time continuity terms are correctly dimensioned for each 
equation.

3. Space-time finite-element (ST-FE) or space-time IGA (ST-IGA)

3.1. Space-time discretization

The finite discretization of the time slab 𝑄𝑖 is realized with either 
Lagrange Finite-Elements or Isogeometric Analysis (NURBS based ele

ments). The restriction of 𝑄𝑖 to a single element is denoted by 𝑄ℎ𝑒 and 
the primary fields are approximated with the same basis functions that 
are used to describe the geometry (i.e. Lagrange polynomials or NURBS):

𝐮ℎ𝑒 (𝐱, 𝑡) =𝐍𝑢(𝐱, 𝑡)𝐝𝑢𝑒
𝐯ℎ𝑒 (𝐱, 𝑡) =𝐍𝑣(𝐱, 𝑡)𝐝𝑣𝑒
𝑑ℎ𝑒 (𝐱, 𝑡) =𝐍𝑑 (𝐱, 𝑡)𝐝𝑑𝑒

(25)

where 𝐍𝑢,𝐍𝑣,𝐍𝑑 denote the matrices2 made of approximation functions 
build from an element and 𝐝𝑢𝑒,𝐝

𝑣
𝑒 ,𝐝

𝑑
𝑒 the restriction of the global vector 

of freedom, 𝐝, to an element for each field. The matrices are build such 
that the vector/matrices products give the correct approximation fields 
depending on the type of kinematic considered. It has to be remarked 
that we do not necessarily assume the approximations to be the same 
for each field. Therefore, we can choose to use different approximation 
orders (or continuity orders for IGA) for each field. Furthermore, we do 
not assume a particular restriction regarding the meshing of the time 
slab, therefore we can consider cases with more than one element in 
the time direction which can be viewed as a mixture of time contin

uous and time discontinuous approaches. This may have an interest if 
one considers space-time parallelization (which we use in our numerical 
implementation), but we won’t discuss this issue in this paper.

From the previous approximations, one can dfine time derivatives 
of the primary fields. These derivatives on an element are given by:

𝐮̇ℎ𝑒 (𝐱, 𝑡) = 𝐁𝑡𝑢 (𝐱, 𝑡)𝐝
𝑢
𝑒, 𝐮̈ℎ𝑒 (𝐱, 𝑡) = 𝐁𝑡𝑡𝑢 (𝐱, 𝑡)𝐝

𝑢
𝑒

𝐯̇ℎ𝑒 (𝐱, 𝑡) = 𝐁𝑡𝑣 (𝐱, 𝑡)𝐝
𝑣
𝑒

𝑑̇ℎ𝑒 (𝐱, 𝑡) = 𝐁𝑡
𝑑 (𝐱, 𝑡)𝐝

𝑑
𝑒

(26)

2 For the sake of simplicity we do not use the 𝑒 exponent for the approximation 
functions. For FE, these functions are only dfined elements by elements, for 
IGA these functions can be dfined on the all parametric space. For the sake of 
brevity, the notion of reference element is not presented here and assumed as 
familiar to the readers.

where 𝐁𝑡 and 𝐁𝑡𝑡 are the matrices formed from the time derivatives 
of the previously dfined shape functions. It has to be noted that due 
to the presence of the second time derivatives we have to use at least 
functions of order 2 for the kinematic field. In a similar manner we can 
dfine space gradients or space-time gradients

𝜀ℎ𝑒 (𝐱, 𝑡) = 𝐁𝑥𝑢𝐝
𝑢
𝑒, 𝜀̇ℎ𝑒 (𝐱, 𝑡) = 𝐁𝑥𝑡𝑢 𝐝

𝑢
𝑒

∇𝑥𝑑ℎ𝑒 (𝐱, 𝑡) = 𝐁𝑥
𝑑
𝐝𝑑𝑒 , ∇𝑥𝑑̇ℎ𝑒 (𝐱, 𝑡) = 𝐁𝑥𝑡

𝑑
𝐝𝑑𝑒

(27)

As for the time derivatives, the matrices 𝐁𝑥 and 𝐁𝑥𝑡 denote the space or 
space and time derivatives of the shape functions 𝐍. For the same rea

sons as previously mentioned for the kinematic field, the approximation 
of the damage field should be at least of order 1 in space and time due 
to the occurrence of space and time derivatives.

By incorporating the elemental approximations dfined at eqs 
(25)-(27) into eqs. (23) and (24), we obtain the following discrete sys

tem of equations, for the first time slab:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝐫𝑢 = 𝑒

⎛⎜⎜⎜⎝ ∫𝑄ℎ𝑒1
(𝜌𝐁𝑡𝑢

𝑇 𝐯̇ℎ𝑒 +𝐁𝑥𝑡𝑢
𝑇
𝝈)𝑑𝑄− ∫

𝑄ℎ𝑒1

𝐁𝑡𝑢
𝑇 𝐟𝑑𝑄

⎞⎟⎟⎟⎠−𝑒 ∫
𝑃ℎ𝑒1

𝐁𝑡𝑢
𝑇

t𝑑𝑃

+𝑒 ∫
𝑄ℎ𝑒1

𝜌𝜏𝐁𝑡𝑡𝑢
𝑇 (𝐮̈ℎ𝑒 − 𝐯̇ℎ𝑒 )𝑑𝑄−𝑒 ∫

𝐵ℎ𝑒1

𝐍+
𝑢
𝑇 (𝐮+ − 𝐮0)𝑑𝐵 = 0

𝐫𝑣 = 𝑒

⎛⎜⎜⎜⎝ ∫𝑄ℎ𝑒1
𝐁𝑡𝑣

𝑇 (𝐮̇ℎ𝑒 − 𝐯ℎ𝑒
)
+ 𝜌𝜏𝐁𝑡𝑣

𝑇 (𝐮̈ℎ𝑒 − 𝐯̇ℎ𝑒 )
⎞⎟⎟⎟⎠𝑑𝑄

−𝑒 ∫
𝐵ℎ𝑒1

𝐍+
𝑣
𝑇 (𝐯+ − 𝐯0)𝑑𝐵 = 0

𝐫𝑑 = 𝑒

⎛⎜⎜⎜⎝ ∫𝑄ℎ𝑒1
𝐁𝑡
𝑑
𝑇 (𝜌𝑔′(𝑑ℎ𝑒 )(𝜓+

0 (𝜺
ℎ
𝑒 )) + 𝑌

ℎ
𝑑
)
⎞⎟⎟⎟⎠𝑑𝑄

+𝑒 ∫
𝑄ℎ𝑒1

𝐁𝑥𝑡
𝑑
𝑇𝐘∇𝑑𝑑𝑄−𝑒 ∫

𝐵ℎ𝑒1

𝐍+
𝑑

𝑇 (𝑑+ − 𝑑0)𝑑𝐵 = 0

(28)

and the following ones for the other time slabs:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝐫𝑢 = 𝑒

⎛⎜⎜⎜⎝∫𝑄ℎ𝑒𝑖
(𝜌𝐁𝑡𝑢

𝑇 𝐯̇ℎ𝑒 +𝐁𝑥𝑡𝑢
𝑇
𝝈)𝑑𝑄− ∫

𝑄ℎ𝑒𝑖

𝐁𝑡𝑢
𝑇 𝐟𝑑𝑄

⎞⎟⎟⎟⎠−𝑒 ∫
𝑃ℎ𝑒𝑖

𝐁𝑡𝑢
𝑇

t𝑑𝑃

+𝑒 ∫
𝑄ℎ𝑒𝑖

𝜌𝜏𝐁𝑡𝑡𝑢
𝑇 (𝐮̈ℎ𝑒 − 𝐯̇ℎ𝑒 )𝑑𝑄−𝑒 ∫

𝐵ℎ𝑒𝑖

𝐁𝑥+𝑢
𝑇 [[𝝈]]𝑑𝐵 = 0

𝐫𝑣 = 𝑒

⎛⎜⎜⎜⎝∫𝑄ℎ𝑒𝑖
𝐁𝑡𝑣

𝑇 (𝐮̇ℎ𝑒 − 𝐯ℎ𝑒
)
+ 𝜌𝜏𝐁𝑡𝑣

𝑇 (𝐮̈ℎ𝑒 − 𝐯̇ℎ𝑒 )
⎞⎟⎟⎟⎠𝑑𝑄

−𝑒 ∫
𝐵ℎ𝑒𝑖

𝐍+
𝑣
𝑇 [[𝜌𝐯ℎ𝑒 ]]𝑑𝐵 = 0

𝐫𝑑 = 𝑒

⎛⎜⎜⎜⎝∫𝑄ℎ𝑒𝑖
𝐁𝑡
𝑑
𝑇 (𝜌𝑔′(𝑑ℎ𝑒 )(𝜓+

0 (𝜺
ℎ
𝑒 )) + 𝑌

ℎ
𝑑
)
⎞⎟⎟⎟⎠𝑑𝑄+𝑒 ∫

𝑄ℎ𝑒𝑖

𝐁𝑥𝑡
𝑑
𝑇𝐘∇𝑑𝑑𝑄

−𝑒 ∫
𝐵ℎ𝑒𝑖

𝐍+
𝑑
𝑇
[[
𝜌
𝜕𝜓

𝜕𝑑

]]
𝑑𝐵 = 0

(29)
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The previous system of equations is non-linear for each time slab. 
More precisely, 𝑟𝑢 is non-linear due to the decoupling of the energy into 
compression and traction part, 𝑟𝑣 is linear and 𝑟𝑑 is also non-linear in 
general (but linear regarding the damage field with the choice made 
in previous section for 𝑌𝑑 ,𝐘∇𝑑 , 𝑔(𝑑) if the displacement is kept fixed). 
Furthermore, it can be shown that the space-time potential Π𝑇𝐷𝐺 is 
non convex in general (but convex separately for {𝐮,𝐯} and for 𝑑). For 
the numerical resolution we have adopted an alternate minimization 
strategy that is described here after. This leads to the fact that we used 
two schemes: a standard Newton iterative scheme for {𝐮,𝐯} and a linear 
resolution for 𝑑. One iteration of the Newton scheme can be summarized 
as:{

𝐝𝑢
𝐝𝑣

}
⇐

{
𝐝𝑢
𝐝𝑣

}
−
[
𝐾𝑢𝑢 𝐾𝑢𝑣
𝐾𝑣𝑢 𝐾𝑣𝑣

]−1{ 𝐫̃𝑢
𝐫̃𝑣

}
(30)

the tilde over the residuals designates original quantities dfined at 
eqs. (28) or (29) but modfied by boundary conditions of the problem 
(the tangent operator is only assembled for non constrained degrees of 
freedom, see [24]). The solution of the linear system for 𝑑 is simply:{
𝐝𝑑

}
⇐

{
𝐝𝑑

}
−
[
𝐾𝑑𝑑

]−1 { 𝐫̃𝑑
}

(31)

Due to this staggered resolution we have observed that the time continu

ity term for damage equation is inefficient or more precisely incomplete 
(because we are missing a continuity term for the gradient of d). There

fore, by analogy with what can be done with standard materials (for 
which the thermodynamics forces derive from the strain energy) we 
propose to replace the term [[𝜌𝜕𝜓∕𝜕𝑑]] by a continuity condition on 
the thermodynamics forces 𝑌𝑑 and 𝐘∇𝑑 . The last equation of the system 
dfined at eq. (29) is then replaced by:

𝐫𝑑 = 𝑒

⎛⎜⎜⎜⎝∫𝑄ℎ𝑒𝑖
𝐁𝑡
𝑑
𝑇 (𝜌𝑔′(𝑑ℎ𝑒 )(𝜓+

0 (𝜺
ℎ
𝑒 )) + 𝑌

ℎ
𝑑
)
⎞⎟⎟⎟⎠𝑑𝑄+𝑒 ∫

𝑄ℎ𝑒𝑖

𝐁𝑥𝑡
𝑑
𝑇𝐘∇𝑑𝑑𝑄

−𝑒 ∫
𝐵ℎ𝑒𝑖

𝐍+
𝑑
𝑇 [[

𝑌𝑑
]]
+𝐁𝑥+

𝑑

𝑇 [[
𝐘∇𝑑

]]
𝑑𝐵 = 0

(32)

The proposed formulation can be understood as a force time-continuity 
formulation (in the weak sense) and the continuity conditions for 𝐮, 𝑑
and ∇𝑑 are similar. The terms of the tangent matrix3 are dfined from 
(for all time slabs except the first one for which the continuity terms are 
slightly different):

𝐾𝑢𝑢 =𝑒 ∫
𝑄ℎ𝑒

𝐁𝑥𝑡𝑢
𝑇𝐂𝑑𝑢𝑢𝐁

𝑥
𝑢𝑑𝑄+𝑒 ∫

𝑄ℎ𝑒

𝜌𝜏𝐁𝑡𝑡𝑢
𝑇𝐁𝑡𝑡𝑢 𝑑𝑄

−𝑒∫
𝐵ℎ𝑒

𝐁𝑥+𝑢
𝑇𝐂𝑢𝑢

𝑇𝐷𝐺
𝐁𝑥+𝑢 𝑑𝐵

𝐾𝑢𝑣 =𝑒 ∫
𝑄ℎ𝑒

𝜌𝐁𝑡𝑢
𝑇𝐁𝑡𝑣𝑑𝑄−𝑒 ∫

𝑄ℎ𝑒

𝜌𝜏𝐁𝑡𝑡𝑢
𝑇𝐁𝑡𝑣𝑑𝑄

𝐾𝑣𝑢 =𝑒 ∫
𝑄ℎ𝑒

𝜌𝐁𝑡𝑣
𝑇𝐁𝑡𝑢𝑑𝑄+𝑒 ∫

𝑄ℎ𝑒

𝜌𝜏𝐁𝑡𝑣
𝑇𝐁𝑡𝑡𝑢 𝑑𝑄 (33)

𝐾𝑣𝑣 =𝑒 ∫
𝑄ℎ𝑒

−𝜌𝐁𝑡𝑣
𝑇𝐍𝑣𝑑𝑄−𝑒 ∫

𝑄ℎ𝑒

𝜌𝜏𝐁𝑡𝑣
𝑇𝐁𝑡𝑣𝑑𝑄−𝑒 ∫

𝐵ℎ𝑒

𝜌𝐍+
𝑣
𝑇𝐍+

𝑣 𝑑𝐵

3 For the sake of simplicity, we denote by a + exponent the terms evaluated 
at time 𝑡𝑖 from the time slab 𝑄𝑖.

𝐾𝑑𝑑 =𝑒 ∫
𝑄ℎ𝑒

𝐁𝑡
𝑑
𝑇
𝐶𝑑𝑑𝐍𝑑𝑑𝑄+𝑒 ∫

𝑄ℎ𝑒

𝐁𝑥𝑡
𝑑
𝑇
𝐶∇𝑑∇𝑑𝐁𝑥𝑑𝑑𝑄

−𝑒 ∫
𝐵ℎ𝑒

𝐍+
𝑑
𝑇 𝜕𝑌𝑑
𝜕𝑑

+
𝐍+
𝑑
𝑑𝐵 −𝑒 ∫

𝐵ℎ𝑒

𝐁𝑥
𝑑
𝑇 𝜕𝐘∇𝑑
𝜕∇𝑑

+
𝐁𝑥
𝑑
𝑑𝑄

Using the definition at eqs. (6), (20) and (19), and the proposal of [5] 
for the decoupling into compression and tension part of the strain en

ergy:

𝜌𝜓+
0 (𝜺) = 𝜇(𝜺

D ∶ 𝜺D) + 𝑘

2 
(< 𝑡𝑟(𝜺) >+)2, 𝜌𝜓−

0 (𝜺) =
𝑘

2 
(< 𝑡𝑟(𝜺) >−)2

(34)

where 𝜺D denotes the deviatoric part of the strain, 𝜇,𝑘 are Lamé param

eters (shear and bulk modulus), the terms 𝐶𝑢𝑢, 𝐶𝑑𝑑 , 𝐶∇𝑑∇𝑑 and 𝜕𝑌𝑑∕𝜕𝑑, 
𝜕𝐘∇∕𝜕∇𝑑 are given by:

𝐶𝑢𝑢 = (1 − 𝑑)2
(
2𝕂+ 𝑘𝐈⊗ 𝐈ℎ+(𝑡𝑟(𝜺)))

)
+ 𝑘𝐈⊗ 𝐈ℎ−(𝑡𝑟(𝜺)))

𝐶𝑑𝑑 =(𝜓+
0 (𝜺)) +

𝐺𝑐
𝑙

𝐶∇𝑑∇𝑑 =𝐺𝑐𝑙𝐈
𝜕𝑌𝑑
𝜕𝑑

+
=
𝐺𝑐
𝑙

𝜕𝐘∇𝑑
𝜕∇𝑑

+
=𝐺𝑐𝑙

(35)

with 𝕂 the deviatoric projector, 𝐈 the second order identity tensor, 
ℎ+(𝑡𝑟(𝜺)) and ℎ−(𝑡𝑟(𝜺)) the Heaviside functions4 related to the sign of 
𝑡𝑟(𝜺).

It can be remarked that from the point of view of the elemental for

mulation there are no differences between FE and IGA excepted in the 
fact that we can control the order of continuity (between elements) with 
IGA. In this paper we only use quadratic space-time approximations for 
the 3 primary fields, {𝐮,𝐯, 𝑑}, both for ST-FE (𝐶0 continuity between 
elements) and ST-IGA (𝐶1 continuity).

3.2. Alternate minimization algorithm

As already mentioned, the space-time potential dfined in eq. (22) is 
non-convex in general with respect to its three unknowns. Non-convex 
problems can pose challenges in optimization and numerical computa

tions, as finding the global minimum of such functional can be difficult. 
This non-convexity problem can be tackled numerically, by capitalizing 
on the convexity of each equation when one variable is held constant. 
This fundamental principle forms the core of the alternate algorithm 
designed to address the issue (obviously with no guaranty of global 
convergence). By utilizing this property, the algorithm is constructed 
to effectively navigate the non-convex nature of the problem, providing 
a potential solution approach. This algorithm has been suggested and 
used by numerous authors (e.g. [34,36,38,5,12,21,2]).

We have implemented this algorithm and the formulation presented 
above in in-house code (which can be used both with IGA or FE). We first 
solve the dynamic mechanical part iteratively on a time slab with the 
standard Newton-Raphson algorithm. During this resolution the values 
of the degrees of freedom for the damage are hold constant to their pre

vious converged values. Once the convergence of the Newton-Raphson 
is achieved for a given precision related to a given norm (we use the ifi

nite norm) we freeze displacement and velocity and we solve the linear 
problem for the damage. This process is repeated in the sense of a fixed 
point algorithm, alternatively both problems are resolved until we reach 
the convergence of the fixed point algorithm or a maximum number of 
iterations. If the convergence is reached we just pass to the next time 

4 ℎ+(𝑡𝑟(𝜺)) = {1 if 𝑡𝑟(𝜺) > 0 and0 elsewhere}, ℎ−(𝑡𝑟(𝜺)) = {1 if 𝑡𝑟(𝜺) <

0 and0 elsewhere}.
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Fig. 2. ST-Alternate algorithm. 

slab. In the opposite case (non-convergence of the fixed point algorithm) 
we retry the current time slab but we previously adapt the mesh in time 
by using a simple contractile homotopy operation that affect only the 
size of the mesh in the time direction (so the mesh is reduced in time 
but the number of elements or nodes is unaffected). This process is re

peat until the mesh size in time is not below a given value. We have 
also (heuristic) criteria to (re)extend the mesh size in time if needed. 
This algorithm is schematized at Fig. 2. Within this algorithm, the his

tory function consists in finding and storing the maximum value of the 
strain energy (traction part) over all the previous converged time slab 
at a given position in space:

(𝜓+
0 (𝜺

ℎ
𝑒 (𝐱, 𝑡))) = max

𝑡<𝑡𝑗
𝜓+
0 (𝜺

ℎ
𝑒 (𝐱, 𝑡)) (36)

The previous values of the maximum of the strain energy are updated 
once we have converged for the current time slab. This is therefore very 
similar to the proposal of [35] but not strictly identical as the history 
evolves here time slab by time slab. Therefore the history at time 𝑡𝑖+1
depends both on a past (fixed) history that comes from the previous time 
slab (for 𝑡 ≤ 𝑡−𝑖 ) and an evolving history that comes from the current time 
slab (i.e. for 𝑡+𝑖 < 𝑡 < 𝑡𝑖+1).

There are many convergence criteria for the fixed point algorithm in 
the literature as this strategy can be inefficient from the numerical point 
of view and obviously there are no guaranties to reach convergence 
in a fixed point process. Miehe et al. [34,35] introduced the so-called 
“one pass criterion'', which is taken up by [36,33]. In this criterion, 
the coupling between damage and mechanics is treated sequentially, 
and for each loading increment, no global convergence is verfied. In 
some cases, this scheme gives inaccurate and often erroneous results. 
In [20,52], the residual-based criterion is used. The main concept is to 
check both 𝐫𝑢, 𝐫𝑣 and 𝐫𝑑 when the displacement, velocity and damage 
fields for the current state of loading are obtained. A further criterion 
used is the energy [2,20]. This criterion verfies that for a given load, 
between each iteration of the alternate resolution process, the variation 
in energy must be less than a threshold value. The damage criterion 
[5,11,12], ensures that the change in the damage field between two 

Fig. 3. Bar impact. 

consecutive iterations, under a given loading state, remains below a pre

dfined threshold value. Nevertheless, the alternate algorithm is robust 
and can handle snaps back instabilities. To improve convergence rate 
of this algorithm, Farrell et al. [17] propose another perspective which 
is to treat it as a nonlinear Gauss-Seidel iterative scheme. In addition, 
they recommend incorporating an over-relaxed parameter to improve 
iteration speed. In fact, the authors propose a mixed algorithm made up 
of alternate minimization, which seeks to get as close as possible to the 
pool of possible solutions, and gave way to the monolithic resolution 
algorithm. In such instances, the challenge lies in managing the tran

sition between the two algorithms, which often necessitates an ad hoc 
adjustment. Nevertheless, we will not discuss these questions in the fol

lowing section, we simply use the criteria on the damage field between 
two fixed point iterations as explained previously. In the following ex

amples, we have used a relative precision of 1.𝑒 − 4 for the residuum 
norm of the Newton iterations (there is also an absolute criterion for 
the residuum norm of 1.𝑒−6). For the staggered iterations, the criterion 
on the damage increment between two iterations is dfined in the sense 
of the ifinite norm and a precision of 1.𝑒− 4 was used.

4. Numerical applications

4.1. Impact of a bar with a mechanical fuse

In this test, we consider the case of a 1D elastic bar, of unit length, 
with an homogeneous initial velocity, 𝑣0, that hits a wall on one side. 
The elastic bar is made of 2 materials which only differ by their mate

rial toughness. The material in the middle of the bar is therefore more 
fragile and acts as a fuse. The geometry and the material properties are 
given on Fig. 3. The initial velocity is chosen such that the elastic strain 
energy in the first material is not large enough to fracture when the 
stress wave due to the impact will travel along the bar (initially the 
stress wave is a compressive wave and do not damage the bar but it 
transforms into tension after hitting the top of the bar). When the ten

sion wave travels the fragile material, it breaks immediately and the 
initial bar is separated into two bars. The idea of this test is to illustrate 
some fundamental properties of the proposed space-time formulation: 
1- the impact of the stabilization, with least square terms, on the dy

namics is not important regarding the evolution of the damage (but it 
does for the velocity), 2- the formulation allows a correct evolution of 
the damage (i.e. irreversibility is always satified not only at interpo

lation/approximation points), 3- the formulation allows to capture the 
appropriate balance of energy with a minimal impact of the supplemen

tary numerical terms (stabilization) on the numerical solution. Other 
authors have also used similar test with a bar in dynamics condition to 
investigate the numerical properties of phas-field models (see for in

stance [31,53]). The balance of energy is an important point mentioned 
by some authors to correctly capture the expected solution.

The exact solution of this test is easy to compute until the dam

age occurs. Knowing the speed of sound in the undamaged material, 
𝑐 =

√
𝐸∕𝜌, we can determine that the crack will instantaneously break 
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Fig. 4. Value of 𝑑 upon time at different location in the bar with and without 
stabilization, ST-IGA p2, mesh size: Δ𝑥= 8.𝑒− 3,Δ𝑡0 = 2.𝑒− 2.

the bar at 𝑡 = 2.5 if the damage in material 1 stay null or very small. 
If the damage in the first material can not be neglected, the time for 
which the tension wave hits the material 2 can be modfied. The bar 
is then supposed to separate immediately, and the remaining strain/ki

netic energies in the two bars lead to travailing stress waves that are 
independent from each other. If the strain energy is sufficiently small 
(such as no supplementary damage occurs) the problem becomes con

servative in each bar. However, in this example we have chosen to be 
not exactly in these conditions (i.e. null damage in material 1) to illus

trate the fact that we can also have a damage wave prior and after the 
instantaneous crack in material 2. Therefore the analytical solution after 
the initiation of damage is not known exactly. 

Fig. 4 shows the results obtained with quadratic (in time and space) 
ST-IGA elements (the mesh size for the space is ℎ =Δ𝑥 = 𝑙∕3.7). As ex

pected the damage initiates in the middle of the bar close to 𝑡 = 2.5, 
obviously due to the time approximation the instantaneous solution 
(Heaviside function in time) can not be obtained exactly but it is only 
approached while rfining the mesh. It can also be remarked that the 
stabilization terms do not seem to play a great role for the damage (some 
oscillations can be found if one looks closer to the solution without stabi

lization but their amplitudes stay small for this test). Furthermore, the 
tensile stress wave leads to a damage wave that propagates along the 
bar (even after that the material 2 has been fully broken). Obviously this 
damage wave modfies locally the Young modulus and consequently the 
speed of sound. The results in Fig. 4 have been computed using the time 
approximation functions and do not correspond only to the values at the 
degree of freedom (due to the non interpolating behavior of NURBS at 
the control points except on the boundaries of the patch). As previously 
mentioned it can be remarked that the condition 𝑑̇ ≥ 0 is always sat

ified. More generally, the space-time formulation makes it possible to 
verify that the irreversibility condition is satified everywhere in space 
and time in a ``continuous'' manner.

Fig. 5 illustrates that, as for the time, the space discretization with 
regular NURBS quadratic functions of maximum continuity leads to a 
regular solution which can only approach the expected solution (which 
should be closed to exp(−|𝑥 − 0.5|∕𝑙) in material 2, if material 1 was 
not damaged). Again, it can be concluded that the stabilization does not 
affect that much the solution for the damage (at least for the chosen 
value of the stabilization parameter). 

Similar observations can be made with ST-FE (quadratic but 𝐶0) re

garding the stabilization parameter and the evolution of the damage. 
We have already compared in [47] ST-FE and ST-IGA for elastodynam

ics (for similar impact tests) therefore we focus here on damage. Fig. 6
shows that ST-FE and ST-IGA converge to nearly the same damage so

lution when rfining the mesh. However, it can be remarked that the 
solutions obtained with ST-FE models predict a discontinuity in the 

Fig. 5. Profile of the damage along the bar at the end of the test (t=3.5) with 
and without stabilization, ST-IGA p2, mesh size: Δ𝑥= 8.𝑒− 3,Δ𝑡0 = 2.𝑒− 2.

gradient of the damage (and therefore a discontinuity in the thermo

dynamics force 𝐘∇𝑑 ) at the interface of the two materials. Obviously, 
ST-IGA solutions are more regular due to the 𝐶1 continuity property of 
the damage between elements (while only 𝐶0 continuity is imposed to 
ST-FE). For ST-IGA, we have also tested to use a lower continuity for 
the field 𝑑 (i.e. 𝐶0 continuity between elements) could give similar re

sults than ST-FE which is not the case. This is due to the fact that the 
kinematic field and the velocity field should also have a lower continu

ity, but in this case ST-IGA and ST-FE are perfectly equivalent (and so 
are the numerical results obtained).

The impact of the stabilization can be clearly seen from Fig. 7. The 
solution without stabilization (at 𝜏 = 0) oscillates. The separation of the 
bar in two can be clearly seen after 𝑡 = 2.5, the velocity in the two parts 
becomes of opposite sense (the bottom part get again compressed and 
the top part moves vertically with a constant velocity). One of the main 
advantages of the proposed space-time approach can be seen from Fig. 8
and relates to the energy conservation property. It can be seen from this 
figure that the total energy is nearly constant until damage starts to 
occur in material 1 (after 𝑡 = 2) and propagates in material 2. After the 
full crack of the bar the total energy is again nearly constant. Obviously 
the stabilization with Galerkin least square terms induces some artficial 
dissipation but it remains small as long as the stabilization parameter, 
𝜏 , is well chosen (see [48] for a discussion on 𝜏). 

4.2. Fragmentation of a bar

For this example we consider a similar test as proposed in [37], a 
bar is initially submitted to a velocity field (linear in 𝑥) such as the ini

tial strain rate, 𝜺̇, is constant in the bar. One part of the bar is here fixed 
and the opposite part is subjected to a constant velocity upon time (see 
Fig. 9). The expected solution of this test is a fragmentation in pieces 
of the bar as can be found in the literature. The number of pieces is ex

pected to depend on the initial strain rate. As proposed by the authors 
in [37], we adopt a Weibull space5 distribution of the Young’s modu

lus:

𝐸(𝛼) =𝐸0
√
(− ln(𝛼)) +𝐸𝑚𝑖𝑛 (37)

where 𝛼 ∈ [0,1] is a uniformly distributed random variable, 𝐸0 and 𝐸𝑚𝑖𝑛
are dfined from:

𝐸𝑚𝑖𝑛 =𝐸(1 − 1.9130584𝑒− 2), 𝐸0 =𝐸(2.1586552𝑒− 2) (38)

5 The initial space distribution is constant regarding the time such as a mate

rial point in a bar do not see a change in the Young modulus at any time.
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Fig. 6. Profile of the damage along the bar at the end of the test (t=3.5), comparison between quadratic ST-FE and ST-IGA for different mesh size for the space 
(𝜏 = 0.01,Δ𝑡0 = 2.𝑒− 2).

Fig. 7. Velocity history upon time at different location in the bar with and with

out stabilization, ST-IGA p2, mesh size: Δ𝑥= 8.𝑒− 3,Δ𝑡0 = 2.𝑒− 2.

Fig. 8. Energies integrated over the space domain upon the time with and with

out stabilization, ST-IGA p2, mesh size: Δ𝑥= 8.𝑒− 3,Δ𝑡0 = 2.𝑒− 2.

As in the previous example this test is unsized for space and time, the 
bar is of unit length, Young modulus and density are also equals to 1. For 

Fig. 9. Boundary conditions, geometry and loads for the fragmentation test. 

the damage we use the following parameters: 𝐺𝑐 = 5.𝑒 − 2, 𝑙 = 2.𝑒 − 3. 
The results found in [37] tend to show that the damage evolves more or 
less homogeneously in the bar until a critical value is reached at which 
isolated cracks develop, leading to fragmentation of the bar. Fig. 10 il

lustrates some results obtained with quadratic ST-IGA and ST-FE, each 
corresponding to a different realization of the Young modulus. The other 
numerical parameters are perfectly identical between the simulations. It 
can be remarked that the results obtained with ST-IGA are more close to 
the one obtained in [37]. For ST-FE we have more difficulties in obtain

ing realizations for which we can achieve fragmentation and, in many 
cases these solutions lead to divergence as damage is close to 1. The ST

IGA model also permits to obtain expected results for very coarse meshes 
for the space (until Δ𝑥 = 𝑙∕2 as illustrate in Fig. 10(c), as a comparison 
in [37] very fine meshes are used). 

From Fig. 10(d) it can be remarked that the energies obtained with 
ST-IGA for Δ𝑥 = 𝑙∕2 and Δ𝑥 = 𝑙∕10 are similar even if the strain en

ergy is lowered and the crack energy6 is overestimated with the coarser 
mesh. The same figure also shows that for this initial strain rate, the ap

pearance of cracks releases kinetic energy (locally) after fragmentation, 
which has an impact on the total kinetic energy of the bar.

Fig. 11, shows the results obtained at a higher strain rate for ST-IGA. 
As shown in the literature, the number of fragment increases with the 

6 The term crack energy corresponds here to the crack surface density dfined 
at eq. (2) multiplied by 𝐺𝑐 .
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Fig. 10. Fragmentation results of the bar for a initial strain rate 𝜀̇= 10, with 𝜏 = 1.𝑒− 3 and Δ𝑡0 = 1.𝑒− 2 (𝑥 stands for the position along the bar). 

Fig. 11. Fragmentation results of the bar for a initial strain rate 𝜀̇= 100, with 𝜏 = 1.𝑒− 3 and Δ𝑡0 = 1.𝑒− 3, ST-IGA p2 with Δ𝑥= 𝑙∕10. 
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Fig. 12. Geometry and boundary condition of the L-shape example, plane strain 
case.

strain rate. It is also interesting to remark that the balance of energy is 
different. The kinetic energy is no more impacted by the occurrence of 
cracks. The crack energy also increases until total fragmentation even 
if the strain energy as started to decreases. It can therefore be sup

posed that further increases the strain rate will not increase the number 
of fragments indefinitely. It will only modify the total kinetic energy 
and the time it takes for cracks to appear (this effect is also shown in 
[37]). From this simple test it can be concluded that the higher degree 
of continuity of ST-IGA may have an interest for fragmentation prob

lems, in particular due to the fact that relatively coarse meshes can be 
used.

4.3. L-shape impact

In the following example, we propose a mixed mode dynamic frac

ture of a L-specimen. This test is a simplfied version of the one presented 
in [43]. The geometry and the boundary condition are given in Fig. 12

and we assume a plane strain state. 
The material parameters are taken such as the Young modulus is 

𝐸 = 1𝑁∕𝑚2, the mass density is 𝜌 = 1𝑘𝑔∕𝑚2, the Poisson ratio is 𝜈 = 0.3
and the material toughness is 𝑔𝑐 = 3× 10−3𝐽∕𝑚2. The length parameter 
is 𝑙 = 5 × 10−3 m. The space-time domain is discretized such that the 
element size in space h respects the condition ℎ < 𝑙

2 . The stabilization 
parameter is chosen such that 𝜏 = 1 × 10−3 and the time slab depth 
is chosen such as Δ𝑡𝑠𝑙𝑎𝑏 = 10−2 s. The aim of this test is to highlight 
the dynamic ifluence on crack propagation. To accomplish this, the 
specimen is exposed to varying loading rates such as 𝑣(𝑡) = 𝑣0 and 𝑣(𝑡) =
8𝑣0, with 𝑣0 = 0.1 m/s. For this example we consider only ST-FE (which 
are again quadratic in space and time).

Fig. 13 illustrates the ifluence of dynamics on the crack pattern. As 
expected it can be seen that if the loading rate increases, the angle of 
the crack path relative to the horizontal axis also increases.

In Fig. 14, we show the evolution of the elastic and dissipate (crack) 
energy during the crack evolution for different loading rates. By ex

amining these curves, we can observe that they are consistent with 
expectations. In the case where 𝑣 = 8𝑣0, we observe that the dissipated 
energy increases rapidly, in contrast to the case where 𝑣 = 𝑣0, where a 
completely elastic phase (no dissipation) occurs before it starts to evolve. 
The evolution of the dissipated energy indirectly rflects the evolution 
of damage, which is accompanied by a decrease in elastic energy. For 
the kinetic energy, see Fig. 15, the case 𝑣 = 𝑣0 is very close to the quasi

static case. It is interesting to remark that when the geometry is fully 
broken for the case 𝑣 = 𝑣0, the strain energy and the kinetic energy stay 
nearly constant, illustrating the fact that the model is broken in two part 
with one part that is free to move without generating any stress. As in 

the previous examples, we see that this space-time approach is interest

ing to capture dynamic solutions without adding significant undesired 
numerical dissipation. These observations are a consistent demonstra

tion of the impact of dynamics on crack propagation. 

5. Conclusion

This paper proposes an original space-time approach for dynamics 
brittle fracture. There are two main contributions, the first one is the

oretical and comes from the derivation of a three fields (displacement, 
velocity, damage) space-time formulation from a space-time potential 
that incorporates stabilization terms (with Galerkin least squares) to 
limit the spurious oscillations that come from the discretization of the 
continuous problem. The second one is the numerical form with the 
help of a time discontinuous Galerkin method. We have derived con

sistent continuity terms that allow to use a staggered resolution of the 
problem (displacement/velocity and damage are resolved separately) 
without adding supplementary numerical parameters. The use of this 
discontinuous Galerkin method allowed us to use the history function 
such as to guaranty the irreversibility of the damage. Furthermore for 
the discretization we can use either ST-IGA or ST-FE. The numerical 
examples illustrated some of the possibilities offered by such an ap

proach. In particular we have shown that we can approach with a good 
qualitative agreement the expected solutions while getting rid of os

cillations often observed in dynamics and having a correct balance of 
energy.

As a perspective we would like to emphasis the possibilities offers 
by this approach. From earlier studies (without damage) we know that 
ST-IGA and ST-FE can reach optimum rate of convergence in space and 
time and parallelization strategies can be used to solve a space-time slab. 
These aspects pave the way for the development of more efficient solvers 
for cracks propagation problems which are computationally intensive. 
Moreover, we obtain much more data from a ST approach as we have 
an approximate solution for all times and this could have an interest to 
feed machine learning algorithm for instance. The space-time formula

tion is also a powerful tool to account of different physics in a single 
numerical scheme. We can therefore extend the proposed approach to 
the case of dynamics cracks with a thermomechanical coupling (or other 
couplings, electrical, magnetical, etc) or to ductile fracture models. We 
can also account of more tight couplings between damage and other 
physics (for instance if the material toughness is dependent on a state 
variable). This study is only a step towards more complex space-time 
models.
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Appendix A. Ifluence of the 𝜶 coefficient for the imposition of 
initial conditions

As mentioned previously, the coefficients 𝛼𝑢, 𝛼𝑣 and 𝛼𝑑 should not be 
chosen arbitrarily. We report here in Table A.1 the impact of these coef

ficients for the first application of the paper: the bar fragmentation test. 
It can be seen that due to the weak imposition of the continuity terms, 
the imposed initial conditions are only satified up to a certain accuracy 
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Fig. 13. Damage evolution for different loading rate. 

Fig. 14. Evolution of strain energy and dissipate energy for different loading rate. 

(the value for the velocity has not been printed with a sufficient preci

sion and is also not perfectly accurate with respect to the imposed one). 
This behavior is expected, as is the fact that the initial field will not be 
perfectly homogeneous in space even if specfied from the initial condi

tion. As a consequence, the discrepancy from the exact values can play a 
role of a perturbation of the initial condition that could be problematic 
for the convergence if not sufficiently small (which was not observed 
for the test we have done). It can also be seen that the coefficients have 
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Fig. 15. Evolution of Kinetic energy for different loading rate. 

Table A.1

Influence of the coefficients for the initial condition: test case 
fragmentation of a bar with 𝜏 = 0.01,Δ𝑥 = 8.𝑒−3,Δ𝑡0 = 2.𝑒−2.

𝐮 𝐯 𝑑

imposed initial conditions (∀𝑥) 0. -0.5 0. 
𝛼𝑢, 𝛼𝑣, 𝛼𝑑 = 1 (𝑥 = 0.3) -8.47e-19 -0.5 2.78e-24 
𝛼𝑢, 𝛼𝑣, 𝛼𝑑 = 1.𝑒− 10 (𝑥 = 0.3) 3.74e-19 -0.5 5.90e-24 
𝛼𝑢, 𝛼𝑣, 𝛼𝑑 = 1.𝑒− 4 (𝑥 = 0.3) 4.18e-19 -0.5 1.04e-24 
𝛼𝑢, 𝛼𝑣, 𝛼𝑑 = 1.𝑒+ 4 (𝑥 = 0.3) 1.03e-31 -0.5 5.62e-28 
𝛼𝑢, 𝛼𝑣, 𝛼𝑑 = 1.𝑒+ 10 (𝑥 = 0.3) 1.00e-37 -0.5 5.24e-34 

an impact but it is rather limited at least for the values we have tested 
and for the test considered. 

Data availability

The data that has been used is cofidential.
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