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LOGARITHMIC MORPHISMS, TANGENTIAL BASEPOINTS,

AND LITTLE DISKS

CLÉMENT DUPONT, ERIK PANZER, AND BRENT PYM

Abstract. We develop the theory of “virtual morphisms” in logarithmic alge-
braic geometry, introduced by Howell. It allows one to give algebro-geometric
meaning to various useful maps of topological spaces that do not correspond to
morphisms of (log) schemes in the classical sense, while retaining functoriality
of key constructions. In particular, we explain how virtual morphisms provide
a natural categorical home for Deligne’s theory of tangential basepoints: the
latter are simply the virtual morphisms from a point. We also extend Howell’s
results on the functoriality of Betti and de Rham cohomology.

Using this framework, we lift the topological operad of little 2-disks to
an operad in log schemes over the integers, whose virtual points are isomor-
phism classes of stable marked curves of genus zero equipped with a tangential
basepoint. The gluing of such curves along marked points is performed us-
ing virtual morphisms that transport tangential basepoints around the curves.
This builds on Vaintrob’s analogous construction for framed little disks, for
which the classical notion of morphism in logarithmic geometry sufficed. In
this way, we obtain a direct algebro-geometric proof of the formality of the
little disks operad, following the strategy envisioned by Beilinson. Further-
more, Bar-Natan’s parenthesized braids naturally appear as the fundamental
groupoids of our moduli spaces, with all virtual basepoints defined over the
integers.
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1. Introduction

1.1. Overview. In interactions between algebraic geometry and other areas, such
as topology, number theory and mathematical physics, one often encounters sit-
uations where one would like to “compactify” an algebraic variety U by adding
“points at infinity”, without changing the homotopy type. The problem is that if
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we try to compactify U as a variety, we are forced to “fill in the punctures”, which
changes the topology in a drastic way (e.g. the complex plane becomes a sphere).

Deligne [Del89] realized that points at infinity should instead be treated by
choosing a regular compactification X of U whose boundary D := X \ U is a nor-
mal crossing divisor, and decorating a point of X with a tangent vector pointing
outwards from D. One can think of such “tangential basepoints” as analogous to
points in a punctured tubular neighbourhood of D in the classical topology. Cor-
respondingly, Deligne proves that tangential basepoints give rise to fibre functors
for various Tannakian categories of local systems, vector bundles with integrable
connection, etc. on U .

The need for tangential basepoints and their generalizations can be recognized
in many contexts, e.g.:

• To define the limit of the (co)homology groups of a family of varieties Yt,
t ∈ A1 \ {0}, one needs to choose a direction to approach t → 0, which is
naturally indicated by a tangential basepoint at t = 0.

• In arithmetic geometry, one often considers schemes U that have no ratio-
nal (or integral) points, like P1 \ {0, 1,∞} over Z, or have none that are
compatible with symmetries or other structure. For instance, this is the
case for the collection of moduli spaces of marked curves Mg,n, for which
Grothendieck had already advertised the use of basepoints “at infinity” in
what later became known as Grothendieck–Teichmüller theory [Gro84].

• In anabelian geometry, a variant of Grothendieck’s section conjecture pre-
dicts that tangential basepoints classify sections of the map from the étale
fundamental group of a hyperbolic curve to the absolute Galois group
[Sti13].

• In mathematical physics, e.g. in the study of Feynman integrals, it is com-
mon to encounter logarithmically divergent integrals that need to be as-
signed finite values by a process of “regularization”. This requires a choice
of scale near the boundary of the integration domain, which as we explain
in [DPP23], is naturally encoded in a family of tangential basepoints.

• Various spaces and maps arising in quantum algebra and topology look
like they should come from algebraic geometry, if only one could allow the
maps to take values at infinity. A key example is the topological operad
of little 2-disks. The space of n little disks embedded in a bigger one is
homotopy equivalent to the configuration space of n distinct points in C,
which is an algebraic variety. However, the topological operation of gluing
smaller disks into bigger ones is not expressible by a map of varieties. In
this paper, building on work of Vaintrob [Vai21], we will explain how one
can nevertheless realize the little disks operad algebro-geometrically—even
over Spec(Z)—as a “virtual logarithmic moduli space of genus zero curves
with a tangential basepoint”, yielding a direct algebro-geometric proof of
its formality, following a strategy of Beilinson [Bei00].

The core difficulty in dealing with tangential basepoints is the need to carry
around the extra data of the tangent vectors, taking care to ensure that all con-
structions are compatible with them. On a case-by-case basis, this is not a major
problem, but when many varieties/schemes start to interact via nontrivial mor-
phisms, as in many of the examples above, it becomes more cumbersome. For
instance, to construct certain cases of motivic fundamental groups with tangential
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basepoints, Deligne–Goncharov [DG05] first introduce extra unnatural basepoints
in the interior and must later eliminate them using transcendental techniques, to
obtain the desired object.

The underlying conceptual issue is ultimately that tangential basepoints are
not truly basepoints in the categorical sense, i.e. maps from the terminal object
∗ = Spec(K) in the category of schemes over K. The purpose of this paper is
to explain how logarithmic algebraic geometry can be used to solve this problem.
However, this requires an addition to the classical theory of log schemes of Fontaine–
Illusie and Kato [Ill94, Kat89], which capitalizes on the following remarkable fact:

Many constructions in log geometry are functorial for a

broader class of morphisms.

Namely, following ideas of Howell [How17] (a variant of which we discovered later
but independently in [DPP23]), we will describe a category of log schemes and
“virtual morphisms”, a natural variant of the classical notion of morphisms. In this
category, tangential basepoints are truly basepoints in the categorical sense:

Tangential basepoints are simply virtual morphisms from

a point.

We also have a functorial theory of Betti and de Rham cohomology, facilitating the
treatment of the scenarios above.

1.2. Virtual morphisms in log geometry. The first step towards realizing tan-
gential basepoints is to enlarge the category of schemes to include more general
objects that encode compactifications and degenerations thereof. Logarithmic ge-
ometry, in the sense of Fontaine–Illusie and Kato [Ill94, Kat89], is a natural such
context. Recall that a logarithmic scheme is a scheme equipped with a factorization
of the natural inclusion O× →֒ O of the invertible functions through an intermedi-
ate sheaf of (multiplicative) monoids M . A compactification X ⊃ U with divisorial
boundary carries a natural such structure, where M is the sheaf of regular func-
tions on X that are invertible on U . The open U is then recovered from (X,M ) as
the locus where M = O×, so that the logarithmic structure “remembers” the fact
that X was obtained by compactifying U . This viewpoint is amplified by Kato–
Nakayama’s construction [KN99] of a topological space associated to fs log schemes
over C, which when applied to a compactifying log scheme as above, produces a
compactification of the complex points U(C) that preserves the homotopy type (in
the analytic topology).

However, enlarging the class of objects in this way does not fully solve the prob-
lem of tangential basepoints. The reason is that if we use the standard notion of
morphisms between log schemes, i.e. morphisms of schemes and monoids respecting
both maps in the factorization O× → M → O, then interiors of compactifications
are preserved. Thus, in particular, a categorical basepoint in a logarithmic com-
pactification is forced to be an ordinary basepoint in U itself. In other words, there
are not enough morphisms in the usual category of log schemes to capture the
notion of a tangential basepoint.

There are also other situations where one may wish to find additional morphisms
in logarithmic geometry. For instance, if L → U is a line bundle that extends to

a line bundle L̃ → X on a compactification X ⊃ U , then there is a log structure
on X whose associated topological space has the homotopy type of the unit circle
bundle of L. However, the isomorphism class of this log structure depends on the
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isomorphism class of the extension L̃. In particular, it can happen that L is trivial,
but the log structure on X is not, so that the latter does not fully reflect the
simplicity of the geometry of L.

A crucial observation, which is a central theme of Howell’s PhD thesis [How17],
is that many constructions in logarithmic geometry—particularly those with a co-
homological flavour—actually only use the map O× → M gp, where M gp is the
group completion of the monoid M ; Howell calls this map the associated “virtual
log structure”. It is therefore profitable to define an alternative notion of mor-
phism between log schemes, by requiring only compatibility with O× → M gp and
dropping compatibility with M → O. In this way, we obtain a category VLogSch

of log schemes and “virtual” morphisms, which contains the classical category of
schemes as a full subcategory (i.e. the morphisms between ordinary schemes are
unchanged), and a functor LogSch → VLogSch which is faithful on the subcate-
gory of log schemes whose sheaf of monoids is integral (i.e. an ordinary morphism is
determined by the corresponding virtual morphism whenever the map M → M gp

is injective). We record some basic properties of this category in Section 2, building
on the results in Howell’s thesis. We include many concrete examples to illustrate
the subtle differences between virtual morphisms and ordinary ones.

1.3. Tangential basepoints as virtual morphisms. In Section 3, we unpack
the definition of virtual morphism in the case of the log structure associated to a
strict normal crossing divisor. This yields the following result, which justifies the
slogan that “tangential basepoints are just points”:

Theorem 1.1. Let X be the log scheme associated to a strict normal crossing divi-
sor D in a smooth variety X over a field K. Let ∗ denote the point Spec(K) equipped
with the trivial log structure. Then virtual morphisms ∗ → X of log schemes over K
are in natural bijection with tangential basepoints for the pair (X,D) in the sense
of Deligne.

We thus propose the concept of virtual morphisms from a point, or simply “vir-
tual points” as a natural notion of tangential basepoints in more general settings,
e.g. if K is replaced by a more general base ring (such as Z), or the smoothness
hypotheses on (X,D) are relaxed. We give some examples of these scenarios in
Section 3.2.

1.4. Virtual morphisms and cohomology. The category VLogSch of virtual
morphisms is also well behaved with respect to basic cohomological invariants of
log schemes, generalizing the (singular) Betti and (algebraic) de Rham cohomology
of varieties. Here, we restrict our attention to the classes of log schemes considered
by Kato–Nakayama in [KN99], for which these cohomology theories are defined.
These give full subcategories

VLogSchsm
K ⊂ VLogSchfs

K ⊂ VLogSchK

consisting of log schemes over a field K satisfying certain smoothness and finiteness
conditions (“ideally smooth” and “fs”, respectively). Kato–Nakayama associate to
such log schemes a topological space KN(X) (when K = C) whose singular coho-
mology defines the Betti cohomology H•

B(X), and an algebraic de Rham complex
Ω•
X (for any K of characteristic zero), whose hypercohomology defines the de Rham

cohomology H•
dR(X). They prove that these are naturally isomorphic as functors

on the category of ideally smooth log schemes and ordinary morphisms.
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Howell [How17, §3.3] explained that the Kato–Nakayama space, and in some
cases the forms, are functorial for virtual morphisms as well. We review and extend
these results in Section 4 through Section 6.

In particular, on the Betti side, the Kato–Nakayama space also has a log struc-
ture, now in the C∞ context of “positive log differentiable spaces” as developed by
Gillam–Molcho [GM15]. We prove that the positive log structure is also functorial
for virtual morphisms, a fact we exploit in [DPP23] to give cohomological meaning
to logarithmically divergent period integrals on algebraic varieties.

Meanwhile, on the de Rham side, we prove that the log de Rham complex Ω•

is functorial for virtual morphisms X → Y , provided that the scheme underlying
X is reduced; since de Rham cohomology is invariant under nilpotent extensions,
its functoriality in general follows. Howell had proven a similar result under the
stronger assumption of integrality. Our proof is similar, but invokes a simple “con-
tinuity principle” (Lemma 2.35) that allows one to make arguments involving the
map M → O from knowledge of O× →֒ M gp, by restricting to the locus where a
given function is invertible.

In summary, we have the following extension of the results in [How17, §3.3]:

Theorem 1.2. The following statements hold.

(1) For K = C, the construction of the positive log differentiable space KN(X)

defines a symmetric monoidal functor on VLogSchfs
C and hence so does the

Betti cohomology H•
B(X) := H• (KN(X);Z).

(2) For any field K of characteristic zero, the construction of the logarithmic
de Rham cohomology H•

dR(X) extends to a symmetric monoidal functor on
VLogSchsm

K .
(3) For K = C, the comparison isomorphism H•

B(X) ⊗ C ∼= H•
dR(X) of Kato–

Nakayama is natural for virtual morphisms, i.e. it is an isomorphism of
symmetric monoidal functors on VLogSchsm

C .

1.5. Virtual morphisms and regularized pullbacks. In Section 3.3 we explain
how the functoriality of cohomology plays out for an important class of virtual mor-
phisms, related to inclusions of strata in normal crossing divisors. We show that the
induced maps on cohomology have a purely classical description as the composition
of specialization maps for punctured tubular neighbourhoods, and pullbacks along
sections of punctured normal bundles. On the level of de Rham cohomology this
amounts to a “regularized pullback” in which logarithmic poles dz

z are formally set
to zero on the divisor z = 0 via a consistent choice of tangential basepoints. It
follows immediately that the periods obtained by pairing relative Betti cycles and
de Rham cocycles of such morphisms can be expressed explicitly as classical periods
in the sense of Kontsevich–Zagier [KZ01].

1.6. Virtual morphisms and little disks. Finally, in Section 8, we apply the for-
malism to give an algebro-geometric construction of the little disks operad via mod-
uli spaces of curves with tangential basepoints, as suggested by Beilinson [Bei00].
It is modelled on an analogous construction of Vaintrob [Vai21] for the framed little
disks operad, which uses ordinary morphisms. However, as observed in §4 of op. cit.,
such morphisms cannot be used in the unframed case. Thus, our construction uses
virtual morphisms in an essential way.

Namely, we construct log schemes FMn, n > 2, lying over the moduli spaces
M0,n+1 of stable marked curves of genus zero. The virtual points of FMn are
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in bijection with stable marked curves of genus zero endowed with a tangential
basepoint at one of the markings, and a choice of first-order smoothing of every
node, in the spirit of Kimura–Stasheff–Voronov [KSV95]. We explain how to lift
the classical maps M0,n+1 × M0,m+1 → M0,n+m+1 that glue marked curves to
virtual morphisms FMn × FMm → FMn+m−1 that are defined via a canonical
recipe for transporting nonzero tangent vectors between different points on a genus
zero curve. The result is the following:

Theorem 1.3. The spaces FMn, n > 2 assemble into an operad in the category
VLogSchsm

Z , whose operad of Kato–Nakayama spaces is isomorphic to the Fulton–
MacPherson model FM of the little disks operad.

As an immediate consequence, we obtain in Section 8.6.3 a new proof of the
following statement.

Corollary 1.4. The little disks operad is formal.

Earlier proofs of this statement were given by Tamarkin [Tam03], Kontsevich
[Kon99] with details by Lambrechts–Volić [LV14], Petersen [Pet14], Cirici–Horel
[CH20], and Drummond-Cole–Horel [DCH21]. Our proof follows Beilinson’s sug-
gestion [Bei00] that formality should be an immediate consequence of the fact that
the little disks operad “comes from an operad in algebraic geometry”. Vaintrob
[Vai21] previously managed to carry out that strategy for the framed little disks
operad using his operad of log schemes and ordinary morphisms (Section 8.4); he
then combined it with an extra argument about the behaviour of the cochain ∞-
functor to deduce formality of the unframed little disks operad. Our proof, which
needs virtual morphisms, is the first direct implementation of Beilinson’s sugges-
tion.

1.7. Open questions and relations to other works.

1.7.1. Motives. Theorem 1.2 above should be the shadow of a motivic structure
associated to log schemes and virtual morphisms. There are nowadays several
approaches to motives of log schemes, e.g. [How17, Shu22, BPØ22, Par22], in which
various parts of this correspondence are made precise, but the comparison between
the different approaches appears to be subtle. It would be interesting and useful
to explicitly formulate the relationships between these constructions. As already
noted by Howell [How17] and explained by Shuklin [Shu22] in the setting of classical
motives, virtual morphisms give rise to motivic specialization functors (see Section 7
below) and shed a new light on the construction of limit motives by Spitzweck
[Spi05], Levine [Lev07], and Ayoub [Ayo07a, Ayo07b].

1.7.2. Other Weil cohomology theories. Relatedly, other Weil cohomology theories,
such as étale and crystalline cohomology, have been extended to the logarithmic
context. Indeed, all of them must extend by the motivic considerations above.
On the other hand, Kato–Nakayama [KN99] proved a direct equivalence between
logarithmic étale and Betti cohomology (with constructible torsion coefficients). It
thus follows indirectly from Theorem 1.2 that étale cohomology for log schemes
over C must also be functorial for virtual morphisms. It would be instructive to
prove the functoriality directly from the definition of étale cohomology and virtual
morphisms, and to do similarly for other Weil cohomology theories.
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1.7.3. Kähler differentials and smoothness. In the classical theory of schemes, there
are many equivalent definitions of smoothness, but their natural analogues in log
geometry do not all coincide. For instance, consider the standard log point ∗log
over a field K. Its Kähler differentials Ω1

∗log/K
are free, and moreover, when K = C

its Kato–Nakayama space is a smooth manifold (the circle S1). However, ∗log
is not considered smooth over K (only “ideally smooth”, which is enough for our
purposes). The reason is that in log geometry, “smoothness” is a condition on infin-
itesimal liftings, which cannot be solved in this case, because there are no ordinary
morphisms Spec(K) → ∗log. In contrast, there are many virtual morphisms, which
suggests that considering virtual infinitesimal liftings in the definition of smooth-
ness may result in a theory in which the log point is smooth and the connection
with Kähler differentials is more direct.

1.7.4. Fundamental groupoids. As illustrated by the example of parenthesized braids
and little disks, the realization of tangential basepoints as virtual morphisms from
a point allows one to give natural constructions of the fundamental groupoid with
tangential basepoints in its various incarnations (de Rham, Betti, étale, etc.). This
will be developed further in future work.

1.7.5. Riemann–Hilbert correspondence and “splittings”. Kato–Nakayama [KN99]
and Ogus [Ogu03] have proven a Riemann–Hilbert correspondence for logarithmic
flat connections on ideally smooth log schemes. This has recently been extended by
Achinger [Ach23] to handle connections with regular singularities at infinity. A key
ingredient in Achinger’s construction is the notion of a “splitting” of a log structure,
which “behaves as if it were a section of the map from [a log scheme] X♯ to its

underlying schemeX♯ even though no such section exists, and in particular it allows
one to turn log connections into classical connections by means of a ‘pull-back’
functor” (op. cit., p. 3). Virtual morphisms give a framework in which this intuition
becomes precise: a splitting of an ideally smooth log scheme is literally equivalent
to a section X♯ → X♯ in the sense of virtual morphisms; see Example 2.15. The
pullback on connections is then induced by the natural pullback on forms.

1.7.6. Deformation quantization. The present work is part of our ongoing project
on the motivic structures arising in deformation quantization of Poisson manifolds,
in which the little disks operad plays an important role. In future work, we will
build on these results to treat the period integrals arising in Kontsevich’s formality
morphism [Kon03] motivically, thus realizing his vision of a motivic Galois action
in deformation quantization [Kon99] that can be directly compared with the known
action of the Grothendieck–Teichmüller group [Dol21, Wil15].

Conventions and notation. Throughout this paper, K is a field. All monoids
are implicitly commutative, and we almost always write the monoid law multi-
plicatively. The main exception is the set N of natural numbers (i.e. non-negative
integers, including zero), which we view as a monoid under addition.

Acknowledgements. We thank Piotr Achinger, Federico Binda, Damien Calaque,
Danny Gillam, Samouil Molcho, Sam Payne, Yiannis Sakellaridis, and Matt Satri-
ano for helpful discussions and correspondence. We are especially grateful to Dan
Petersen for a stimulating conversation at CIRM, which helped refine our ideas
about little disks and virtual morphisms, and prompted us to include them in the
present paper. This work grew out of discussions held by the authors during a
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Research in Pairs activity at the Mathematisches Forschungsinstitut Oberwolfach
(MFO) in 2022 and a Research in Residence activity at the Centre International
de Rencontres Mathématiques (CIRM) in 2024. We thank both institutes for pro-
viding excellent hospitality and working conditions. C. D. was supported by the
Agence Nationale de la Recherche through grants ANR-18-CE40-0017 PERGAMO
and ANR-20-CE40-0016 HighAGT. E. P. was funded as a Royal Society University
Research Fellow through grant URF\R1\201473. B. P. was supported by an Discov-
ery Grant from the Natural Sciences and Engineering Research Council of Canada,
a New university researchers startup grant from the Fonds de recherche du Québec
– Nature et technologies (FRQNT), and a startup grant at McGill University.

2. Virtual morphisms in log geometry

In this section, we describe the notion of virtual morphisms in log geometry and
the basic properties of the resulting category. Even though we only deal with log
schemes, many aspects of the discussion work equally well for log analytic spaces
and other log geometry contexts such as (positive) log differentiable spaces [GM15].
Basic references on log algebraic geometry include [Kat89, Ogu18, Tem23].

2.1. Log structures and log schemes. Recall that a pre-log structure on a
scheme X is a sheaf of monoids MX on X in the étale topology along with a
morphism of sheaves of monoids

αX : MX → OX .

It is called a log structure if the induced morphism

α−1
X (O×

X) → O×
X

is an isomorphism, where O×
X ⊂ OX is the subsheaf of invertible elements. A

(pre-)log scheme is a scheme equipped with a (pre-)log structure. Following the
convention in log geometry, we will often abuse notation and simply write X for
a (pre-)log scheme (X,MX , αX), sometimes denoting by X the underlying scheme
when there is a risk of confusion. If X is a log scheme, we will tacitly identify O×

X

with the submonoid α−1
X (O×

X) of MX , viewing αX as a factorization of the inclusion

of O×
X inside OX :

O×
X →֒ MX

αX−→ OX .

A pre-log structure (MX , αX) has an associated log structure (M log
X , αlog

X ), given
by the pushout

M
log
X := O×

X ⊔
α−1

X
(O×

X
)
MX (1)

together with the map αlog
X : M

log
X → OX induced by the inclusion O×

X →֒ OX and
the map αX : MX → OX . This logification procedure allows one to define new log
structures from old ones, which is convenient because usually the naive operation
only produces a pre-log structure.

Example 2.1 (The spectrum of a log ring). Let M be a monoid, R a commutative
ring and α : M → R a morphism fromM to the multiplicative monoid of R; such a
triple (R,M,α) is called a log ring . This data defines a pre-log structure on X =
Spec(R), for which MX is the constant sheaf with stalk M and αX : MX → OX is
the canonical map induced by α. The logification of this pre-log structure is called
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the spectrum of (R,M,α); we shall typically denote it by Spec(M → R), the map
α being understood. ♦

Example 2.2 (Trivial log structure). A scheme X can be made into a log scheme
with the trivial log structure MX = O×

X , with αX : MX → OX the inclusion. ♦

Example 2.3 (Divisorial log structure). Let X be a scheme and D ⊂ X an effective
Cartier divisor, i.e. a closed subscheme locally defined by the vanishing of a function
which is not a zero divisor. Let j : X \D →֒ X denote the open immersion of its
complement. We have a log structure MX,D = j∗O

×
X\D ∩ OX whose sections are

the regular functions on X which become invertible when restricted to X \D, with
αX,D : MX,D → OX the inclusion. We call this a divisorial log structure. ♦

Given a divisorial log structure we may pull it back to a closed subscheme (in
the sense of Section 2.7 below) to obtain new examples of log structures for which
αX is not injective.

Example 2.4 (The log line). The log line A1
log is the log scheme over K whose

underlying scheme is the affine line A1 = Spec(K[z]) and whose log structure is the
divisorial log structure for the divisor {z = 0}. Concretely, MA1

log
= zNO×

A1 ⊂ OA1

is the sheaf of functions that are expressible as a monomial in z times an invertible
function. Equivalently, A1

log = Spec(zN →֒ K[z]). ♦

Example 2.5 (The log point). The log point ∗log is the log scheme over K whose
underlying scheme is Spec(K) and whose log structure is the pullback of the log
structure of A1

log along the closed immersion i : {0} →֒ A1. Let t denote the germ

at 0 of the coordinate z on A1. Then M∗log
has global sections given by K×tN, the

product of K× with the free monoid generated by t, and α is given by “evaluation
at t = 0”:

α : K×tN → K λtj 7→ λ0j :=

{
λ if j = 0

0 if j > 0.

Equivalently, ∗log = Spec(tN → K[t]/(t)). ♦

2.2. Ordinary and virtual morphisms. Recall that a morphism of (pre-)log
schemes φ : X → Y is a morphism of schemes φ : X → Y together with a mor-

phism of sheaves of monoids φ∗ : φ−1
MY → MX such that the following diagram

commutes, where the bottom horizontal arrow is the usual pullback of functions.

φ−1
MY MX

φ−1OY OX

φ∗

αY αX

φ∗

(2)

We will refer to such morphisms as ordinary morphisms, to distinguish them
from the virtual morphisms we will now consider.

To formulate the notion of virtual morphisms, recall that the group completion
of a sheaf of (commutative) monoids M is the universal sheaf of (abelian) groups
M gp receiving a homomorphism from M . The natural map M → M gp is injective
if and only if M is integral, i.e. satisfies the cancellation law (fg = fh implies g = h
for any local sections f, g, h of M gp).
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Definition 2.6. Let X and Y be log schemes. A virtual morphism X → Y
is a pair (φ, φ∗) consisting of a morphism of schemes φ : X → Y , and a morphism

φ∗ : φ−1
M

gp
Y → M

gp
X of sheaves of groups, making the following diagram commute:

φ−1O×
Y O×

X

φ−1
M

gp
Y M

gp
X

φ∗

φ∗

(3)

Remark 2.7. By the universal property of group completion, the datum of φ∗ is
equivalent to the datum of a morphism φ−1

MY → M
gp
X . ♦

There are two notable differences between the notions of ordinary and virtual
morphisms, illustrated by examples below (Section 2.4).

(1) Firstly, the notion of virtual morphism does not require compatibility of
pullback with the maps α, only with invertible functions. If Y is a log
scheme, let us say that a section f of MY is a phantom if αY (f) = 0. If
φ : X → Y is an ordinary morphism, then the commutativity of (2) implies
that every phantom f ∈ φ−1

MY pulls back to a phantom φ∗f ∈ MX , and

more generally if f ∈ φ−1
MY is such that φ∗αY (f) = 0 (i.e. f is a phantom

“relative to φ”), then φ∗f ∈ MX is a phantom. For a virtual morphism, this
is no longer true and therefore virtual morphisms are allowed to “breathe
life into phantoms” by pulling them back to non-phantoms, but the axiom
asserts that they cannot change the values assigned to invertible functions.

(2) Secondly, the pullback happens at the level of the group completions of
the sheaves of monoids and produces formal quotients of monoid elements
which are no longer associated to functions on the underlying scheme—
this explains the terminology “virtual” (as in “virtual representation of a
group”). For instance, for the log point ∗log (Example 2.5), the monoid
element t corresponds to the function α(t) = 0 on the point, but its inverse
t−1 does not correspond to any function.

2.3. Categories of log schemes. Note that virtual morphisms of log schemes
may be composed in the same way as ordinary morphisms: one simply composes
the underlying morphisms of schemes and sheaves.

Definition 2.8. We denote by VLogSch the category of log schemes with virtual
morphisms, and by LogSch the category of log schemes with ordinary morphisms.

Thus LogSch and VLogSch have the same objects, but the morphisms are
different. Every ordinary morphism X → Y gives rise to a virtual morphism
X → Y by replacing the pullback map φ∗ : φ−1

MY → MX with the induced map

φ−1
M

gp
Y → M

gp
X . Note that the former is completely determined by the latter if

MX is integral. Thus we have a functor

LogSch → VLogSch

which is faithful on the subcategory of integral log schemes. Note that even in the
integral setting there are more virtual isomorphisms (isomorphisms in VLogSch)
than ordinary isomorphisms (isomorphisms in LogSch); see Example 2.12, Example 2.21
and Example 2.22 below.
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We may also consider categories of log schemes relative to a base, as follows. For
a log scheme S, we denote by LogSchS (respectively, VLogSchS) the slice category
LogSch/S (resp. VLogSch/S), whose objects are log schemes X equipped with
an ordinary (resp. virtual) morphism of log schemes X → S, and whose morphisms
are ordinary morphisms (resp. virtual morphisms) X → Y commuting with the
morphisms to S. Clearly, VLogSchS has more objects than LogSchS in general—
but not if S has the trivial log structure, thanks to the following lemma, which is
immediate from the definitions:

Lemma 2.9. Let S be a scheme viewed as a log scheme with the trivial log structure.
Then any virtual morphism of log schemes X → S is ordinary, i.e., is simply the
datum of a morphism of schemes X → S.

In particular, if K is a ring and S is the “point” ∗ := Spec(K) with the trivial
log structure, we get the categories LogSchK and VLogSchK whose objects are
log schemes over K in the usual sense.

2.4. Examples of virtual morphisms. The following examples illustrate the
differences between the notions of ordinary and virtual morphisms.

Example 2.10 (Virtual morphisms to a log point). LetX be a log scheme overK and
∗log be the log point (Example 2.5). A virtual morphism f : X → ∗log of log schemes
over K is equivalent to the datum of a group homomorphism tZ → M gp(X) :=
Γ(X,M gp

X ), i.e., an element f∗(t) ∈ M gp(X). Thus virtual morphisms X → ∗log of
log schemes over K are in bijection with M gp(X). In contrast, ordinary morphisms
X → ∗log are in bijection with M phan(X) ⊂ M (X), the ideal of phantom global
sections of MX , i.e. those sent to zero by αX . ♦

Example 2.11 (Virtual points of a log point). As a special case of the previous
example, letX = ∗ denote the point Spec(K) equipped with the trivial log structure.
There is a unique morphism p : ∗log → ∗ of log schemes over K, given by the identity
map of Spec(K), with the map of monoids of global sections given by the inclusion
K× →֒ K×tN. Meanwhile, a virtual morphism

s : ∗ → ∗log

of log schemes over K is determined by an element s∗(t) = λ ∈ K×. On global
sections, s∗ : K×tN → K× is the morphism of monoids given by evaluation at t = λ.
Thus virtual morphisms ∗ → ∗log of log schemes over K are in bijection with K×,
and are all sections of p : ∗log → ∗. Note, however, that there are no ordinary
morphisms from ∗ to ∗log. Indeed, since α(t) = 0, an ordinary morphism would
have to send t to a phantom in K×, of which there are none. ♦

Example 2.12 (Automorphisms of the log point). A virtual automorphism f of the
log point ∗log over K is equivalent to the datum of

f∗(t) = λtj with λ ∈ K× and j ∈ {−1, 1}.

It is an ordinary automorphism if and only if j = 1. ♦

Example 2.13 (Retraction from a log line to a log point). Let X = A1
log be the

log line (Example 2.4). Letting j : A1 \ {0} →֒ A1, the group completion of MX =
zNO×

A1 is M
gp
X = j∗O

×
A1\{0}, , the sheaf of rational functions that are regular and
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invertible away from zero. Thus the global sections are given by M gp(X) = K×zZ,
the set of Laurent monomials in z. A virtual morphism

r : A1
log → ∗log

of log schemes over K is thus determined by an element r∗(t) = µzj with µ ∈ K×

and j ∈ Z. If µ = 1 and j = 1, then r is a retraction of the ordinary morphism
i : ∗log →֒ A1

log defined by i∗(z) = t. Note, however, that there are no ordinary

morphisms from A1
log to ∗log because MA1

log
has no phantoms. ♦

Example 2.14 (Mapping a divisorial log structure to a log point). More generally, let
X = (X,D) be a divisorial log scheme over K (Example 2.3). Letting j : X \D →֒
X, we have M

gp
X = j∗O

×
X\D, the sheaf of rational functions that are regular and

invertible on X \ D. Therefore virtual morphisms X → ∗log of log schemes over
K are in bijection with M gp(X) = O×(X \ D), or equivalently maps of schemes
X \D → Gm over K. ♦

Example 2.15 (Splittings). Let X be a log scheme and let X be the underlying
scheme, viewed as a log scheme with trivial log structure. Then there is a canonical
ordinary morphism π : X → X , given by the inclusion O×

X →֒ MX of sheaves
of monoids. When the log structure of X is nontrivial, this morphism does not
admit any ordinary sections, i.e. ordinary morphisms s : X → X such that π ◦
s = idX . However it may admit virtual sections: these are equivalent to monoid

homomorphisms MX → O×
X that split the inclusion. For integral monoids, such a

morphism is equivalent to a section of the projection MX → MX/O
×
X ; the latter

were called “splittings” of the log structure in [Ach23]. ♦

2.5. Deligne–Faltings log schemes and virtual morphisms.

2.5.1. Definitions. Let X be a scheme. A split vector bundle over X is a vector
bundle E over X equipped with a decomposition

E = L1 ⊕ · · · ⊕ Ln (4)

as a direct sum of line subbundles. (The ordering of those line subbundles is not
part of the data and simply appears here for convenience of notation.) Equivalently,
it is a vector bundle equipped with a reduction of its structure group to a torus
(Gm)n. The interior of E is the associated (Gm)n-bundle

E◦ = L×
1 ×X · · · ×X L×

n .

The torus (Gm)n acts on both E and E◦ by rescaling in each line bundle.
A function E → A1 (resp. E◦ → Gm) over some étale open of X is monomial

if it is equivariant with respect to a character (Gm)n → Gm. If t1, . . . , tn are local
linear coordinates on the fibres of L1, . . . , Ln, then a monomial function E → A1 is
expressed as

f = g(x) ta11 · · · tann (5)

with ai ∈ N and g ∈ OX . Similarly, a monomial function E◦ → Gm has the form

f = h(x) tb11 · · · tbnn

with bi ∈ Z and h ∈ O×
X .
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Definition 2.16. A Deligne–Faltings datum is a triple (X,D,E) where X is a
scheme, D ⊂ X is an effective Cartier divisor and E → X is a split vector bundle.
The associated Deligne–Faltings log scheme is the scheme X equipped with
the log structure MX,D,E whose sections are the monomial functions on E that are
nonvanishing on E◦|X\D, with αX,D,E : MX,D,E → OX given by the restriction of
functions to the zero section of E.

A section of MX,D,E locally has the form (5) with ai ∈ N and g ∈ MX,D ⊂ OX

a regular function that is invertible on X \D. Then we have

αX,D,E(f) =

{
g if a1 = · · · = an = 0;

0 otherwise.

More invariantly, we have

MX,D,E
∼= MX,D · (L ∨×

1 )N · · · (L ∨×
n )N (6)

with L
∨×
i the sheaf of nonvanishing sections of L∨

i , and αX,D,E : MX,D,E → OX

given by extending the map MX,D → OX via L
∨×
i 7→ 0.

The canonical projection (X,MX,D,E) → X factors uniquely through a mor-
phism (X,MX,D,E) → (X,MX,D) to the divisorial log structure of (X,D).

2.5.2. Morphisms as monomial maps. Let E =
⊕n

i=1 Li and E
′ =

⊕n′

j=1 L
′
j be split

vector bundles overX. A morphism E → E′ (resp. E◦ → E′◦) of schemes overX is

monomial if it is equivariant with respect to a morphism of tori (Gm)n → (Gm)n
′

.
Concretely, a monomial morphism E → E′ is expressed in local trivializations of
the line bundles by a formula

(t1, . . . , tn) 7→

(
g1(x)

∏

i

t
ai,1
i , . . . , gn′(x)

∏

i

t
ai,n′

i

)
(7)

with ai,j ∈ N and gj ∈ OX . Similarly, a monomial morphism E◦ → E′◦ has the
form

(t1, . . . , tn) 7→

(
h1(x)

∏

i

t
bi,1
i , . . . , hn′(x)

∏

i

t
bi,n′

i

)
(8)

with bi,j ∈ Z and hj ∈ O×
X .

Definition 2.17. Consider two Deligne–Faltings data (X,D,E) and (X,D,E′)
with the same underlying divisor.

(1) An ordinary monomial map from (X,D,E) to (X,D,E′) is a monomial
map E → E′ which sends the zero section of E to the zero section of E′

and whose restriction to X \D sends E◦|X\D to E′◦|X\D.

(2) A virtual monomial map from (X,D,E) to (X,D,E′) is a monomial
map E◦|X\D → E′◦|X\D.

Concretely, an ordinary monomial map is expressed locally by a formula (7),
with ai,j ∈ N such that

∑
i ai,j > 0 for all j, and with gj ∈ MX,D ⊂ OX functions

on X which are invertible on X \ D. Likewise, a virtual monomial map has the
form (8) with bi,j ∈ Z and hj ∈ O×

X\D.

Note that the set of ordinary monomial maps injects in the set of virtual mono-
mial maps because restriction of functions from X to X \D is injective.
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Proposition 2.18. Consider two Deligne–Faltings data (X,D,E) and (X,D,E′).
There is a natural bijection between ordinary (resp. virtual) monomial maps

(X,D,E) → (X,D,E′)

and ordinary (resp. virtual) morphisms

(X,MX,D,E) → (X,MX,D,E′)

of log schemes over (X,MX,D), compatible with composition.

Proof. This is an easy consequence of the definitions, so we shall only sketch the
main points of the proof. Consider the following recipes to construct a logarithmic
morphism from a monomial map:

(1) Let ϕ : (X,D,E) → (X,D,E′) be an ordinary monomial map. The pull-
back by ϕ of a monomial function on E′ is a monomial function on E, and
since ϕ sends E◦|X\D to E′◦|X\D, we get a morphism of sheaves of monoids

ϕ∗ : MX,D,E′ → MX,D,E

which is the identity on MX,D. The fact that ϕ sends the zero section of
E to the zero section of E′ gives the compatibility of ϕ∗ with αX,D,E and
αX,D,E′ , hence an ordinary morphism (X,MX,D,E) → (X,MX,D,E′).

(2) Let ϕ : (X,D,E) → (X,D,E′) be a virtual monomial map. Note that
M

gp
X,D,E consists of monomial functions E◦|X\D → Gm and therefore we

get a morphism of sheaves of monoids

ϕ∗ : M
gp
X,D,E′ → M

gp
X,D,E

which is the identity of MX,D, hence a virtual morphism (X,MX,D,E) →
(X,MX,D,E′).

These recipes are clearly compatible with composition of morphisms, and one easily
checks that they give bijections between ordinary (respectively, virtual) monomial
maps and ordinary (resp. virtual) morphisms, as claimed. �

From now on, in the Deligne–Faltings setting, we will use the notions of Deligne–
Faltings data with monomial maps and Deligne–Faltings log schemes with logarith-
mic morphisms interchangeably. For instance, we may simply refer to a “virtual
morphism of Deligne–Faltings log schemes (X,D,E) → (X,D,E′)”.

2.5.3. Examples. The following are some key examples of morphisms between Deligne–
Faltings log schemes.

Example 2.19 (Linear maps). The simplest example of an ordinary (respectively,
virtual) monomial map is a morphism of vector bundles E → E′ (resp. E|X\D →

E′|X\D) that induces an injection of each line Li|X\D into some line L′
j(i)|X\D. ♦

Example 2.20 (Pairings). Let L1, L2 and N be line bundles on X, and let

〈−,−〉 : L1 ⊗ L2 → N

be a bilinear pairing that is nondegenerate over X \ D. Then 〈−,−〉 defines an
ordinary monomial map (X,D,L1 ⊕ L2) → (X,D,N). Similarly, a nondegenerate
bilinear pairing defined over X \ D (possibly with poles on D) gives a virtual
monomial map. ♦
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Example 2.21 (Inverting a line bundle). Let L→ X be a line bundle over a scheme,
and form the log schemes X+ = (X,MX,∅,L) and X− = (X,MX,∅,L∨) associated
to L and its dual. Inverting non-vanishing sections on the fibres produces a virtual
isomorphism X+ → X− which is not ordinary. ♦

Example 2.22 (Virtual isomorphisms of Deligne–Faltings log structures). Up to vir-
tual isomorphism, the log structure associated to a Deligne–Faltings triple (X,D,E)
depends only on the restriction of the split vector bundle E to the open set X \D.
For instance, let L and L′ be two line bundles on X and consider the Deligne–
Faltings log schemes X = (X,MX,D,L) and X

′ = (X,MX,D,L′). Then any isomor-
phism

L|X\D
∼= L′|X\D. (9)

gives a virtual isomorphism X ∼= X ′. In contrast, an ordinary isomorphism is
equivalent to an isomorphism L ∼= L′ defined over all of X .

As an important special case, if L|X\D is trivial, then any trivialization gives
rise to a virtual isomorphism

X ∼= (X,MX,D)× ∗log,

of log schemes overX. In contrast, these log schemes are isomorphic in the ordinary
sense if and only if L is trivial over all of X. ♦

2.6. Logification. The notion of virtual morphism can be naturally extended to
pre-log schemes at the cost of a slightly more complicated definition, as follows:

Definition 2.23. IfX and Y are pre-log schemes, a virtual morphism φ : X → Y
is a tuple φ = (φ, φ∗0, φ

∗) consisting of a morphism of schemes φ : X → Y together

with a morphism φ∗0 : φ
−1α−1

Y (O×
Y ) → α−1

X (O×
X) of sheaves of monoids and a mor-

phism φ∗ : φ−1
M

gp
Y → M

gp
X of sheaves of groups, making the following diagram

commute:

φ−1O×
Y φ−1α−1

Y (O×
Y ) φ−1

MY φ−1
M

gp
Y

O×
X α−1

X (O×
X) MX M

gp
X

φ∗

αY

φ∗
0 φ∗

αX

(10)

Remark 2.24. If MX is integral, then φ∗0 is uniquely determined by φ∗. ♦

Remark 2.25. If the pre-log schemes X and Y are log schemes, i.e. α−1O× ∼=
O×, then the left square in (10) is redundant, so that Definition 2.23 reduces to
Definition 2.6. ♦

For a pre-log schemeX = (X,MX , αX), we denote byX log = (X,M log
X , αlog

X ) the

log scheme obtained by the logification procedure. The morphism MX → M
log
X

induces an ordinary morphism of pre-log schemes X log → X , whose underlying
morphism of schemes is idX . To understand its interaction with virtual morphisms,
we require the following observation, which is an immediate consequence of the
universal properties of pushouts and group completions:

Lemma 2.26. We have a canonical isomorphism

(M log
X )gp ∼= O×

X ⊔
α−1

X
(O×

X
)
M

gp
X

commuting with the natural maps from O×
X .
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Now observe that the commutativity of the diagram (10) defining virtual mor-
phisms implies that a virtual morphisms of pre-log schemes X → Y induces a

morphism of the pushouts describing the group completions of M
log
X and M

log
Y in

Lemma 2.26. Thus, by the universal property of pushouts, we obtain the following
compatibility of virtual morphisms and logification.

Lemma 2.27. If φ : X → Y is a virtual morphism of pre-log schemes, then there is
a unique virtual morphism of log schemes φlog : X log → Y log such that the following
induced diagram of virtual morphisms of pre-log schemes commutes.

X log Y log

X Y

φlog

φ

Corollary 2.28. If X is a log scheme and Y is a pre-log scheme, then virtual mor-
phisms of log schemes X → Y log are naturally in bijection with virtual morphisms
of pre-log schemes X → Y .

2.7. Pullback. One particularly important application of logification is the con-
struction of pullback log structures. Let Y = (Y ,MY , αY ) be a log scheme, and let
φ : X → Y be a morphism of schemes. The composition

φ−1
MY φ−1OY OX

φ−1αY φ∗

is a pre-log structure on X. The associated log structure is called the pullback of
MY along φ and denoted by φ∗

MY .
The map of schemes φ then lifts canonically to an ordinary morphism of log

schemes (X,φ∗MY ) → Y that has the following universal property, which follows
immediately from the definitions and Lemma 2.27.

Lemma 2.29. If X and Y are log schemes, then every virtual morphism φ : X → Y
factors uniquely through the pullback φ∗MY , i.e. there is a unique virtual morphism

X → (X,φ∗MY ) making the following diagram commute:

X Y

(X,φ∗MY )

φ

Example 2.30 (Pullbacks to divisors). Let φ : D →֒ X be the inclusion of an effective

Cartier divisor. Then the pullback (D,φ∗MX,D) is identified with the Deligne–
Faltings log scheme (D,∅, N) associated to the normal bundle N := OX(D)|D.
Thus, if E → D and F → X are split vector bundles, then lifts of the inclusion φ to
an ordinary (resp. virtual) morphism (D,MD,∅,E) → (X,MX,D,F ) are in bijection
with ordinary (resp. virtual) monomial maps (D,∅, E) → (D,∅, N ⊕ φ∗F ). ♦

2.8. Reduction. We will need to understand how nilpotent functions interact with
virtual morphisms when discussing differential forms. For this, let X be a log
scheme and let Xred denote the log scheme obtained by equipping the underlying
reduced scheme Xred with the pullback log structure via the closed embedding
Xred →֒ X. This construction is functorial for virtual morphisms, as follows.
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Lemma 2.31. Let φ : X → Y be a virtual morphism of log schemes. Then there is a
unique virtual morphism φred : Xred → Yred making the following diagram commute:

Xred Yred

X Y

φred

φ

Proof. Recall that an element f ∈ O is invertible if and only if its image in the
reduced ring Ored is invertible. It follows that for the induced pre-log structure
αred : M → Ored on the reduction, we have α−1

red(O
×
red) = α−1(O×). Thus a virtual

morphism φ : X → Y induces a virtual morphism of the reduced pre-log structures,
giving the desired morphism Xred → Yred by logification via Lemma 2.27. �

2.9. Products. Let us recall the classical construction of fibre products in the
category of log schemes and ordinary morphisms. Let aX : X → S and aY : Y → S
be ordinary morphisms of log schemes. We form the fibre product of the underlying
morphisms of schemes, as follows:

X ×S Y X

Y S

p
X

p
Y

p
aX

aY

On X ×S Y , we have the pullback log structures from X , Y , and S, and we can
consider the following pushout of sheaves of monoids on X ×S Y .

p∗MS p∗
X

MX

p∗
Y

MY MX×SY

a∗X

a∗Y

By [Ogu18, III, Proposition 1.1.3, Proposition 2.1.2], this produces a log structure
on X ×S Y , and (ordinary) morphisms of log schemes pX : X ×S Y → X and
pY : X ×S Y → Y , making X ×S Y the fibre product of X and Y in LogSch. It is
also the fibre product in the category of virtual morphisms:

Lemma 2.32. Let X → S and Y → S be ordinary morphisms of log schemes.
Then X ×S Y is the fibre product of X and Y over S in the category VLogSch.

If S has trivial log structure, then the structure maps X → S of all objects of
VLogSchS are ordinary by Lemma 2.9, and hence we have the following.

Corollary 2.33. If S is an ordinary scheme, then the category VLogSchS has all
finite products.

Proof of Lemma 2.32. Let φ : Z → X and ψ : Z → Y be virtual morphisms of log
schemes such that aX ◦ φ = aY ◦ ψ. We consider the following diagram of virtual
morphisms of log schemes. We must construct a virtual morphism ξ, making the
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diagram commute:

Z

X ×S Y X

Y S

ξ

φ

ψ

pX

pY aX

aY

To this end, let ξ = (φ, ψ) : Z → X ×S Y be the morphism of schemes induced by
φ and ψ. The morphisms

ξ∗p∗
X

MX = φ∗MX
φ∗

−→ M
gp
Z and ξ∗p∗

Y
MY = ψ∗

MY
ψ∗

−→ M
gp
Z

induce a morphism ξ∗ : ξ∗MX×SY → M
gp
Z because for every section m of p∗MS

we have φ∗a∗X(m) = ψ∗a∗Y (m) by assumption. The fact that ξ = (ξ, ξ∗) is a virtual
morphism of log schemes follows from the fact that φ and ψ are. One easily checks
that it is the unique such virtual morphism, and the claim follows. �

We do not know whether all fibre products exist in VLogSch. However, even
when they do, the underlying scheme of the fibre product is not always the fibre
product of the underlying schemes, as the following elementary example shows.
This is a clear departure from the case of ordinary morphisms treated above.

Example 2.34. Recall from Example 2.11 that virtual morphisms ∗ → ∗log over
K are in bijection with invertible scalars K×. Let X,Y = ∗, equipped with the
virtual morphisms to S = ∗log given by scalars λ, µ ∈ K×, with λ 6= µ. Given a
commutative diagram of virtual morphisms log schemes

Z ∗

∗ ∗log

one must have the equality λ = µ in Γ(Z,O×
Z ), and hence Z = ∅. The fibre product

of X and Y over S therefore exists, but is empty:

X ×S Y = ∅.

Meanwhile, the fibre product of the underlying schemes is given by

X ×S Y = ∗ ×∗ ∗ ∼= ∗,

which is non-empty. ♦

2.10. Continuity principle. When dealing with virtual morphisms, it is some-
times convenient to make arguments in which one uses the axiom of a virtual
morphism to check a property on the locus where some function is invertible, and
then deduces that the property must actually hold everywhere by continuity. This
typically works best when the scheme is reduced and irreducible, i.e. integral, to
eliminate the possibility of functions such as ε ∈ K[ε]/(ε2) or x ∈ K[x, y]/(xy) that
are neither “generically zero” nor “generically invertible”. We encapsulate this in
the following.
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Lemma 2.35 (Continuity principle). Let φ : X → Y be a virtual morphism of log
schemes, where X is integral, and let η ∈ X be the generic point. Then for every
f ∈ Γ(Y,MY ), either

φ∗αY (f) = 0

or f ∈ O×
Y,φ(η), and

αX(φ∗f) = φ∗αY (f)

as elements of O(X).

Proof. The local ring OX,η is a field, so if φ∗αY (f) is nonzero, it is a unit in OX,η.

Therefore αY (f) must be a unit in OY,φ(η). �

The following examples shows that the hypothesis of integrality is essential:

Example 2.36. Let K be a field and let X := Spec(tN → k[ε]/(ε2); t 7→ ε), be the
log scheme over K obtained by pulling back the standard log structure on A1

log to

the first-order neighbourhood of 0. Note that ε /∈ O×
X . Hence, for any a, b ∈ K×,

there is a unique virtual morphism φa,b : X → X such that

φ∗
a,b

(ε) = aε φ∗a,b(t) = bt.

Note that φa,b is an ordinary morphism if and only if a = b. On the other hand, if
a 6= b, the conclusion of the continuity principle (Lemma 2.35) fails, since φ∗

a,b
α(t) =

φ∗
a,b
ε = aε is nonzero, but is also not equal to α(φ∗a,b(t)) = α(bt) = bε. ♦

Example 2.37. Let Y = Spec(tN →֒ k[z]; t 7→ z) be the log line and let X =
Spec(wN →֒ K[x, y]/(xy);w 7→ x− y). Geometrically, X is the log scheme given by
equipping the coordinate axes in A2 with the divisorial log structure associated to
the pullback of the diagonal {x = y} ⊂ A2.

Consider the maps of rings and monoids defined by

φ∗z = x ∈ OX φ∗t = w ∈ MX

Note that we have

φ∗αY (t) = φ∗z = x αXφ
∗(t) = αX(w) = x− y.

We claim that φ is a virtual morphism. Indeed, for this we need only check that
αXφ

∗(t) = φ∗αY (t) over the locus where t ∈ O×
Y . But this locus is precisely the

open set U := {z 6= 0} ⊂ A1, whose preimage V := φ−1(U) ⊂ X is the x-axis
punctured at the origin. Hence y vanishes on V so that φ∗αY (t) and αXφ

∗(t) agree
there.

Now observe that X has two generic points η1 and η2, corresponding to the
y-axis (where x = 0) and the x-axis (where y = 0), respectively. At η1 we have
φ∗αY (t) = 0 6= αXφ

∗(t), while at η2 we have αXφ
∗t = w = x = φ∗αY z, so that η1

and η2 exhibit the two distinct possibilities in the continuity principle. ♦

3. Tangential basepoints as virtual points

In this section, we connect the notion of virtual morphism with Deligne’s notion
of tangential basepoint from [Del89, §15]. A similar discussion in the setting of
manifolds with corners can be found in [DPP23]. Throughout this section, we
consider a pair (X,D) where X is a regular scheme over a field K and D ⊂ X is a
normal crossing divisor, which for simplicity we assume to be strict. We equip X
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with the corresponding divisorial log structure and denote the resulting log scheme
by X . It is such that αX : MX → OX is the inclusion of the subsheaf of regular
functions that are invertible on X \D. Recall that if j : X \D →֒ X denotes the
open immersion, then M

gp
X = j∗O

×
X\D is the sheaf of rational functions that are

regular and invertible on X \D.

3.1. Tangential basepoints as virtual morphisms. The divisorD gives a strat-
ification

X = X0 ⊔X1 ⊔X2 ⊔ · · ·

by regular locally closed subschemes, where Xj is the locus where j irreducible
components of D meet. If x ∈ Xj , then D is defined locally by an equation of
the form z1 · · · zj = 0 where z1, . . . , zj ∈ OX,x are functions whose differentials
are linearly independent at x, and Xj is locally identified with the locus where
z1 = · · · = zj = 0.

Associated to any K-point x ∈ X(K) is its normal space Nx(X,D), defined as
the Zariski normal space of the unique stratum through x, i.e.

Nx(X,D) := TxX/TxXj where x ∈ Xj(K).

LetD1, . . . , Dj denote the local branches ofD passing through x, and letNx(X,Di) =
TxX/TxDi denote their normal spaces, each of which is a one-dimensional vector
space over K. Then the natural projection

Nx(X,D) →

j⊕

i=1

Nx(X,Di) (11)

is an isomorphism.

Definition 3.1. A normal vector of (X,D) at x is an element of the normal
space Nx(X,D). It is called inward pointing if its projection to Nx(X,Di) is
nonvanishing for every local branch Di of D at x. We denote the set of inward-
pointing normal vectors by N◦

x(X,D).

In local coordinates as above, Di is given by the equation {zi = 0} and a normal
vector of (X,D) at x has the form

v = v1∂z1 |x + · · ·+ vj∂zj |x (12)

with each vi ∈ K. It is inward-pointing if and only if vi ∈ K× for all i. More
intrinsically, the isomorphism (11) implies that the set of inward-pointing normal
vectors of (X,D) at x is a torsor for the group (K×)j .

Definition 3.2. A tangential basepoint of (X,D) is a pair (x, v) where x ∈ X(K)
is a K-point and v ∈ N◦

x(X,D) is an inward-pointing normal vector based at x.

Remark 3.3. For x ∈ X0(K) = X(K) \ D(K), we are in the j = 0 case and there
is a unique normal vector of (X,D) at x, which is inward-pointing. Therefore a
K-point of X \D is a special case of a tangential basepoint of (X,D). ♦

Example 3.4. Let X = A1 with coordinate z, and D = {0}. A tangential basepoint
of (A1, {0}) is either a K-point of A1\{0} or a non-zero tangent vector at 0, denoted
by c ∂z|0 with c ∈ K×. ♦

Recall that X denotes the log scheme over K defined by the pair (X,D). Virtual
morphisms are a natural geometric language to talk about tangential basepoints,
in the following sense.
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Theorem 3.5. Virtual morphisms ∗ → X of log schemes over K are in canonical
bijection with tangential basepoints of (X,D).

Proof. According to Lemma 2.29, a virtual morphism ∗ → X is the same thing
as the data of a rational point x ∈ X(K), viewed as a morphism of K-schemes
x : Spec(K) → X, along with a virtual morphism from ∗ to the pullback of the log
structure,

(Spec(K),O×
Spec(K) → OSpec(K)) −→ (Spec(K),MX |x → OSpec(K)), (13)

whose underlying morphism of schemes is the identity of Spec(K). Since the normal
crossing divisor D is strict, one sees that the log structure MX |x is constant, i.e.
induced by a constant pre-log structure. Indeed, if z1, . . . , zj are local defining
equations for the components of D near x as above, then

Γ(Spec(K),MX |x) ∼= K×zN1 z
N
2 · · · zNj

and MX |x is induced by the constant pre-log structure

Nj → Γ(Spec(K),MX |x) , (k1, . . . , kj) → zk11 · · · z
kj
j .

It is therefore (non-canonically) isomorphic to (∗log)
j . Thus, following Example 2.10,

a virtual morphism (13) is equivalent to the datum of a group homomorphism

Γ(Spec(K),M gp
X |x) → K× (14)

which acts as the identity on K×. This is given by a collection of j non-zero scalars
(v1, . . . , vj) ∈ (K×)j , with vi the image of zi. Associating to this tuple the tangential
basepoint v1∂z1 |x+ · · ·+vj∂zj |x gives a bijection between virtual morphisms ∗ → X
and tangential basepoints, as claimed.

To check that the bijection is independent of choices of local coordinates for
D, we recast it in a more coordinate-free way as follows. For a point x ∈ X(K),
write Nx := Nx(X,D) and Nx,i := Nx(X,Di) for each local branch Di of D at x.
The decomposition (11) gives a dual decomposition N∨

x
∼=
⊕

iN
∨
x,i of the conormal

space, and we denote by

Mx ⊂ SymK(N
∨
x ) = O(Nx)

the monoid of regular functions on Nx that are monomial with respect to this
decomposition, i.e. which can be written as products of element of K× and invert-
ible elements of the conormal lines N∨

x,1, . . . , N
∨
x,j of the divisor components. In

coordinates,
Mx = K×(dz1|x)

N · · · (dzj |x)
N.

The morphism of monoids α : Mx → K given by the evaluation at the origin in
Nx, i.e. by α(dzi|x) = 0, induces a (constant) log structure on the point Spec(K),
non-canonically isomorphic to (∗log)

j . If f is a section of MX in a neighbourhood of
x, then its leading Taylor monomial in the normal direction is naturally an element
of Mx, and this gives a canonical isomorphism

Γ(Spec(K),MX |x) ∼=Mx

of log structures on Spec(K); it is given concretely by

λ zk11 · · · z
kj
j 7→ λ(dz1|x)

k1 · · · (dzj |x)
kj

for λ ∈ K× and k1, . . . , kj > 0. Therefore, a morphism (14) is equivalent to a
morphism of monoids Mx → K× which acts as the identity on K×. Clearly, such a
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morphism of monoids is equivalent to a linear map N∨
x → K whose restriction to

each conormal line is non-zero. This is the same thing as a tangential basepoint of
(X,D) at x. �

3.2. More general tangential basepoints as virtual points. The term “tan-
gential basepoint” is typically used in the context of a (strict) normal crossing
divisor in a smooth variety over a field. Theorem 3.5 suggests that “virtual mor-
phisms from a point” give a natural notion of tangential basepoints in more general
situations. For instance, this notion makes sense for a more general base, for normal
crossing divisors that are not necessarily strict, and for varieties that are singular.
We therefore make the following general definition.

Definition 3.6 (Virtual point). Let π : X → S be a virtual morphism of log
schemes. A virtual S-point of X is a virtual morphism x : S → X such that
π ◦ x = idS . We denote by X(S) the set of virtual S-points of X , or equivalently:

X(S) = HomVLogSchS
(S,X).

We note that virtual points behave as expected with respect to fibre products
(of ordinary morphisms) thanks to Lemma 2.32.

Corollary 3.7. For ordinary morphisms X,Y → S, we have bijections

(X ×S Y )(S) ∼= X(S)× Y (S).

that are natural in X,Y and S.

We now illustrate the notion of virtual point with some examples.

3.2.1. Examples of tangential basepoints over Z. Let X be the divisorial log scheme
over Z associated to the pair (X,D) := (P1

Z, {0, 1,∞}), which is the setting in which
tangential basepoints were first defined [Del89]. Note that X \D = P1 \ {0, 1,∞}
does not have any Z-points. Let z be the standard coordinate on A1 = P1 \ {∞},
and let w = z−1 be the standard coordinate at infinity. Since Z× = {±1}, one sees
by adapting the proof of Theorem 3.5 that X has exactly two virtual Z-points at
each of the three points 0, 1,∞ ∈ P1(Z), namely the “unit” tangential basepoints

±∂z|0 ∈ T0P
1
Z ± ∂z |1 = ∓∂w|1 ∈ T1P

1
Z ± ∂w|∞ ∈ T∞P1

Z.

These form a torsor for the automorphism group Aut(X) ∼= S3.

3.2.2. Examples of tangential basepoints for a non-strict normal crossing divisor.
Let X be the log scheme over R associated to the pair (X,D) where X = A2

R with
coordinates (u, v) and D = {u2+ v2 = 0} in X . It is a normal crossing divisor that
only becomes strict after base change to C sinceDC = {(u+vi)(u−vi) = 0}, where i
is a fixed square root of −1. Let us classify virtual R-points of X whose underlying
point of X is x = (0, 0). The log structure MX |x has sections on Spec(R) and
Spec(C) given by

R×(u2 + v2)N and C×(u + vi)N(u − vi)N

respectively. It is therefore not induced by a constant pre-log structure as in the
proof of Theorem 3.5. A tangential basepoint for (X,D) at x is equivalent to a
Gal(C/R)-equivariant morphism of monoids C×(u+ vi)N(u− vi)N → C× acting as
the identity on C×, i.e., is a complex tangential basepoint

λ∂u+vi|(0,0) + µ∂u−vi|(0,0) with λ = µ ∈ C×.
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Writing µ = 1
2 (a+ bi), one can rewrite the latter as the real tangent vector

a ∂u|(0,0) + b ∂v|(0,0) with (a, b) ∈ R2 \ {(0, 0)}.

Therefore, we see that a virtual R-point of X at x is the same thing as a non-zero
vector in TxX = R2, as one could have expected.

3.2.3. Examples of tangential basepoints for singular varieties. Let X be a variety
(possibly singular) over a field K and D ⊂ X be a reduced effective Cartier divisor,
and let X denote the log scheme over K associated to the pair (X,D). Note that for
a point x ∈ X(K), the pullback MX |x is generated over K× by étale local equations
for the branches of D, which may also be viewed as generators of the conormal space
of the stratum of D through x (i.e. the intersection of all étale-local components of
D passing through x). Hence a virtual point of X at x is equivalent to a normal
vector to each branch of D through x, potentially satisfying some constraints.

Example 3.8. Let X = {uv = w2} ⊂ A3 and let D ⊂ X be the divisor given by the
vanishing of uv, or equivalently w2, and x = (0, 0, 0). Then MX |x is generated by
the restrictions ux, vx, wx of u, v, w, subject to the relation uxvx = w2

x. A virtual
point of X at x is thus equivalent to a tangent vector

a ∂u|x + b ∂v|x + c ∂w|x ∈ TxX,

where a, b, c ∈ K× are nonzero constants such that ab = c2. In other words, a
tangential basepoint at the origin in (X,D) is a point in the tangent cone of x ∈ X
that does not lie in the tangent cone of x ∈ D. ♦

Example 3.9. Let L1, L2, L3 ⊂ A2 be distinct lines through the origin, cut out by
the vanishing of linear forms ℓ1, ℓ2 and ℓ3, respectively. Let D = L1 + L2 + L3

be the divisor given by their union, X the log scheme over K associated to the
pair (A2, D), and x the point (0, 0). Then MX |x = K×ℓN1 ℓ

N
2 ℓ

N
3 is the monoid freely

generated over K× by the germs of ℓ1, ℓ2 and ℓ3. A virtual point of X at x is thus
equivalent to a tangential basepoint relative to each irreducible component of D.

The set of tangential basepoints at the origin is therefore given by
∏3
j=1N

◦
x(A

2, Lj),

which is non-canonically isomorphic to (K×)3; in particular, it is three-dimensional.
Note, in contrast, that for a normal crossing divisor in a smooth surface, the

maximal dimension of a space of tangential basepoints through any point is two;
hence not every virtual point of X can be lifted to a normal crossing resolution of
(X,D). ♦

3.3. Inclusions of strata. Higher-dimensional analogues of tangential basepoints
for a strict normal crossing divisor (X,D) are obtained by considering higher-
dimensional strata in X rather than individual points, as follows.

Let i : Y → X be a locally closed immersion, given locally by the inclusion of an
intersection of components of D. Note that the other components of D then induce
a normal crossing divisor DY ⊂ Y . We thus have two natural log structures on the
K-scheme Y :

Definition 3.10. We denote by Y = (Y ,MY , αY ) the divisorial log scheme asso-

ciated to the normal crossing divisor DY ⊂ Y , and by X̂◦
Y the log scheme defined

by the pullback log structure MX̂◦
Y

:= i∗MX on Y .
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As the notation is meant to suggest, the log scheme X̂◦
Y plays the role of a

punctured tubular neighbourhood of Y in X. More precisely, the normal bun-
dle NYX = i∗TX/TY comes equipped with a canonical normal crossing divisor
NYD ⊂ NYX, namely the normal cone of D along Y . This divisor defines a
smooth log scheme N◦

YX , and the restriction of its log structure to the zero section
is canonically identified with MX̂◦

Y

, by extracting the leading Taylor monomials as

in the previous subsection. Put differently, NYX carries a canonical splitting as

a sum of the normal bundles of the branches of D containing Y , and X̂◦
Y is the

Deligne–Faltings log structure associated to the triple (Y ,DY , NYX).
These relationships are summarized by the following diagram of ordinary mor-

phisms of log schemes in LogSchK:

NYX \NYD N◦
YX X̂◦

Y X X \D

Y \DY Y X

(15)

Using that virtual morphisms factor uniquely through pullback log structures, and
maps of divisorial log schemes are given by maps of the underlying schemes that
respect the interiors, we deduce the following.

Proposition 3.11. Lifts of i : Y → X to a virtual morphism Y → X are in
bijection with inward pointing sections of the normal bundle of Y \DY .

In other words, such a morphism is the assignment of a tangential basepoint to
every point of Y \DY , in a regularly varying fashion.

4. Kato-Nakayama spaces and Betti cohomology

In this section, we discuss the interaction of virtual morphisms and tangential
basepoints with Kato–Nakayama’s logarithmic analogue of the space of complex
points equipped with the classical analytic topology [KN99].

4.1. The associated topological space. We will be interested in log schemes
X that have the following further property. Recall that a monoid is M is fs (for
“fine and saturated”) if it is finitely generated, integral (fg = fh =⇒ g = h
holds for all f, g, h ∈ M , i.e. M embeds inside its group completion Mgp), and
saturated (for f ∈ Mgp and n > 1, fn ∈ M =⇒ f ∈ M). Recall that a log
scheme X is fs if (étale) locally the log structure is the logification of a constant
pre-log structure MX → OX for an fs monoid M . The log point and the log line
(Example 2.4 and Example 2.5) have this property, as do divisorial and Deligne–
Faltings log structures, (Example 2.3 and Definition 2.16). We denote by

VLogSchfs
K ⊂ VLogSchK

the full subcategory of fs log schemes of finite type over K and virtual morphisms.
In [KN99, Section 1] Kato–Nakayama associate, to any X ∈ VLogSchfs

C , a topo-
logical space that we denote1 by KN(X); see also [Ogu18, V.1]. We recall the
relevant aspects of the construction.

1Kato–Nakayama use the notation Xlog, which in this article denotes the logification of a
pre-log scheme; see Section 2.6.
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Definition 4.1. A KN-point of X is a pair (x, λ) where x ∈ X(C) is a complex
point of X and λ : M

gp
X,x → S1 is a homomorphism to the unit circle S1 ⊂ C, such

that

λ(f) =
f(x)

|f(x)|
(16)

for all f ∈ O×
X,x. The set of KN-points of X is called the Kato-Nakayama space

of X and denoted by KN(X).

There is a natural map of sets

τ = τX : KN(X) → X(C)
(x, λ) 7→ x.

(17)

If f ∈ MX is a local section with domain U ⊂ X(C), then we may define functions
|f | : τ−1(U) → [0,∞) and arg f : τ−1(U) → S1 by the formulae

|f |(x, λ) := |α(f)(x)| (arg f)(x, λ) := λ(f).

Then we equip KN(X) with the coarsest topology for which the map τ and the
locally defined functions arg f are continuous for all f ∈ MX . Note that the
functions |f | are then automatically continuous, since they are given by the absolute
value of the continuous C-valued function α(f) on X(C)

Note that since the condition (16) only makes reference to invertible functions,
it is naturally compatible with the notion of virtual morphism. Namely, if X,Y ∈
VLogSchfs

C , and φ : X → Y is a virtual morphism, we obtain a map of sets

KN(φ) : KN(X) → KN(Y )
(x, λ) 7→ (φ(x), λ ◦ φ∗)

such that KN(φ)∗ arg(f) = arg(φ∗f) for all f ∈ MY , and the following diagram
commutes:

KN(X) KN(Y )

X(C) Y (C).

KN(φ)

φ

It follows immediately that KN(φ) is a continuous map. Furthermore, it is evident
that KN(idX) = idKN(X) and KN(φ ◦ ψ) = KN(φ) ◦KN(ψ).

Proposition 4.2. There is a canonical functor from VLogSchfs
C to the category

of topological spaces, sending a virtual morphism φ : X → Y of log schemes to
the induced continuous map KN(φ) : KN(X) → KN(Y ). This functor preserves
products, i.e. the natural map KN(X×CY ) → KN(X)×KN(Y ) is an isomorphism.

Definition 4.3. The Betti cohomology of an fs log scheme X of finite type over
C is the singular cohomology of its Kato–Nakayama space:

H•
B(X) := H• (KN(X);Z) .

Combining the symmetric monoidal functoriality of KN(−) with that of singular
cohomology, we deduce the following.

Corollary 4.4. Betti cohomology H•
B(−) (resp. H•

B(−)⊗Q) is a lax (resp. strong)

symmetric monoidal functor from VLogSchfs
C to the category of graded abelian

groups (resp. Q-vector spaces).
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4.2. Positive log structures. As explained by Gillam–Molcho in [GM15, Theo-
rem 6.8.1], the Kato–Nakayama space has the richer structure of a “positive log
differentiable space”. By the latter, we mean a locally ringed space (Σ,C∞

Σ ) that
is locally isomorphic to the vanishing set of a collection of smooth functions on
Rn, equipped with a sheaf of monoids MΣ and a morphism of sheaves of monoids

αΣ : MΣ → C
∞,>0
Σ , for which the induced map α−1

Σ (C∞,>0
Σ ) → C

∞,>0
Σ is an iso-

morphism; here

C
∞,>0
Σ ⊂ C

∞,>0
Σ ⊂ C

∞
Σ

denote the submonoids of positive- and non-negative-valued functions, respectively.
Ordinary and virtual morphisms between positive log differentiable spaces are de-

fined in exactly the same way as for log schemes, substituting C
∞,>0
Σ for OX and

C
∞,>0
Σ for O×

X .
If X is an fs log scheme of finite type over C, we endow KN(X) with the structure

of a positive log differentiable space in the minimal way so that that the map τ :
KN(X) → X(C) and the locally defined functions {arg(f) | f ∈ M

gp
X } are smooth.

In particular, this means that we have a canonical map

|αX | : τ−1MX → C
∞,>0
KN(X)

f 7→ τ∗|αX(f)|
(18)

of sheaves of monoids, defining a positive pre-log structure on KN(X). Taking its
associated positive log structure, we obtain the desired positive log differentiable
space (KN(X),MKN(X), αKN(X)). Note that if f ∈ τ−1MX , then τ∗|αX(f)| > 0

if and only if f ∈ τ−1O×
X . In other words, |αX |−1(C ∞,>0

KN(X)) = τ−1O×
X . Hence we

have concretely that

MKN(X) = C
∞,>0
KN(X) ⊔

τ−1O×
X

τ−1
MX

with group completion

M
gp
KN(X) = C

∞,>0
KN(X) ⊔

τ−1O×
X

τ−1
M

gp
X .

From these formulae, it is immediate that a virtual morphism φ : X → Y of fs
log schemes over C has a unique lift to a virtual morphism of the positive log
structures on the Kato–Nakayama spaces respecting the maps τ and the maps
τ−1M

gp
− → M

gp
KN(−), giving the following result.

Proposition 4.5. The assignment (X,MX , α) 7→ (KN(X),MKN(X), αKN(X)) de-

fines a functor from LogSchfs
C (resp. VLogSchfs

C) to the category of positive log
differentiable spaces with ordinary (resp. virtual) morphisms. This functor respects
products.

4.3. KN-points vs. virtual points. Note that KN(Spec(C)) is a point, viewed
as a positive log differentiable space with the trivial positive log structure R>0 ⊂
R. Consequently the functor KN(−) sends virtual points of X (in the sense
Definition 3.6) to virtual points of KN(X), i.e. virtual morphisms from a point
with trivial positive log structure to the positive log differentiable space KN(X).

Concretely, suppose that p ∈ X(C) is a virtual point given by a virtual morphism
φ : Spec(C) → X . It consists of a point x ∈ X(C) and a group homomorphism
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(a) A1
log(C) (b) KN(A1

log)

Figure 1. Algebraic vs. C∞ tangential basepoints at the origin
in A1.

φ∗ : M
gp
X,x → C× whose restriction to O×

X,x is the evaluation at x. Let

λ :=
φ∗

|φ∗|
: M

gp
X,x → S1 ρ := |φ∗| : M

gp
X,x → R>0

by the polar coordinates of φ∗. Then (x, λ) is a KN-point ofX , and ρ is equivalent to
a lift of the inclusion {(x, λ)} →֒ KN(X) to a morphism of positive log differentiable
spaces.

From this description, it is immediate that the data p = (x, φ∗) and KN(p) =
(x, λ, ρ) are equivalent, i.e. we have the following:

Proposition 4.6. The map p 7→ KN(p) gives a bijection between virtual C-points
of X and virtual points of the positive log differentiable space KN(X).

Meanwhile, (x, λ) is equivalent to the datum of the virtual point (x, φ∗), up to
rescaling φ∗ by a homomorphism M

gp
X,x → R>0 that is trivial on the subgroup

O×
X,x ⊂ M

gp
X,x. Thus we have the following

Lemma 4.7. The fibre of the canonical map of sets X(C) → KN(X) over a KN-

point (x, λ) is a torsor for the group Hom
(
M

gp
X,X/O

×
X,x,R>0

)
.

In particular, since M
gp
X,x/O

×
X,x

∼= Zj for some j, the fibre at (x, λ) is noncanon-

ically isomorphic to (R>0)
j .

Example 4.8. Let X be the log scheme associated to a normal crossing divisor
D ⊂ X over C as in Section 3. Assume for simplicity that D is strict. Then KN(X)
is the real oriented blowup ofX(C) along the irreducible components ofD(C); it is a
manifold with corners whose boundary hypersurfaces are the S1-bundles associated
to the normal bundles of the irreducible components of D(C). It is equipped with
the positive log structure induced by the boundary defining functions, making it
into a “manifold with log corners” in the sense of our paper [DPP23].

As we explain in [DPP23, §8.4] and illustrate in Figure 1 (copied from op. cit.),
tangential basepoints on X in the sense of Definition 3.2 correspond to tangen-
tial basepoints in the differentiable sense on KN(X). This is a special case of
Proposition 4.6. Namely, if φ : Spec(C) → X is a virtual morphism, corresponding
to a tangential basepoint (x, v), then KN(φ) : KN(Spec(C)) → KN(X) is the inclu-
sion of the point in KN(X) corresponding to the ray spanned by v in the normal
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bundle of each irreducible component of D, equipped with a map of log structures
that encodes the magnitude of the vector v in each normal direction. Thus, over a
point x ∈ X(C), the natural map X(C) → KN(X) from Lemma 4.7 is the quotient
N◦
x → N◦

x/(R>0)
j . ♦

Example 4.9. More generally, for a Deligne–Faltings log scheme Y = (X,D,E)
associated to a split bundle E = L1 ⊕ · · · ⊕ Ln over a normal crossing divisor
X = (X,D) over C, the virtual points Y (C) are given by triples (x, v, e) of a point
x ∈ X(C), a tangential basepoint v for (X,D) at x, and an element e ∈ E◦|x.
Then KN(Y ) → KN(X) is the (S1)n bundle associated to the pullback of the
(C×)n-bundle E◦(C) → X(C) along the blowdown map KN(X) → X(C). The
map Y (C) → KN(Y ) is the quotient that takes a tangential basepoint v to the
corresponding normal rays as in the previous example, and takes an element e ∈
E◦(C) to the element in E◦(C)/(R>0)

n ∼=
∏
j Lj(C)/R>0 giving the ray spanned

by e in each line of the splitting. ♦

4.4. KN-points over subrings. If B ⊂ C is a subring and X ∈ LogSchfs
B, we

define the Kato–Nakayama space KN(X) by base change to C. We then have
canonical maps of sets X(B) → X(C) → KN(X). The image of the composition
gives a subset

KNB(X) ⊂ KN(X),

which provides a natural notion of KN-points of X defined over B.

Example 4.10. If B = R, the real KN-points KNR(X) ⊂ KN(X) are the fixed points
of the involution of KN(X) induced by complex conjugation. This is a closed subset
and has an induced positive log structure making it the fixed locus in the categorical
sense; see [DPP23, §8.3] in the case of normal crossing divisors. ♦

In light of Lemma 4.7, the canonical map

X(B) → KNB(X)

is the quotient that identifies two virtual B-points whenever they differ by rescaling
by a homomorphism M gp → B× ∩R>0. In particular, in the extreme case B = Z,
we have Z×∩R>0 = {±1}∩R>0 = {1}, so there is no rescaling freedom whatsoever,
and hence the map X(Z) → KNZ(X) is a bijection.

Example 4.11. Consider the divisorial log schemeX = (P1
Z, {0, 1,∞}) from Section 3.2.1,

which has six virtual Z-points corresponding to the “unit” tangential basepoints

at 0, 1,∞. Its Kato–Nakayama space is the real oriented blowup P̃1(C) of the Rie-
mann sphere at the points 0, 1,∞, and the six virtual Z-points correspond to the six

points in the boundary of P̃1(C) indicating the positive and negative real tangent
directions at 0, 1 and ∞. These directions uniquely determine the corresponding
vectors because the latter have unit length in the standard coordinate on the P1,
whose scale is fixed by the Z-structure. ♦

5. Differentials and the de Rham complex

We now turn to the interaction between virtual morphisms and differential forms.
Since the latter are a relative notion, we work over a fixed base log scheme S, i.e. in
the category VLogSchS , and eventually specialize further to the case in which
S = Spec(K) is a field of characteristic zero.
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5.1. Kähler differentials. Kato’s notion [Kat89] of logarithmic Kähler differential
continues to make sense when the structure morphism is virtual, as follows.

Definition 5.1. Let σ : X → S be a virtual morphism of log schemes. The sheaf
of log Kähler differentials Ω1

X/S is the sheaf of OX -modules generated by the

usual relative Kähler differentials Ω1
X/S on the underlying scheme X/S, and formal

symbols dlog(f) for f ∈ M
gp
X , modulo the following relations:

(1) The logarithmic Leibniz rule

dlog(fg) = dlog(f) + dlog(g) for all f, g ∈ M
gp
X , (19)

(2) The consistency condition

dαX(f) = αX(f) dlog(f) for all f ∈ MX , (20)

(3) The horizontality condition

dlog(σ∗s) = 0 for all s ∈ M
gp
S . (21)

Note that the consistency condition (20) ensures that

dlog(f) = f−1df for all f ∈ O×
X (22)

but it also applies to elements in MX that are not in O×
X . Since virtual morphisms

have no a priori compatibility with αX , this prevents log Kähler differentials from
being functorial with respect to arbitrary virtual morphisms; see Example 5.8 be-
low. However, functoriality can be restored by weakening the consistency condition
to only apply to elements f ∈ O×

X , leading to the following alternative notion.

Definition 5.2. The sheaf of virtual log Kähler differentials is the sheaf
VΩ1

X/S of OX -modules generated by Ω1
X/S and formal symbols dlogV(f) satisfying

the relations (19), (21), and (22).

Note that since the differentials of invertible functions generate Ω1
X/S , the sheaf

VΩ1
X/S is generated by the elements dlogV(f) for f ∈ M

gp
X . Consequently, we have

the following.

Lemma 5.3. If φ : X → Y is a morphism in VLogSchS, then there is a unique
φ−1OY -linear map

φ∗ : φ−1
(
VΩ1

Y/S

)
→ VΩ1

X/S

such that

φ∗
(
dlogV(f)

)
= dlogV(φ∗f)

for all f ∈ M
gp
X .

There is a natural quotient map

VΩ1
X/S → Ω1

X/S

sending dlogV(f) 7→ dlog(f), so that we may make the following definition.

Definition 5.4. Let φ : X → Y be a morphism in VLogSchS . We say that φ is
differentiable if φ∗ descends to a morphism

φ∗ : φ−1Ω1
Y/S → Ω1

X/S .
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Thus φ is differentiable if and only if the following condition holds in Ω1
X/S :

φ∗(αY (f))dlog(φ
∗f) = dφ∗αY (f) for all f ∈ φ−1

MY (23)

In particular, every ordinary morphism is differentiable. Note that both the left-
and right-hand side of (23) behave like derivations: viewing either side of the
equation as defining a map v : φ−1MY → Ω1

X/S , we have

v(fg) = φ∗αY (f)v(g) + φ∗αY (g)v(f).

Hence if (23) holds for f, g ∈ φ−1MY , it also holds for the product fg. It therefore
suffices to check (23) for a collection of elements f that generate φ−1MY over
φ−1O×

Y .

Example 5.5. For X ∈ VLogSchS , let φ : S → X be a section of the structure map
X → S. Since Ω1

S/S = 0, every φ induces the zero map Ω1
X/S → 0 and is therefore

automatically differentiable. ♦

Example 5.6. As a special case of the previous example, we see that the virtual
morphisms corresponding to tangential basepoints as in Section 3 are differentiable,
giving the zero map on forms. ♦

Example 5.7. For K a field, consider the standard log point ∗log with phantom
coordinate t, so that MY = K×tN. As explained in Example 2.10, a morphism
φ : X → ∗log in VLogSchK is equivalent to the datum of the element φ∗(t) ∈
M gp(X). We claim that such a morphism is automatically differentiable. Indeed,
since MY is generated over K× by t, it suffices to verify (23) for f = t. But in this
case, α∗log

(f) = 0 so that both the left- and right-hand sides of (23) are identically
zero. The same argument shows, more generally, that if Y is a log scheme whose
underlying scheme is a point Y ∼= Spec(K), then every virtual morphism X → Y
in VLogSchK is differentiable. ♦

The following example shows that a virtual morphism need not be differentiable
in general, even if the base S is a field of characteristic zero.

Example 5.8. Let X := Spec(tN → K[ε]/(ε2); t 7→ ε) be the log fat point from
Example 2.36. The module Ω1

X/K is free of rank one, generated by dlog(t). Consider

the virtual morphism φ : X → X over K defined by

φ∗ε = ε φ∗t = tj

for some j ∈ Z. We claim that φ is differentiable if and only if j = 1. Indeed,
consider the equation (23) with f = t. The right-hand side is given by

dφ∗α(t) = dφ∗ε = dε = ε dlog(t)

where the last equality follows from the consistency condition (20). Meanwhile, the
left-hand side of (23) reads

φ∗α(t) dlog(φ∗t) = φ∗ε dlog(tj) = jε dlog(t).

Hence (23) holds if and only if j = 1, as claimed. ♦

In this example, the issue is caused by the presence of the nilpotent function
ε = α(t), which is nonzero, but also nowhere invertible, so that the action of a
virtual morphism on t is unconstrained. This suggests that the lack of reducedness
is playing a role in the failure of differentiability, and this is indeed the case, as is
made precise by the following lemma.
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Lemma 5.9. Suppose that X ∈ VLogSchS has the following properties:

(1) The underlying scheme X is reduced and locally Noetherian.
(2) The sheaf Ω1

X/S of logarithmic Kähler differentials is locally free.

Then every morphism φ : X → Y in VLogSchS is differentiable.

Proof. We must verify (23) for every section f ∈ φ−1
MY . Since the property

of being reduced and locally Noetherian is stable under passing to étale opens,
and in particular to Zariski covers, we can assume without loss of generality that
f ∈ Γ(Y ,MY ) is a global section and X is Noetherian. Then since Ω1

X/S is locally

free andX is reduced, it suffices to check (23) at the generic point of each irreducible
component of X . In particular, we may assume that X is integral.

Let η ∈ X be the generic point. By the continuity principle (Lemma 2.35) there
are two possibilities. The first possibility is that φ∗αY (f) = 0 is identically zero,

in which case both sides of (23) are also zero, so in particular the equation holds.
The other possibility is that f ∈ O×

Y,φ(η), in which case (23) reduces to the defining

relation (22). �

Example 5.10 (Splittings on forms). Let K be a field. In [Ach23, Construction 3.3]
Achinger constructed, for every sufficiently nice log scheme X/K equipped with
a splitting of monoids ε : MX/O

×
X → MX , a map on forms ε⊛ : Ω1

X/K → Ω1
X/K

(and a corresponding functor on flat connections and local systems) that “is not
induced by a map of log schemes X → X , though it behaves as if it was”, in that
it splits the canonical map Ω1

X/K → Ω1
X/K. It does, however, come from a virtual

morphism. Namely, under the hypotheses of op. cit., the splitting ε corresponds
via Example 2.15 and Lemma 5.9 to a differentiable virtual morphism φ : X → X ,
giving a section of the canonical projection X → X . Then ε⊛ = φ∗ is exactly the
pullback on forms induced by φ, and indeed the construction in op. cit. uses the
reducedness (via a special case of the continuity principle) to check the consistency
axiom, exactly as in the proof of Lemma 5.9. ♦

5.2. de Rham cohomology. Let K be a field of characteristic zero. To speak of
the de Rham cohomology of a log scheme X/K, we require a certain smoothness
assumption from [KN99, Ogu03], which we now recall. Note that this notion is
more general than the notion of a “log smooth” variety:

Definition 5.11. An fs log scheme X ∈ LogSchfs
K over K is ideally smooth

if, locally in the étale topology, it is isomorphic to one of the form Spec(M →
K[M ]/(I)) where M is an fs monoid and I < M is a monoid ideal. We denote by

VLogSchsm
K ⊂ VLogSchfs

K

the full subcategory of ideally smooth log schemes.

In geometric terms, X ideally smooth if it is locally isomorphic to the vanishing
locus of a monomial ideal in a toric variety (possibly non-reduced). These condi-
tions imply that the sheaf of Kähler differentials Ω1

X/K is locally free: in a local

toric model, a basis is given by the logarithmic differentials of a system of toric
coordinates on the ambient toric variety.
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If X is ideally smooth, its logarithmic de Rham complex is the sheaf of
differential graded K-algebras

(Ω•
X/K, d) :=

(
OX Ω1

X/K Ω2
X/K · · ·

)

where ΩpX/K := ∧pΩ1
X/K is the pth exterior power as an OX -module. The differential

is uniquely determined by the graded Leibniz rule, together with the requirement
that d: OX → Ω1

X/K is the composition of the usual differential OX → Ω1
X/K with

the natural map Ω1
X/K → Ω1

X/K, and the identity

d(dlog(f)) = 0

holds for all f ∈ MX .

Definition 5.12. The de Rham cohomology of an ideally smooth log scheme
X/K is the hypercohomology

H•
dR(X) := H•(Ω•

X/K, d).

The logarithmic de Rham complex is functorial with respect to ordinary mor-
phisms φ : X → Y of ideally smooth log schemes over K; if, in addition, X is
reduced, this complex is functorial with respect to all virtual morphisms thanks
to Lemma 5.9. To treat the non-reduced case, we shall use the following “nil-
invariance” property.

Lemma 5.13. If X is ideally smooth, then the inclusion Xred → X induces a quasi-
isomorphism (Ω•

X/K, d) → (Ω•
Xred/K

, d) of sheaves of differential graded algebras.

Proof. The statement is compatible with field extensions, so by the Lefschetz princi-
ple, it suffices to prove it for K = C, in which case it follows from Kato–Nakayama’s
comparison isomorphism H•

dR(X) ∼= H•
B(X)⊗C (see [KN99, Theorem (0.2)(2)]) and

the fact that the topological spaces KN(X) = KN(Xred) are the same. �

Using the lemma we may express the functoriality of de Rham cohomology for
virtual morphisms (even at cochain level), as follows. Let RΓ(−) denote a symmetric
monoidal functor of derived global sections of complexes of sheaves, e.g. the Thom–
Whitney normalization of the Godement resolution as in [NA87, §1-5] will work.
We denote by

RΓ(X,Ω•
X) = RΓ(X, (Ω•

X/K, d))

the resulting global de Rham complex, so that we have a canonical isomorphism of
graded K-algebras

H•
dR(X) ∼= H• (RΓ(X,Ω•

X))

If φ : X → Y is an arbitrary virtual morphism over K, we have a zig-zag of
morphisms of dg K-algebras

RΓ(Y,Ω•
Y ) RΓ(Yred,Ω

•
Yred

) RΓ(Xred,Ω
•
Xred

) RΓ(X,Ω•
X , d)

∼ RΓ(φ∗
red) ∼

where the arrows labelled ∼ are quasi-isomorphisms by Lemma 5.13. Following the
arrows from left to right, we obtain a canonical morphism

φ∗ : RΓ(Y,Ω•
Y ) → RΓ(X,Ω•

X)



LOGARITHMIC MORPHISMS, TANGENTIAL BASEPOINTS, AND LITTLE DISKS 33

in the homotopy category of dg K-algebras. Moreover, we have a canonical isomor-
phism of sheaves Ω•

X ⊠ Ω•
Y
∼= Ω•

X×Y , which gives a quasi-isomorphism

RΓ(X,Ω•
X)⊗K RΓ(Y,Ω•

Y ) → RΓ(X × Y,Ω•
X×Y ),

Thus the global de Rham complex is a lax symmetric monoidal functor up to
homotopy on VLogSch

sm
C , which becomes a strong symmetric monoidal functor

after passing to cohomology.

Corollary 5.14. Algebraic de Rham cohomology H•
dR(−) is a strong symmetric

monoidal functor from VLogSchsm
K to the category of graded K-vector spaces.

6. Logarithmic functions and the comparison isomorphism

In [KN99], Kato–Nakayama construct a canonical Betti–de Rham compari-
son isomorphism

H•
dR(−) ∼= H•

B(−)⊗Z C, (24)

which is natural with respect to ordinary morphisms of log schemes. The key step
in the proof is a version of the Poincaré lemma for a certain sheaf of “forms with
logarithmic coefficients” on the Kato–Nakayama space. Our aim now is to prove
that this comparison is natural with respect to arbitrary virtual morphisms (and
natural up to homotopy at cochain level). Note that since Betti and de Rham
cohomology are invariant under nilpotent thickenings by Lemma 5.13, it suffices to
prove the result for reduced log schemes.

Remark 6.1. A comment is in order here, since on the one hand, we are using
Lemma 5.13 to reduce the problem to reduced schemes, but the proof of that lemma
appeals to the Kato–Nakayama comparison isomorphism. However, said proof only
uses naturality for the reduction Xred → X , which is an ordinary morphism; hence
there is no circular reasoning. It should also be possible to extract a direct proof
of the nil-invariance for any K from their arguments. ♦

Remark 6.2. While we treat only the case K = C, it immediately implies a corre-
sponding result for any subfield K ⊂ C by base change. Namely, in this setting,
the de Rham cohomology is a K-vector space, and we define the Betti cohomology
by base change to C. We then have a natural isomorphism

H•
dR(−)⊗K C ∼= H•

B(−)⊗Z C

of monoidal functors on VLogSchsm
K . ♦

6.1. Logarithmic functions. Let X be an ideally smooth log scheme over C.
We denote by Xan the associated log analytic space, given by analytification of
the underlying scheme X and pullback of the log structure under the natural map
Xan → X of ringed spaces.

In [KN99], Kato–Nakayama introduce a sheaf Olog
X of “formal logarithmic func-

tions” on the space KN(X), as follows.

Definition 6.3. A formal logarithm on KN(X) is a pair (f, θ) consisting of a
section f ∈ τ−1M

gp
Xan and a continuous function θ ∈ C 0

KN(X) such that arg(f) =

exp(iθ) as S1-valued functions. We denote this pair by

logθ(f) := (f, θ).
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We denote the sheaf of formal logarithms by

LX
∼= C

0
KN(X) ×

C
0,S1

KN(X)

τ−1
M

gp
Xan

where C
0,S1

KN(X) is the sheaf of S1-valued continuous functions.

A formal logarithm logθ(f) can be thought of as a choice of “branch of logarithm”
for the section f ∈ MXan , and the projection LX → τ−1M

gp
Xan as the exponential

function. There is a canonical map

τ−1OXan LX

sending a function g ∈ OXan to the section logθ(f) where f = eg is the exponential,
and θ = ℑ(g) ∈ C 0

KN(X) is the imaginary part.

Definition 6.4. We denote by Olog
Xan the sheaf of τ−1OXan algebras generated by

the formal logarithms logθ(f) ∈ LX modulo the relation

g = logℑg(e
g) (25)

for all g ∈ τ−1OXan

The sheaf of formal logarithms is functorial with respect to virtual morphisms:

Lemma 6.5. For a morphism X → Y in VLogSchsm
C , there is a unique map

φ∗ : φ−1Olog
Y an → Olog

Xan

of τ−1Olog
Y an-algebras such that

φ∗ logθ(f) = logKN(φ∗)θ(φ
∗f) (26)

for every formal logarithm logθ(f) ∈ LY .

Proof. That the right-hand-side of (26) defines a formal logarithm on KN(X) fol-
lows immediately from the definition of the induced map of Kato–Nakayama spaces,
which as noted above, implies that argφ∗f = KN(φ)∗ arg(f) for all f ∈ MY . This
gives the map on generators. It remains simply to observe that the relation (25)
only involves the elements of MY an of the form exp(g) ∈ O×

Y an , and the latter are
preserved by the definition of virtual morphisms. �

6.2. Naturality of the comparison map. We now prove the naturality of the
Betti–de Rham comparison map with respect to arbitrary virtual morphisms.

For this, we recall that in [KN99], Kato–Nakayama introduce the complex

Ω•,log
X := Olog

Xan ⊗τ−1OX
τ−1Ω•

X/C,

of sheaves of “holomorphic forms with logarithmic coefficients” on KN(X), which

they denote by ω•,log
X . It carries a natural de Rham differential d, and they prove

that the natural maps

τ−1(Ω•
X/C, d) (Ω•,log

X , d) CKN(X) (27)
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are quasi-isomorphisms of complexes of sheaves, where the right hand side is the
constant sheaf, viewed as a complex concentrated in degree zero. Passing to de-
rived global sections using a symmetric monoidal resolution functor for RΓ(−) as
in Section 5.2, we obtain a quasi-isomorphism

RΓ(X,Ω•
X) ∼= RΓ(KN(X);C),

which induces the Betti–de Rham comparison isomorphism

H•
dR(X) ∼= H•

B(X)⊗Z C.

From the functoriality of Olog
Xan (Lemma 6.5), the nil-invariance (Lemma 5.13), and

the functoriality of Ω•
X for reduced ideally smooth X (Lemma 5.9), it is immediate

that the maps (27) are natural with respect to virtual morphisms and compatible
with products, so that we have a weak equivalence

RΓ(−,Ω•) ∼= RΓ(KN(−);C)

of lax symmetric monoidal functors up to homotopy on VLogSchsm
C .

Corollary 6.6. Kato–Nakayama’s comparison isomorphism gives a natural equiv-
alence

H•
dR(−) ∼= H•

B(−)⊗Z C

of strong symmetric monoidal functors on VLogSchsm
C .

7. Regularized pullbacks to strata

Let us now explain how the cohomological formalism plays out in the concrete
example of a normal crossing divisor. The basic idea is that pulling back along
a virtual morphism gives rise to a natural “regularized pullback in cohomology”
that let us restrict classes in the complement of a normal crossing divisor to classes
on the strata of the divisor, compatible with the comparison between Betti and
de Rham cohomology. The possibility of constructing such pullbacks is one of the
motivations for Deligne’s introduction of tangential basepoints.

We adopt the notation of Section 3, in which X is the smooth log scheme over
K associated to a normal crossing divisor (X,D). We now further assume that K
is a subfield of C. Let H• (−) = H•

B(−) or H•
dR(−), and recall that the inclusion

X \D →֒ X induces a quasi-isomorphism on Betti and de Rham cochains, giving
an isomorphism

H• (X) ∼= H• (X \D) ,

compatible with the comparison H•
B(−)⊗ C ∼= H•

dR(−)⊗ C.
Now suppose that i : Y → X is a locally closed immersion given locally by an

intersection of divisor components as in Section 3.3. Then the immersion of log

schemes X̂◦
Y → N◦

YX induces a homotopy equivalence of Kato–Nakayama spaces,
with inverse given by the projection of the punctured normal bundle onto its cor-
responding circle bundle. The diagram (15) of ordinary morphisms thus induces
the following commutative diagram in cohomology, in which many of the maps are
isomorphisms:

H•
(
NYX \NYD

)
H• (N◦

YX) H•
(
X̂◦
Y

)
H• (X) H• (X \D)

H• (Y \DY ) H• (Y ) H• (X)

∼ ∼ ∼

∼



36 CLÉMENT DUPONT, ERIK PANZER, AND BRENT PYM

Tracing through the diagram, we see that there is a canonical induced map

σ : H• (X) → H• (N◦
YX)

that is canonically identified with the classical specialization map

σ : H• (X \D) → H•
(
NYX \NYD

)
.

On Betti cohomology, the latter is induced by restriction to any choice of punctured
C∞ tubular neighbourhood of Y . Note that Levine [Lev07] constructed a motivic
lift of the specialization map, which is thus defined for any Weil cohomology theory.

Now suppose that φ : Y → X is a virtual morphism lifting the immersion i : Y →
X, and let s : Y \DY → NYX \NYD be the corresponding inward pointing section
of the normal bundle as in Proposition 3.11. Since φ factors through the pullback
log structure, we deduce from the above that its action on cohomology is as follows.

Proposition 7.1. The pullback map

φ∗ : H• (X) → H• (Y )

is naturally identified with the composition

s∗ ◦ σ : H• (X \D) → H• (Y \DY ) .

Remark 7.2. In de Rham cohomology, the map φ∗ has the following description as
a “regularized pullback”, in which forms with logarithmic poles along Y are first
made nonsingular by formally subtracting their poles, and then pulled back to Y
in the usual way.

Recall that we have Ω1
X/K

∼= Ω1
X(logD), the sheaf of differential forms with

logarithmic poles, so that taking residues along the components of D containing Y
gives an exact sequence

0 Ω1
Y \DY

Ω1
X |Y \DY

O⊕j
Y \DY

0Res (28)

where j = codim(Y ,X). The section s trivializes the normal bundle of each divisor
component along Y , so it is equivalent to the data of the 1-jet of a collection
of defining equations y1, . . . , yj for the components along Y \ D. The pullback
φ∗ : Ω1

X → Ω1
Y \DY

is then the (left) splitting of the sequence (28) given by the

formula

φ∗ω = φ∗

(
ω −

∑

i

Resyi=0(ω)
dyi
yi

)
∈ Ω1

Y \DY

which induces the map on forms of all degrees by exterior product. ♦

Note that the argument works at cochain level, i.e. in the derived category.
Consequently, if X• is any diagram in VLogSch whose objects are isomorphic to
strata in normal crossing divisors equipped with the induced log structure, and
whose morphisms are isomorphic to virtual morphisms lifting inclusions of strata,
then X• has a canonical realization in the derived category of motives over K. It
follows that the “periods” defined as the matrix coefficients of the Betti–de Rham
comparison map for the total cohomology of such diagrams are all classical periods
over K in the sense of [KZ01].
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8. The little disks operad

In this final section, we explain how the topological operad of little disks can
be lifted to an operad of ideally smooth log schemes over Spec(Z), constructed as
a moduli space of stable curves of genus zero with tangential basepoints. The op-
eradic compositions will be defined by virtual morphisms that transport tangential
basepoints around the curves, following Beilinson’s strategy in [Bei00].

8.1. Transporting tangential basepoints on a curve. A remarkable property
of smooth rational curves is that although their tangent bundles are nontrivial, there
is a canonical recipe for transporting tangential basepoints between different points
on the curve. In geometric terms, one first applies a conformal transformation of
a sphere to arrange that the points are antipodal, and then applies the antipodal
involution. Since the latter map reverses orientations, it has no direct algebraic
analogue. Our aim in this subsection is to give a purely algebraic construction of
this map via virtual morphisms, and explain how to extend it to singular curves
decorated with additional “gluing data” at the nodes, to be defined below.

Throughout the present subsection, we fix a tree of rational curves over a field K,
which we denote by C, and we fix in addition a pair p 6= q ∈ C of distinct smooth
points of C. In other words, C is a connected projective curve of genus zero with
at worst nodal singularities, whose irreducible components are all smooth, and the
points p and q each lie on a unique irreducible component of C. Note that p and q
may or may not lie on the same component of C; this dichotomy will be important
in what follows.

Lemma 8.1. The following statements hold:

(1) The space H0 (C,OC(q − p)) is one-dimensional. Any non-zero element f
of this space is regular near p and its reciprocal 1

f is regular near q.

(2) There is a unique element sp,q ∈ T∨
p C ⊗ T∨

q C such that

sp,q = df |p ⊗ d( 1f )|q

for every nonzero element f ∈ H0 (C,OC(q − p)).
(3) We have sp,q 6= 0 if and only if p and q lie on the same irreducible compo-

nent of C.

Proof. (2) follows immediately from (1) since the formula defining sp,q is invariant
under rescaling f . To prove (1) and (3) we treat the two cases separately: p and q
on the same irreducible component of C, or on different components.

First assume that p and q are on the same irreducible component C̃ of C. Then

since C̃ ∼= P1 it is clear that H0
(
C̃,OC̃(q − p)

)
has dimension 1 and that its non-

zero elements f have a zero of order 1 at p and a pole of order 1 at q, thus satisfying
df |p 6= 0 and d( 1f )|q 6= 0. The claim follows from the fact that the restriction map

H0 (C,OC(q − p)) → H0
(
C̃,OC̃(q − p)

)
is an isomorphism: a section of OC̃(q− p)

extends uniquely to a section of OC(q − p), which is necessarily constant on all of
the other irreducible components of C.

Now assume that p and q are on different irreducible components of C, denoted
by Cp and Cq respectively. Any f ∈ H0 (C,OC(q − p)) is regular on Cp and van-
ishes at p, hence vanishes identically on Cp. By the same reasoning, f vanishes on
every component of C that touches Cp but does not contain q. By iterating this
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reasoning, one sees that f has to vanish at the node ν of Cq that is on the only
path in the dual tree of C between Cp and Cq. Therefore, we have a restriction
map H0 (C,OC(q − p)) → H0

(
Cq,OCq

(q − ν)
)
, which is easily seen to be an iso-

morphism: a section of OCq
(q−ν) extends uniquely to a section of OC(q−p) which

is constant on each irreducible component other than Cq. Since f is zero near p,
we have df |p = 0 and therefore sp,q = 0. �

We conclude that if p, q ∈ C lie on the same component, then sp,q induces a
canonical linear isomorphism TpC ∼= T∨

q C. Composing it with the inversion map

(T∨
q C)

× ∼= (TqC)
×, we obtain a bijection

(TpC)
× ∼= (TqC)

×

between the sets of tangential basepoints on C at p at q, which is Gm-equivariant
with respect to the inversion automorphism of Gm. In view of Proposition 2.18, it
will be more convenient to think of this bijection as a virtual isomorphism between
the lines TpC and TqC, viewed as log structures on a point (both non canonically
isomorphic to the log point ∗log). We therefore get the following.

Corollary 8.2. If p, q lie on the same irreducible component, then we get a canon-
ical virtual isomorphism

sp,q : TpC
∼
→ TqC.

Example 8.3. If C = P1 with coordinate z then we have, for each p, q ∈ C \ {∞}
and λ ∈ K×,

sp,∞(λ∂z |p) = λ−1∂1/z|∞ and s∞,q(λ∂1/z |∞) = λ−1∂z |q,

explicitly exhibiting the Gm-antilinearity coming from the inversion. ♦

On the other hand, if p and q lie on distinct irreducible components, then sp,q
is zero, so it no longer induces a correspondence between tangential basepoints. In
order to construct the desired correspondence we need to transport tangent vectors
through the nodes lying between p and q via the following procedure.

Since C is a tree of rational curves, the points p and q are joined by a unique chain
of irreducible components Cp = C̃0, C̃1, . . . , C̃n = Cq such that each component

C̃i intersects the previous component C̃i−1 in a node νi and all other pairwise
intersections are empty. We would like to transport tangent vectors from p to q
via the intermediate points νi using the chain of isomorphisms induced by sp,ν1 ,
sν1,ν2 , . . . , sνn,q. However, these maps do not compose: the image of sνi−1,νi is
TνiCi, whereas the domain of sνi,νi+1 is TνiCi+1, i.e. they correspond to tangent
vectors at νi which lie on different components of C, and there is no canonical
isomorphism between these tangent spaces—not even a virtual one. We therefore
need to specify such an isomorphism as part of the data, which motivates the
following.

Definition 8.4. Let ν ∈ C be a node, and let C′ 6= C′′ be the distinct irreducible
components of C containing ν. A gluing datum at ν is a nonzero element of the
tensor product TνC

′ ⊗ TνC
′′.

Thus a gluing datum η ∈ TνC
′ ⊗ TνC

′′ defines a linear isomorphism TνC
′ ∼=

T∨
ν C

′′, and composing with the inversion (T∨
ν C

′′)× ∼= (TνC
′′)× we get a virtual iso-

morphism TνC
′ ∼
→ TνC

′′. Consequently, if η1, . . . , ηn are gluing data at ν1, . . . , νn,
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we have a composable chain of virtual isomorphisms

TpC = TpC̃0 Tν1C̃0 Tν1C̃1 · · · TqC̃n = TqC
sp,ν1 η1 sν1,ν2 sνn,q

(29)

Corollary 8.5. If ν1, . . . , νn are the nodes lying between p and q, and η1, . . . , ηn
are gluing data at these nodes, the composite (29) defines a canonical virtual iso-

morphism TpC
∼
→ TqC

In terms of classical multi-linear algebra, this virtual morphism is obtained by
starting with the tensor

sp,ν1⊗η1⊗sν1,ν2⊗· · ·⊗sνn,q ∈ (T∨
p C̃0⊗T

∨
ν1C̃0)⊗(Tν1C̃0⊗Tν1C̃1)⊗· · ·⊗(T∨

νnC̃n⊗T
∨
q C̃n)

and contracting the adjacent factors T∨
νiC̃i⊗TνiC̃i

∼= K to obtain a nonzero element
in T∨

p C ⊗ T∨
q C. The latter defines a linear isomorphism TpC ∼= T∨

q C which we

compose with the inversion (T∨
q C)

× ∼= (TqC)
× to obtain the virtual isomorphism

of Corollary 8.5.

Example 8.6. Let C1 = P1 with coordinate z1, C2 = P1 with coordinate z2, and C
be the nodal curve obtained by identifying a point p1 ∈ C1 \ {∞} with ∞ ∈ C2. A
gluing datum at the resulting node ν is given by an element

η = a ∂z1 |p1 ⊗ ∂1/z2 |∞

with a ∈ K×. We view it as the virtual isomorphism η : TνC1
∼
→ TνC2 given by

λ∂z1 |p1 7→ aλ−1∂1/z2 |∞.

Therefore, if we let p = ∞ ∈ C1 and q = q2 ∈ C2 \ {∞} we see, thanks to the
computation of Example 8.3, that the virtual isomorphism sηp,q : TpC → TqC is
computed by

λ∂1/z1 |∞ 7→ λ−1∂z1 |p1 7→ aλ∂1/z2 |∞ 7→ a−1λ−1∂z2 |q2 . ♦

8.2. Universal transport over the moduli space. We now explain how to
perform the construction of the previous subsection for families of curves, explaining
what happens when a smooth curve degenerates to a singular one. In other words,
we perform the construction universally over the moduli space of stable marked
curves of genus zero.

8.2.1. Moduli spaces of curves. We refer the reader to [Knu83, Kee92, GM04] for
details on moduli spaces of curves. For a finite set A with n > 2 elements, let
MA

∼= M0,n+1 denote the moduli space of stable curves of genus zero with marked
points labelled by the set A ⊔ {∞}. It is a smooth projective scheme over Spec(Z)
parameterizing isomorphism classes of trees of rational curves as above, equipped
with a collection of smooth points labelled by A, such that each irreducible com-
ponent has at least three “special points”, i.e. nodes and/or marked points.

We denote by MA ⊂ MA the open set parameterizing smooth curves; it is affine.

Its complement is a strict normal crossing divisor ∂MA ⊂ MA parameterizing
singular curves. The irreducible components of ∂MA are indexed by partitions
A = A′ ⊔A′′ with 1 < #A′′ < #A: to such a partition corresponds the locus

DA′,A′′ ⊂ ∂MA (30)

of nodal curves for which the markings labelled by A′⊔{∞} are separated from the
markings labelled A′′ by a node. More generally, the higher-codimension strata of
∂MA are indexed by the following data:
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A′
∞ A′′

∞

A′

A′′

Figure 2. A curve defining a point of DA′,A′′ (left) and its dual
rooted tree (right).

Definition 8.7. The dual graph τ(C) of an element C ∈ MA is the following
rooted tree:

• The root is ∞
• The leaves are the elements of A
• The internal vertices are the irreducible components of C
• The edges are labelled by the special points of C
• An edge is incident to a vertex if and only if the corresponding special point
lies on the corresponding irreducible component.

Thus, in particular, DA′,A′′ is the locus of curves whose dual graph contracts to
a tree with root labelled ∞ and leaves labelled with A′ and A′′ as in Figure 2.

8.2.2. Tangential basepoints on the universal curve. Let πA : XA → MA be the
universal marked curve: if C is a marked curve, then the fibre of XA at [C] ∈ MA

is isomorphic to C. If ∗ is an additional symbol then XA ∼= MA⊔{∗} with the

projection to MA given by forgetting the location of ∗. An element s ∈ A ⊔ {∞}

corresponds to a section MA → XA indicating the location of the marked point
labelled s; we shall abuse notation and denote this section also by s. We denote by

TsXA := T
XA/MA

∣∣∣
s

the pullback of the relative tangent bundle of πA via s. It is a line bundle on MA

whose fibre at [C] ∈ MA is canonically identified with the tangent space TsC. We
also consider

T×
s XA := TsXA \ 0,

the complement of the zero section. Thus a point in T×
s XA is a tangential basepoint

at one of the marked points in the universal curve.

8.2.3. Universal transport maps. Given distinct markings p, q ∈ A ⊔ {∞}, we shall
explain how to construct a virtual isomorphism between the line bundles TpXA and

TqXA relative to the normal crossing divisor (MA, ∂MA), which when applied to
virtual points induces the transport of tangential basepoints on each fibre of XA
for which p, q lie on the same component.

Consider the sheaf OXA
(q − p) on the universal curve, where we abuse notation

and write p and q for the divisors in the total space of XA given by the images of
the corresponding sections MA → XA.

Lemma 8.8. The sheaf OXA
(q−p) is a trivial line bundle on XA. Hence the same

is true for the direct image πA∗OXA
(q − p) on MA.
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Proof. If r ∈ A ⊔ {∞} is another marked point with p 6= r, then we have a well-
defined cross-ratio f(x) := [qp|rx] for x ∈ XA, giving a rational function on XA that
vanishes when x = p and has a pole when x = q. This function provides the desired
trivialization. The conclusion about the pushforward follows since XA → MA is a
proper morphism with connected fibres, so that πA∗OXA

∼= O
MA

. �

Applying the construction of Lemma 8.1 fibrewise on XA, we deduce that there
is a unique section

sAp,q ∈ H0
(
MA, T

∨
p XA ⊗ T∨

q XA
)

such that

sAp,q = df |p ⊗ d( 1f )|q ,

for every nonvanishing local section f ∈ πA∗OXX
(q − p), where d = d

XA/MA
is the

relative differential. Moreover, the vanishing set of sAp,q is the subdivisor of ∂MA

consisting of stable curves for which the marked points p and q are separated by a
node. As a consequence, this section defines a virtual isomorphism

sAp,q : (MA, ∂MA, TpXA)
∼
→ (MA, ∂MA, TqXA). (31)

of Deligne–Faltings log schemes.

Definition 8.9. The virtual isomorphisms sAp,q for p, q ∈ A ⊔ {∞} are called the
universal transport maps.

8.3. Factorization on the boundary. From the definition, it is immediate that
the universal transport maps restrict to the maps constructed in Lemma 8.1 on the
smooth fibres of XA. We claim that the same is true for the singular fibres, i.e. that
the virtual isomorphism (31) factors over the boundary ∂MA into compositions
of such isomorphisms with appropriate gluing data as in Corollary 8.5. Note that
by induction on the number of nodes, the problem reduces to understanding what
happens at a single node ν. Such a node partitions the marked points into two
groups: those that are closer to ∞ than ν, and those that are farther. We may thus
treat the resulting factorization universally as follows.

Let A = A′ ⊔ A′′ be a partition, and consider the divisor

D = DA′,A′′ ⊂ ∂MA

from (30) above. Suppose without loss of generality that p ∈ A′ ⊔{∞} and q ∈ A′′;
the opposite case follows immediately by inversion.

Let ν be an additional symbol representing the node. Then we have an isomor-
phism

◦ν : MA′⊔{ν} ×MA′′ → D

(C′, C′′) 7→ C′ ⊔ν C
′′

where C′⊔νC
′′ is the A-marked curve obtained by gluing ν ∈ C′ to ∞ ∈ C′′ to form

a node, and marking the images of all a′ ∈ A′ and a′′ ∈ A′′. To avoid confusion,
when we write ∞ it will always mean the corresponding point in C′; when we need
to refer to the point labelled ∞ on C′′, we call it ν instead.

Let us denote by X = XA the universal curve on MA, and by X′ and X′′ the
pullbacks to D of the universal curves on MA′⊔{ν} and MA′′ . Then the recipe
above gives a canonical isomorphism

X|D ∼= X′ ⊔ν X
′′.
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ν

D

D′ = X′

D′′ = X′′

p

q

X = XA

π = πA

MA

Figure 3. Degeneration of a smooth curve to a nodal curve with
the marked points p and q separated by a node ν, viewed inside
the universal curve. The marked points other than p and q are
omitted from the diagram.

Note that we may view X′ and X′′ as divisors D′ and D′′ in the total space of X,
whose intersection is the section of X|D indicating the location of the node; see
Figure 3. By the above isomorphism, we have the identity

π∗D = D′ +D′′

in the divisor group of X.
It is a standard fact that the bundle TνX

′⊗TνX
′′ parameterizing the gluing data

at ν is canonically identified with the normal bundle of N = O(D)|D , by taking
the “double derivative of the projection at the node”. More precisely, we have the
following.

Lemma 8.10. There is a unique nonvanishing section

η = ην ∈ H0
(
D,O

MA
(−D)|D ⊗ TνX

′ ⊗ TνX
′′
)

with the following property: for every triple of local trivializations

g ∈ O
MA

(−D) g′ ∈ OX(−D
′) g′′ ∈ OX(−D

′′)

such that π∗g = g′g′′, we have

η = [g]⊗ ∂g′′ |ν ⊗ ∂g′ |ν

where g′ (respectively g′′) is viewed as a coordinate on the fibres of X′′ (resp. X′)
and [g] ∈ O

MA
(−D)|D is the restriction of g as a section of O

MA
(−D).

Remark 8.11. An important subtlety of the notation is that g′ is a coordinate on
X′′, not X′. Indeed, by definition, g′ vanishes transversally on all of X′; it therefore
gives a fibrewise coordinate on X′′ that vanishes at the node ν. ♦

Meanwhile, we have three relevant universal transport maps, namely

s := sAp,q s′ := sA
′⊔{ν}

p,ν s′′ := sA
′′

ν,q

which transport basepoints on X, X′ and X′′, respectively. They are related by the
universal gluing datum η, in the following sense.
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Proposition 8.12. We have the identity

s|D = s′ηs′′

as sections of the line bundle
(
T∨
p X ⊗ T∨

q X ⊗O
MA

(−D)
)∣∣∣
D

Proof. Suppose that f ∈ H0 (OX(q − p)), so that

s = df |p ⊗ d(1/f)|q ∈ T∨
p X ⊗ T∨

q X
∼= T∨

p X
′ ⊗ T∨

q X
′′

and suppose that g, g′, g′′ are as in Lemma 8.10, so that

η = [g]⊗ ∂g′′ |ν ⊗ ∂g′ |ν ∈ O(−D)|D ⊗ TνX
′ ⊗ TνX

′′.

The divisors of these functions (on their domains of definition) are as follows:

div(f) = p− q +D′

div(π∗g) = π∗D = D′ +D′′

div(g′) = D′

div(g′′) = D′′.

Thus, if we define functions on X′ and X′′ by

f ′ := (f/π∗g)|X′ f ′′ := f |X′′

then

f ′ ∈ π′
∗OX′(ν − p) and f ′′ ∈ π′′

∗OX′′(q − ν)

where π′ : X′ → D and π′′ : X′′ → D are the projections. We therefore have

s′ = df ′|p ⊗ d( 1
f ′ )|ν ∈ T∨

p X
′ ⊗ T∨

ν X
′

and

s′′ = df ′′|ν ⊗ d( 1
f ′′ )|q ∈ T∨

ν X
′′ ⊗ T∨

q X
′′.

The composition s′ηs′′ is obtained by combining the corresponding tensors via the
contractions on the (co)tangent spaces at ν. Thus we have

s′ηs′′ = g ⊗ (∂g′′
1
f ′ )|ν · (∂g′f

′′)|ν · df
′|p ⊗ df ′′|q ∈ O

MA
(−D)|D ⊗ T∨

p X
′ ⊗ T∨

q X
′

We will prove that this expression is equal to s|D by a suitable coordinate change,
as follows.

Note that since XA is locally factorial and f vanishes on D′, there is a unique
regular function h on XA such that

f = hg′.

on the domain of g′. Then the divisor of h is

div(h) = div(f)− div(g′) = q − p

so that h and h−1 are regular and nonvanishing at ν. Moreover, since π∗g = g′g′′,
the definitions of f ′ and f ′′ give

f ′ = h
g′′ |D′ f ′′ = hg′|D′′ .

Therefore we have

∂g′′ (
1
f ′ )|ν =

(
1
h + g′′

h2 ∂g′′h
)∣∣∣
ν
= 1

h |ν
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since g′′|ν = 0. Similarly, we have

∂g′(f
′′)|ν = (h+ g′∂g′h)|ν = h|ν .

Therefore we have

s′ηs′′ = g ⊗ 1
h · h · df ′|p ⊗ d( 1

f ′′ )|q

= g ⊗ df ′|p ⊗ df ′′|q

= g ⊗ d( f
π∗g )|p ⊗ d( 1f )|q

= [g]⊗ 1
π∗g|p

df |p ⊗ d( 1f )|q

=

(
g

π∗g|p
df |p ⊗ d( 1f )|q

)∣∣∣∣
D

=
(
df |p ⊗ d( 1f )|q

)∣∣∣
D

= s|D

as desired, where for the fourth equality we have used that d is the fibrewise dif-
ferential, so that d(π∗g) = 0, and for the sixth equality, we have used that p is a
section, so that π∗g|p = g. �

8.4. Operads of curves with tangential basepoints. We are now in a position
to formulate our construction of a logarithmic lift of the little disks operad.

Definition 8.13. For a finite set A, the logarithmic Fulton–MacPherson
space is the Deligne–Faltings log scheme

FMA := (MA, ∂MA, T∞XA)

and the framed logarithmic Fulton–MacPherson space is the Deligne–Faltings
log scheme

FM
fr
A :=


MA, ∂MA,

⊕

p∈A⊔{∞}

TpXA




Note that these log schemes are strata of normal crossing divisors, and hence
their virtual points are tangential basepoints of (MA, ∂MA) together with nonzero
elements in the corresponding line bundles. Since the normal bundles of the com-
ponents of MA parameterize gluing data by Lemma 8.10, it follows immediately
that these log schemes have the following modular interpretation:

Proposition 8.14. If K is any field, then the virtual K-points FMA(K) are in
natural bijection with isomorphism classes of stable (A ⊔ {∞})-marked curves of
genus zero over K, equipped with a gluing datum at every node, and a tangential
basepoint at ∞. Virtual points of FMfr

A(K) are the same, but with the additional
datum of a tangential basepoint at every marked point a ∈ A.

The framed versions were defined previously by Vaintrob [Vai21], who denoted
them by FLC, and explained how to lift the gluing maps for stable curves to
ordinary morphisms between the log schemes FM

fr
A, making them into an operad

in LogSchfs, which we recall below. We shall do something similar for the unframed
versions FMA, but now the gluing maps will be virtual.
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8.4.1. Composition of stable curves. Given finite sets A and B, and an additional
symbol ν, we have the gluing map of schemes

◦ν : MA⊔{ν} ×MB → MA⊔B (32)

where we attach the marked point ν on the first curve to the marked point ∞ on
the second as above. It is the closed embedding of the component DA,B of ∂MA⊔B.

8.4.2. Framed composition. Following Vaintrob [Vai21] we explain how to upgrade
(32) to an ordinary morphism

◦ν : FM
fr
A⊔{ν} × FM

fr
B → FM

fr
A⊔B.

This amounts to defining an ordinary morphism between two Deligne–Faltings log
structures over the normal crossing divisor (MA⊔{ν}, ∂MA⊔{ν})× (MB, ∂MB): the

product structure FM
fr
A⊔{ν} × FM

fr
B and the pullback log structure ◦∗νFM

fr
A⊔B. As

explained in Example 2.30, the latter is induced by the pullbacks of the line bundles
defining FM

fr
A⊔B, along with the normal bundle N of the embedding (32). By

Proposition 2.18 we are therefore looking for an ordinary monomial map



⊕

x∈A⊔{ν}⊔{∞}

TxXA⊔{ν}


⊕




⊕

y∈B⊔{∞}

TyXB


→ N⊕




⊕

z∈A⊔B⊔{∞}

(◦ν)
∗TzXA⊔B




between split vector bundles. Here we abuse notation and denote by the same
symbol a line bundle on a factor of a product and its pullback to the product.
Taking into account the isomorphisms (◦ν)

∗TxXA⊔B
∼= TxXA⊔{ν} for x ∈ A ⊔ {∞}

and (◦ν)
∗TyXA⊔B

∼= TyXB for y ∈ B, the sought-for ordinary monomial map looks
like:

TνXA⊔{ν} ⊕ T∞XB
⊕⊕

x∈A⊔{∞} TxXA⊔{ν}

⊕⊕
y∈B TyXB

→

N
⊕⊕

x∈A⊔{∞} TxXA⊔{ν}

⊕⊕
y∈B TyXB

We define it by combining the obvious identity maps in the bottom two rows with
the quadratic monomial map

TνXA⊔{ν} ⊕ T∞XB → TνXA⊔{ν} ⊗ T∞XB
ην
∼= N

induced by the universal gluing datum ην . The naturality of η, and the fact that
it only depends on the local behaviour at each node, ensures that these morphisms
satisfy the associativity conditions required to give the collection of log schemes
FM the structure of an operad in the category LogSchfs of fs log schemes and
ordinary morphisms.

Remark 8.15. The above construction can be performed for moduli spaces of curves
of any genus, as already explained in a different language by Levine [Lev07, §11].
In contrast, the unframed composition that we will now define crucially uses the
fact that we are working with genus zero curves, for which tangential basepoints
can be transported. ♦
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8.4.3. Unframed composition. The gluing map of Vaintrob cannot be applied to the
unframed versions FMA, since the line bundle TνXA⊔{ν} of tangent vectors at the
gluing point is not part of the log structure. To deal with this, we use the universal
transport of tangential basepoints, which gives a virtual isomorphism

sA⊔{ν}
∞,ν : T∞XA⊔{ν} → TνXA⊔{ν}

over the pair (MA⊔{ν}, ∂MA⊔{ν}). We now upgrade (32) to a virtual morphism

◦ν : FMA⊔{ν} × FMB → FMA⊔B.

Similarly to the framed case, this amounts by Proposition 2.18 to a virtual mono-
mial map

T∞XA⊔{ν} ⊕ T∞XB → T∞XA⊔{ν} ⊕N

between split vector bundles on the pair (MA⊔{ν}, ∂MA⊔{ν}) × (MB, ∂MB). It is
obtained from combining the identity map of T∞XA⊔{ν} and the composite

T∞XA⊔{ν} ⊕ T∞XB TνXA⊔{ν} ⊕ T∞XB
ην
∼= N.

sA⊔{ν}
∞,ν ⊕id

The following statement is readily seen to follow from the factorization property of
the universal transport maps proven in Proposition 8.12:

Proposition 8.16. The morphisms ◦ν are associative, making FM into an operad
in the category VLogSchfs.

Remark 8.17. The virtual monomial map (8.4.3) is a virtual isomorphism, which
implies that the operadic composition induces a virtual isomorphism of log schemes

FMA⊔{ν} × FMB
∼
→ FMA⊔B|DA,B

→֒ FMA⊔B.

lifting the inclusion MA⊔{ν} ×MB
∼
→ DA,B →֒ MA⊔B. ♦

Moreover, the maps

sA∞,a : T∞XA → TaXA

for a ∈ A, together with the identity map on T∞XA, give a virtual morphism

sA : FMA → FM
fr
A.

At the level of virtual points, this takes a curve with gluing data and a tangential
basepoint at ∞, and further decorates it with tangential basepoints at all other
marked points, by transporting the basepoint at ∞ using the gluing data. It is
therefore compatible with the operadic compositions:

Proposition 8.18. The universal transport maps sA∞,a for a ∈ A induce a mor-

phism FM → FM
fr of operads in VLogSchfs.

8.5. Relation to configuration spaces and little disks. We now give a more
explicit description of the log schemes FMA in terms of configuration spaces, which
explains their relation to the usual Fulton–MacPherson model for the little disks
operad.
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8.5.1. The operad of Kato–Nakayama spaces. Note that since the functor KN(−)
is symmetric monoidal, the spaces KN(FM) form a topological operad. As for the
Kato–Nakayama space of any Deligne–Faltings log scheme over a normal crossing
divisor (Example 4.9), the points of KN(FMA) are the quotient of the set of virtual
C-points FMA(C) by real dilations in all the line bundles and normal bundles. Con-
cretely, this means that elements in KN(FMA) are in bijection with isomorphism
classes of the following data:

• A stable A-marked curve C of genus zero over C.
• A real ray in the tangent space T∞C
• A real ray in the gluing space TνC

′
ν ⊗ TνC

′′
ν at every node ν ∈ C

The operadic composition then descends from that of FMA. Namely, to compose
an element C1 ∈ KN(FMA⊔{ν}) with an element C2 ∈ KN(FMB), one glues the
curves C1 and C2 at the points ν ∈ C1 and ∞ ∈ C2 to obtain a nodal curve C.
Then one transports the tangent ray at ∞ on C1 to a tangent ray at ν using s∞,ν

and “tensors” it with the tangent ray at ∞ on C2 to obtain a ray in the gluing
space TνC1 ⊗ T∞C2 of C.

Example 8.19. For j = 1, 2, let Cj = P1(C) with coordinate zj. Then a tangent ray
ρj ⊂ T∞Cj has the form

ρj = R>0e
iθj∂1/zj ⊂ T∞Cj

for some angle θj ∈ R/2πZ. From the formula in Example 8.3 for the transport of
tangential basepoints, we have

s∞,0(ρ1) = R>0e
−iθ1∂z1 ⊂ T0C1

Hence if we glue 0 ∈ C1 to ∞ ∈ C2 and combine their tangent rays by the operadic
composition above, the resulting gluing datum at the node is given by

η = s∞,0(ρ1)⊗ ρ2 = R>0e
i(θ2−θ1)

(
∂z1 |0 ⊗ ∂1/z2 |∞

)
.

It can thus be thought of as a measure of the difference in angle between the tangent
rays on C1 and C2. ♦

8.5.2. The topological Fulton–MacPherson operad. Let us recall the construction of
the topological Fulton–MacPherson operad FM, which is discussed for instance in
[Kon99, LV14, Mar99, Sal01].

Let us denote by

ConfA(C) :=
{
(za)a∈A ∈ CA

∣∣ za 6= zb if a 6= b
}

the configuration space parameterizing distinct points in C labelled by the elements
of A, i.e. the set of injections A →֒ C. It carries a canonical action of the group
R>0⋉C of translations and real dilations of C, and the quotient ConfA(C)/(R>0⋉C)
has a canonical Fulton–MacPherson compactification

FMA := ConfA(C)/(R>0 ⋉C)

which is a real manifold with corners, whose boundary strata parameterize ways
in which configurations of points can degenerate. The points of FMA are given by
the following data:

• A rooted tree τ whose leaves are labelled by the elements of A
• For each internal vertex v of τ , an element Zv ∈ ConfA(v)(C)/(R>0 ⋉ C),
where A(v) denotes the set of edges that point away from the root at v.
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These spaces assemble into an operad FM whose operadic composition is given
simply by the grafting of trees (inserting the root of one into a leaf of another).

8.5.3. The relation between them. We now relate the topological operads KN(FMA)
and FMA discussed above.

Note that the configuration space ConfA(C) is the space of C-points (with the
classical topology) of the configuration scheme

ConfA(A
1) := {(za)a∈A1 | za 6= zb if a 6= b} .

The latter is a smooth scheme of finite type over Spec(Z) and comes equipped with
an action of the group scheme Gm ⋉Ga by translations and dilations.

Given a configuration (za)a∈A in A1, we may form a smooth marked curve of
genus zero by adding the point at infinity to obtain C := (P1, (za)a∈A,∞) ∈ MA.
We may further equip it with the tangent vector ∂1/z|∞ ∈ T∞P1 where z is the

standard coordinate on A1. Evidently every smooth marked curve with a tangential
basepoint at infinity is isomorphic to one obtained in this way. Moreover, the only
automorphisms of P1 fixing a nonzero tangent vector at ∞ are the translations, so
two such curves with a tangential basepoint are isomorphic if and only if the corre-
sponding configurations differ by a translation. Thus the quotient of ConfA(A1) by
translations is identified with the moduli space of smooth A-marked curves with a
nonzero tangent vector at ∞, i.e. we have a canonical isomorphism

ConfA(A1)/Ga T×
∞XA|M

A

∼ (33)

of schemes over Spec(Z).
In addition, we have the canonical virtual map T×

∞XA|M
A

→ FMA|MA
which

trades the fibre coordinate on T×
∞XA|M

A
for the corresponding phantom coordinate

on FMA, and is thus a bijection on the level of virtual points. On the level of Kato–
Nakayama spaces, it gives the map

(T×
∞XA|M

A
)(C) KN(FMA|MA

) (34)

that sends a pair (C, v) of a smooth complex curve C ∈ MA(C) and a nonzero
tangent vector v ∈ (T∞C)

× to the pair (C,R>0v) given by the same curve and the
tangent ray R>0v spanned by v. It is thus the quotient by the canonical action of
R>0 by rescaling the tangent vector. The latter corresponds to the action of R>0 on
ConfA(C) by dilation of configurations, and hence the maps (33) and (34) combine
to induce a homeomorphism

ConfA(C)/(R>0 ⋉C) KN(FMA|MA
).∼ (35)

Theorem 8.20. The map (35) extends uniquely to the Fulton–MacPherson space

FMA = ConfA(C)/(R>0 ⋉C), giving an isomorphism of topological operads

FM ∼= KN(FM).

Sketch of proof. We will follow a tradition in the literature and describe the result-
ing isomorphism of operads of sets, while omitting the routine verification of its
compatibility with the topology.

Note that by definition, the set operad FM is the free operad generated by
the sequence Conf•(C)/(R>0 ⋉ C). Also, Remark 8.17 implies that the set operad
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KN(FM) is the free operad generated by the sequence KN(FM|M). Therefore, (35)
extends uniquely to an isomorphism of set operads

FM
∼
→ KN(FM), (36)

and one checks that its components are continuous, hence homeomorphisms because
all spaces involved are compact and Hausdorff. �

Remark 8.21. The isomorphism from Theorem 8.20 can be described explicitly
as follows. Given a point of FMA consisting of a tree τ and a configuration
Zv ∈ ConfA(v)(C) at each vertex v, we obtain a collection of smooth curves Cv :=

(P1, Zv,∞) which we decorate with the tangent ray spanned by the unit tangent
vector R>0∂1/z |∞ ⊂ T∞P1. In the notation of Example 8.19, this corresponds to
the case in which all angles θj are equal to zero. Therefore, the image of (τ, (Zv)v)
by (36) is the curve obtained by gluing the Cv according to τ and decorating with
the gluing ray R>0 · (∂z |ν ⊗ ∂1/z|∞) at every node. Every point of KN(FM) is rep-
resented by a decorated curve of this type, unique up to dilations and translations
of the configurations Zv. ♦

8.6. de Rham cohomology, Arnol’d forms and formality. Parallel to the
“Betti” description above, we may give an explicit description of the de Rham
algebra of FMA (even over Spec(Z)) as follows.

8.6.1. Forgetful maps. Recall that if A′ ⊂ A is a subset with at least two elements,
we have a forgetful map MA → MA′ defined by forgetting the location of the
marked points in A \ A′ and stabilizing the resulting curve. Over the locus of
smooth curves, this identifies the tangent spaces at infinity on XA and XA′ , and
thus it induces a virtual morphism FMA → FMA′ .

8.6.2. Logarithmic differentials. In particular, if {a, b} ∈ A is a subset with two
elements, we have a canonical forgetful map

f{a,b} : FMA → FM{a,b}.

Note that FM{a,b} is the log structure over M{a,b}
∼= ∗ associated to the line

T∞X{a,b}. A choice of Z-linear coordinate t on this tangent space gives an isomor-

phism FM{a,b} → ∗log, so that Ω1(FM{a,b}) ∼= Z · dt
t . Note that the generator dt

t is
invariant under change of the phantom coordinate t. We deduce that the pullback

ω{a,b} := f∗
{a,b}dlog(t) ∈ Ω1(FMA)

is independent of the choice of t, i.e. it depends only on the choice of the two-
element subset {a, b} ⊂ A as suggested by the notation. We can think of it as
the “logarithmic derivative of the universal tangential basepoint relative to the
positions of a and b”.

Now consider the pullback of these elements along the canonical virtual mor-
phism

φ : ConfA(A
1) → FMA

constructed in the previous section, sending the configuration (za)a∈A to the curve
(P1, (za)a∈A,∞) equipped with the tangential basepoint e := ∂1/z|∞. The composi-

tion f{a,b}◦φ then sends a configuration (za)a∈A to the marked curve (P1, za, zb,∞)

with the same tangential basepoint e. Translating by −za and dilating by 1
zb−za

, the
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latter curve is isomorphic to (P1, 0, 1,∞) with the tangential basepoint (zb − za)e.
Taking the phantom coordinate t dual to e, we deduce that

φ∗f∗
{a,b}t = zb − za

and therefore

φ∗ω{a,b} =
d(zb − za)

zb − za
∈ Ω1

ConfA(A1).

Note that these differential forms are exactly the ones considered by Arnol’d in
[Arn69], where he proved that (after dividing each by 2πi), the subalgebra they
generate projects isomorphically to the integral cohomology of the configuration
space ConfA(C).

8.6.3. Formality. Recall that the functor X 7→ Γ(X,Ω•
X/K) of global log forms over

a field K is strong symmetric monoidal. Thus, by base change of FM to Q, we
obtain a differential graded Hopf cooperad Ω•(FM) := Γ(FM/Q,Ω•

FM/Q). It turns

out that its differential vanishes:

Proposition 8.22. The following statements hold:

(1) All global logarithmic forms on FM are closed, and the natural map

Ω•(FM) → H•
dR(FM) (37)

is an isomorphism of graded Hopf cooperads.
(2) The elements ωa,b ∈ Ω1(FMA) generate Ω•(FMA) as an algebra over Q.

Proof. The vector bundle T∞XA onMA is trivial in the interiorMA. Indeed, choos-
ing two distinct marked points p, q ∈ A, the cross-ratio f(z) = [zp|∞q] is a global
function on XA|M

A
whose vanishing locus is ∞, so that its fibrewise differential

trivializes T∞XA|M
A
. Therefore, by Example 2.22 we get a virtual isomorphism of

log schemes

FMA
∼= (MA, ∂MA)× ∗log.

It is a standard fact that all global log forms on (MA, ∂MA) are closed and that
the natural map

Ω•(MA, ∂MA) → H•
dR(MA, ∂MA) ∼= H•

dR(MA)

is an isomorphism, as a classical consequence of the fact that the mixed Hodge
structure on H• (MA) is pure of weight 2k for all k. The same holds for ∗log, and
statement (1) follows. Statement (2) then follows from Arnol’d’s computation of
the de Rham cohomology of the configuration spaces ConfA(A1). �

On the other hand, the cochains

RΓ(KN(FM);C) ∼= RΓ(FM;C)

form a weak dg Hopf cooperad; see, e.g. [CH20, §8.5] for a precise definition of this
concept. Applying Betti and de Rham cochains and their comparison equivalence,
the isomorphism (37) fits into the following diagram of homotopy equivalences of
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weak dg Hopf co-operads:

Ω•(FM)⊗Q C H•
dR(FM)⊗Q C

RΓ(FM,Ω•
FM/Q)⊗Q C

RΓ(KN(FM);C) H•
B(FM)⊗Q C

∼=

∼

∼=

∼

(38)

The dashed horizontal map is the one that makes the diagram commute; it in-
duces the identity on cohomology and thus establishes the formality of the weak
dg Hopf cooperad RΓ(KN(FM);C) ∼= RΓ(FM;C). Combined with the homotopy
equivalence between FM and the little disks operad [Kon99, LV14, Mar99, Sal01],
we arrive at the following statement, known in the literature as “formality of little
disks”; see the introduction for a discussion of its history.

Corollary 8.23. The weak dg Hopf co-operad of cochains on the little disks operad,
with C-coefficients, is formal.

Remark 8.24. There is a canonical integral structure Ω•(FM)Z ⊂ Ω•(FM) given
by the global log forms on FM defined over Z, or equivalently the Z-subalgebra
generated by the forms ω{a,b}. With this choice of integral structure, the Betti–de

Rham comparison gives an isomorphism Ωk(FM)Z ∼= HkB(FM;Z(2πi)k), where the
factor (2πi)k appears in degree k because the integral of dlog(za − zb) over a loop
is a multiple of 2πi. Hence the comparison isomorphism in cohomology can be
renormalized to be defined over Z. (The corresponding statement for FM

fr was
observed also by Vaintrob [Vai21].) At cochain level, the situation is more subtle,
since the integral of dlog(za − zb) along a non-closed path could be any complex
number. However, using sheaves of polylogarithms as in [BPP20, Bro09, Gon01],
one can show that the formality morphism (38) with C-coefficients can be lifted, in
a canonical way, to one whose coefficients are multiple zeta values. ♦

Remark 8.25. Under the identification of Ω•(FM) with Arnol’d’s forms on the con-
figuration spaces Conf(A1), the cooperadic cocomposition amounts to a canonical

way to pull back the forms
d(zi−zj)
zi−zj

the loci of collisions zi = zj, even though they

have poles there. Note that the existence of such a “regularized pullback” is a con-
sequence of the homotopy equivalence of the configuration spaces with the spaces
of little disks and Arnol’d’s presentation of H•

(
Conf(A1)

)
. What is new here is

that our formalism gives a direct algebro-geometric construction of the regularized
pullback, which implies the formality of little disks. ♦

8.7. The operad of integral points. Note that if X is an operad of log schemes
over Z, then by taking virtual Z-points we obtain an operad X(Z) in the category
of sets; the operadic structure is naturally induced from that of X because the
functor of virtual points is symmetric monoidal. Our aim now is to give a purely
combinatorial description of the operads of virtual Z-points FM(Z).

8.7.1. Stable curves over Z and binary trees. We begin by recalling the well-known
structure of the operad of integral points M(Z).

Note that P1(Z) = {0, 1,∞} has only three points. Thus for any finite set A,
any curve C ∈ MA(Z) must be maximally degenerate: each irreducible component
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a c

(b(ac))

Figure 4. Virtual Z-points of FMA are in bijection with planar
rooted trees, or equivalently parenthesized monomials built from
the elements of A; the correspondence is illustrated here with the
set of labels A = {a, b, c}.

of C has exactly three “special points” (nodes and/or markings) so that C lies on
some zero-dimensional stratum of the normal crossing divisor (MA, ∂MA).

This means that if C ∈ MA(Z), then the dual graph τ(C) is a binary tree,
i.e. every internal vertex is trivalent. This gives a bijection between elements of
MA(Z) and binary rooted trees whose leaves are labelled by A and whose root
is labelled ∞. It is immediate that the operadic composition ◦ν : MA⊔{ν}(Z) ×

MB(Z) → MA⊔B(Z) corresponds to the grafting of trees defined by gluing the
marking ν on the first tree to the root on the second. In summary, we have the
following.

Proposition 8.26. The map sending a stable curve to its dual graph gives an
isomorphism from the operad M(Z) of stable marked curves of genus zero over Z
to the operad of binary rooted trees.

8.7.2. Tangential basepoints and orderings. We have a projection FMA → MA,
defined by forgetting the log structure. If C ∈ MA(Z), then a lift of C to an
element of FMA(Z) is equivalent to the specification of a tangential basepoint at
∞ on C and a gluing datum at every node, all defined over Spec(Z). By transport
of tangential basepoints through the nodes, this is equivalent to specifying, for each
component Ci of C, a tangential basepoint at the special point of Ci that is closest
to ∞, which we denote by ∞i ∈ Ci(Z).

Note that for each component Ci, the real locus Ci(R) ∼= P1(R) (with the analytic
topology) is a topological circle. This circle comes equipped with an orientation,
obtained by declaring that the tangential basepoint at ∞i points in the positively
oriented direction. In terms of the dual graph τ(C), this corresponds to a cyclic
order on the edges at each internal vertex of τ(C), which in turn gives the tree a
planar structure ρ(v). Namely, the planar structure is determined by requiring that
in a planar embedding, the edges are traversed counterclockwise in cyclic order; see
Figure 4 for an example.

In summary, we have the following combinatorial description of the operad
FM(Z).

Proposition 8.27. The assignment (C, v) 7→ (τ(C), ρ(v)) gives an isomorphism
from the operad FM(Z) to the operad of planar rooted trees. The forgetful map
FM(Z) → M(Z) is identified with the map (τ(C), ρ(v)) 7→ τ(C) that forgets the
planar structure.
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8.8. The parenthesized braid operad. Finally, we explain how Bar-Natan’s
formalism of parenthesized braids from [BN98, §2] can be interpreted as the “fun-
damental groupoid of FMA with basepoints defined over Spec(Z)”.

By the discussion in Section 4.4, we have a canonical injection

FMA(Z) ∼= KNZ(FMA) →֒ KN(FMA) ∼= FMA.

This allows us to view FMA(Z) as a collection of basepoints in FMA.

Definition 8.28. We denote by Π1(FMA) := Π1(FMA,FMA(Z)) the fundamental
groupoid of the topological space FMA based at the subset FMA(Z).

Since the inclusion of Z-points in the Kato–Nakayama space is a morphism of
symmetric monoidal functors, the operadic structure of FM makes Π1(FM) into
an operad of groupoids.

In light of Proposition 8.27, the operad of basepoints of Π1(FMA) is the operad
of planar rooted trees. Recall that a planar rooted tree with leaves labelled by A
can equivalently be encoded in a parenthesized monomial built from the elements
of A, as illustrated in Figure 4. Namely, the planar structure induces a total order
on the elements of A, given by traversing the leaves clockwise. We then interpret
each internal vertex as the bracketing of its edges pointing away from the root.
In particular, if A = {1, . . . , n}, then this structure is what Bar-Natan calls a
parenthesized permutation.

The projection ConfA(C) → FMA
∼= KN(FMA) is a homotopy equivalence, so

the fundamental group of FMA is the pure braid group on strands labelled by A.
More generally if x, y ∈ FMA(Z), then comparing the total orders on A induced
by x, y induces a bijection σx,y : A → A, and homotopy classes of paths from x
to y are in canonical bijection with lifts of σx,y to an element of the braid group
on strands labelled by A. Thus the groupoids Π1(FMA) are exactly Bar-Natan’s
groupoids of parenthesized braids, which were observed by Tamarkin [Tam03] to
form an operad. The operadic compositions clearly agree with those of Π1(FM).
Hence we have the following.

Proposition 8.29. The operad of groupoids Π1(FM) is canonically isomorphic to
the operad of parenthesized braids.
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dans le monde motivique. II, Astérisque (2007), no. 315, vi+364 pp. (2008).
http://www.numdam.org/issues/AST_2007__315__1_0/.

[Bei00] A. A. Beilinson, Letter to M. Kontsevich (16.8.2000), 2000.

[BN98] D. Bar-Natan, On associators and the Grothendieck-Teichmuller group. I,
Selecta Math. (N.S.) 4 (1998), no. 2, 183–212.

[BPØ22] F. Binda, D. Park, and P. A. Østvær, Triangulated categories of logarithmic motives
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