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Optimizing quasi-dissipative evolution
equations with the moment-SOS hierarchy

Saroj Prasad Chhatoi1, Didier Henrion1,2, Swann Marx3, Nicolas Seguin4

Draft of December 9, 2024

Abstract

We prove that there is no relaxation gap between a quasi-dissipative nonlinear
evolution equation in a Hilbert space and its linear Liouville equation reformulation
on probability measures. In other words, strong and generalized solutions of such
equations are unique in the class of measure-valued solutions. As a major consequence,
non-convex numerical optimization over these non-linear partial differential equations
can be carried out with the infinite-dimensional moment-SOS hierarchy with global
convergence guarantees. This covers in particular all reaction-diffusion equations with
polynomial nonlinearity.

1 Introduction

The moment-SOS hierarchy is a mathematical technology that allows to solve numerically
with global optimality guarantees a large class of non-convex optimization1 problems at the
price of solving a family of convex relaxations (typically semidefinite optimization problems)
of increasing size. The approach and its applications are described in [25].

The first step in the approach consists of reformulating a non-convex non-linear optimization
problem in a given domain as a linear problem in cones of measures supported on this
domain. An archetypal example is the Kantorovich linear reformulation of the non-linear
Monge problem of optimal transport [46]. An important question is whether there is a
relaxation gap, i.e. whereas the value of the linear problem on measures differ from the
value of the original non-linear problem. In the absence of a relaxation gap, it can be shown
(under standard assumptions) that the moment-SOS hierarchy converges, i.e. it generates
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a sequence of bounds which converges monotonically to the value of the original problems.
Then a globally optimal solution can be approximated from the solutions of the successive
convex relaxations, see e.g. [40] for optimal transport.

For non-linear partial differential equations (PDEs) and their control, an early attempt to
use the linear measure formulation was reported in [45] for semi-linear elliptic equations.
More recent attempts using the moment-SOS approach can be found in [6, 32, 36] for linear
PDEs, and more recently in [21, 14] for non-linear PDEs. A fully general non-linear setup
including optimization, calculus of variations and PDEs was described in [35]. As far as we
know, in these references, there is neither convergence guarantee of the proposed hierarchy,
nor a proof of no relaxation gap.

In the context of scalar hyperbolic conservation laws, a particular class of nonlinear PDEs,
no relaxation gap was ensured by introducing entropy inequalities [37]. In [34] it was shown
that there is no relaxation gap for scalar problems (i.e. when then dimension of the domain
or the dimension of the codomain is equal to one), both for calculus of variations and for
optimal control problems. Conversely, an example of a variational problem with relaxation
gap is provided when the dimensions of the domain and of the codomain are greater than
one. It is also shown that in the presence of integral constraints, a relaxation gap may occur
at any dimension of the domain and of the codomain. More recently, it was shown [26] that
under convexity assumptions, there is no relaxation gap for a broad class of variational and
optimal control problems on non-linear PDEs. The question of the absence of a relaxation
gap for specific classes of non-linear PDEs remains however widely open.

These results were obtained for measures supported on finite-dimensional subsets of the
time, space, function and function gradient domains. There is however the possibility of
reformulating optimization problems over nonlinear PDEs as linear problems on measures
supported on infinite-dimensional functional spaces. This is the point of view adopted e.g. in
[15, Part III] for optimization with relaxed controls. Measures on infinite-dimensional spaces
and statistical measure-valued solutions are also prominently appearing in [17] and in the
subsequent work [44] on Navier-Stokes equations. This notion of statistical solutions allows
for sound numerical implementations, see e.g. [16]. These solutions seem to be related with
the measure-valued solutions studied in [23] and approximated numerically in the context
of the moment-SOS hierarchy. This motivated us to focus on reformulations with measures
on infinite-dimensional spaces and to address the question of relaxation gap in this infinite-
dimensional setup.

In this paper, we show that there is no relaxation gap for a broad class of non-linear PDEs
defined by evolution equations on infinite-dimensional functional spaces, with an operator
satisfying a quasi-dissipativity condition also known as quasi-monotonicity or m-accretive
property, explained in details in [13, 47, 30]. The key ingredient in the proof is differential
calculus with probability measures [1]. No relaxation gap for this class of PDEs implies
that we can use the infinite-dimensional moment-SOS hierarchy to solve optimization and
optimal control problems on these equations, with convergence guarantees. It is of interest
to mention [3] which also provides an alternative proof in the case of Hamiltonian PDEs, but
without providing a numerical scheme nor making a clear link with the semigroup literature.
To the best of our knowledge, this link is disclosed in our paper for the first time.

Existing numerical methods for non-linear PDEs focus on specific classes of PDEs. Except
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conservation laws for which sophisticated methods such as the wave front tracking is available
[19], these methods focus on semi-linear equations and provide a numerical scheme for the
linear part which is proved to work with the nonlinear terms of the equation by using some
fixed-point arguments. Classical numerical schemes for PDEs include the finite-difference
method [9], the finite-element method [7], the finite-volume method [20] or the spectral
method (i.e., Galerkin decomposition) [8]. We refer the interested reader to [48] for a general
overview of numerical schemes for nonlinear PDEs. Existing methods being based on fixed-
point arguments and discretization (including implicit schemes), only local convergence can
be guaranteed. Furthermore, when facing optimization problems involving PDEs, only local
minima can be obtained with such methods. See e.g. [42] for a simple example of a non-
convex PDE optimal control problem with several local (and global) optima.

In contrast with all these methods, the moment-SOS hierarchy is designed to approximately
compute globally optimal solutions. The main difference with finite-difference, finite-element
and finite-volume methods consists in discretizing measures via finitely many of their mo-
ments, instead of discretizing the time and the space. Therefore, one may interpret this as
a Galerkin method. However, the difference relies on the equation which is solved: indeed,
while the Galerkin method focuses on solving (possibly non-linear) equations with functions
as unknowns, the moment-SOS hierarchy is used in the context of (always linear) equations
with measures as unknowns.

More broadly speaking, the moment-SOS hierarchy has proved to be applicable in many
other areas of dynamical systems such as optimal control [33] or the computation of region
of attraction [24] for ordinary differential equations, and we hope that the results presented
in this paper can pave the way for similar achievements for non-linear PDEs, i.e. optimal
control (including boundary control) and region of attraction for nonlinear PDEs, as well as
inverse problems.

The outline of the paper is as follows. In Section 2 we introduce the non-linear PDEs
under study, in the form of differential equations with quasi-dissipative operators evolving
in a Hilbert space. A few examples are described in Section 3. In Section 4 we introduce
the Liouville equation, a linear measure reformulation of the non-linear PDE, as well as
its relationship with various notions of solutions. Section 5 contains our two main results:
first we state in Theorem 1 that there exists a unique solution to the Liouville as soon
as the generator is supposed to be quasi-dissipative; and second, as a consequence of the
first result, we show a no relaxation gap result which states that for Dirac initial data, the
unique solution to the Liouville equation is the Dirac at the solution of the non-linear PDE.
In Section 6 we briefly describe the infinite-dimensional moment-SOS hierarchy. It is then
illustrated numerically in Section 7. Further research directions and extensions are described
in the concluding Section 8.

2 Quasi-dissipative evolution equations

Consider the evolution equation

ẏ(t) = f(y(t)), y(0) = y0, t ∈ [0, 1] (1)
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in the time-dependent function y : [0, 1] → H , where H is a given real Hilbert space
equipped with a norm ‖·‖H and a scalar product 〈·, ·〉H , the dot denotes the time derivative,
f : D(f) ⊂ H → H is a given nonlinear operator, with domain D(f) densely defined in H ,
and y0 ∈ D(f) is a given initial condition. We further assume that H forms a rigged Hilbert
space H1 ⊂ H ⊂ H−1, where H1 := D(f) is equipped with a norm ‖ · ‖H1

, and where
H−1 is defined as the topological dual to H1. A typical example is H := L2(R) (square
integrable functions), H1 := H1(R) (functions with square integrable weak derivatives) and
H−1 := H−1(R) (dual space including distributions). In the case where f is semilinear,
i.e., f(y) := Ay + g(y), with A : D(A) ⊂ H → H the generator of a strongly continuous
semigroup, and g a bounded operator from H to H , the space H1 is defined as H1 := D(A)
(equal to D(f) since g is bounded) and H−1 can be built [49] as the completion of H with
respect to the norm ‖(A − ρI)−1 · ‖H , where ρ is an element of the resolvent of A. We
suppose furthermore that these Hilbert spaces are separable. A solution of (1) is denoted
y(t) or y(t|y0) if we want to emphasize the dependence on initial condition. Finally, let Y

denote a subset of H .

Before considering further properties of the operator f , we explain now what we mean by
a solution of evolution equation (1). Indeed, there are several non-equivalent notions of
solutions for infinite-dimensional systems. The first one, perhaps the most straightforward,
is referred as strong solution [13, Definition 2.2].

Definition 1 (Strong solution) Let y0 ∈ D(f). A function y ∈ C ([0, 1],H1)∩C 1([0, 1],H )
is a strong solution to (1) if it is Lipschitz continuous on compact subsets of [0, 1], differen-

tiable almost everywhere, and equation (1) is satisfied for almost every t ∈ [0, 1].

When facing lower regularity (i.e., with y0 ∈ H ), a more suitable notion of solution should
be introduced [47, Definition, page 183].

Definition 2 (Generalized solution) Given y0 ∈ H , a generalized solution to (1) is a

function y ∈ C ([0, 1],H ) for which there exists a sequence of initial conditions (yn
0 )n∈N ∈ H1

converging to y0 and strong solutions (yn)n∈N to (1) converging to y, in the topology of H

and C ([0, 1],H ) respectively.

Another notion of interest, particularly relevant for our purposes, is the positive invariance
of a set of solutions.

Definition 3 (Positive invariance) Set Y is called positively invariant if y0 ∈ Y implies

y(t) ∈ Y for all t ∈ [0, 1].

In this paper, we focus on evolution equations with operators satisfying a specific positivity
condition.

Definition 4 (Quasi-dissipative) Operator f is quasi-dissipative on Y if there exists a

constant a ≥ 0 such that

〈y1 − y2, f(y1) − f(y2)〉H ≤ a‖y1 − y2‖2
H (2)

for all y1, y2 ∈ Y .

4



Definition 5 (Maximality) Operator f is maximal on Y if

∀h ∈ Y , ∃y ∈ D(f), y = f(y) + h. (3)

In the literature, quasi-dissipative operators are also called (up to a change of sign) quasi-
monotone or m-accretive, see [13, 47, 30]. If operator f in (1) is quasi-dissipative and
maximal on H , it follows from the Crandall-Liggett theorem [30, Theorem 5.6] or [47,
Theorem 4.1 and Theorem 4.1a] that for any y0 ∈ H , resp. y0 ∈ D(f), there exists a unique
generalized solution y ∈ C ([0, 1],H ), resp. unique strong solution y ∈ C ([0, 1], D(f)) ∩
C 1([0, 1],H ) to (1). Furthermore, the operator f generates a (nonlinear) strongly continuous
semigroup denoted by (S(t))t≥0, meaning that the solution of (1) can be written as

y(t) := S(t)y0

for all t ∈ [0, 1], for all y0 ∈ H for generalized solutions, and for all y0 ∈ D(f) for strong
solutions. In particular, if f is quasi-dissipative and maximal, solutions exploding in finite-
time cannot exist, meaning that the solution is always bounded on a finite interval of time.
Therefore, there always exists a bounded solution set Y which is positively invariant.

3 Examples

3.1 Semilinear equations

When the operator f is expressed as

f(y) := Ay + g(y) (4)

with g : H → H a bounded and quasi-dissipative operator and A : D(A) ⊂ H a linear
operator generating a strongly continuous semigroup denoted by (T(t))t≥0, one can define
the notion of mild solution given by the well-known Duhamel formula

y(t) := T(t)y0 +
∫ t

0
T(t− s)g(y(s))ds, y0 ∈ H . (5)

In the semilinear case, generalized solutions and mild solutions coincide, as proved in [51,
Lemma 4.3.4]. Moreover, solving the implicit formulation (5), when it is possible, gives the
semigroup (S(t))t≥0, generated by the operator f . In other words, the solution of (5) can be
written as y(t) := S(t)y0 for a.e. t ≥ 0.

3.2 The heat equation

Let H := L2(Ω) with Ω a bounded open set of Rn of class C∞. Let

f(y) := ∆y (6)

where ∆ :=
∑n

i=1 ∂xixi
is the Laplacian operator. The domain is

D(f) := H2(Ω) ∩H1
0 (Ω).
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Lemma 1 The heat operator (6) is quasi-dissipative on H .

Proof: Since f in (6) is linear, the quasi-dissipative condition (2) on H becomes

〈y, f(y)〉 ≤ a|y|2

for some a ≥ 0 and for all y ∈ H . It is satisfied for a = 0 since

〈y, f(y)〉 =
∫

Ω
(∆y)y = −

∫

Ω
|∂xy|2 ≤ 0

with ∂x := (∂xi
)i=1,...,n denoting the gradient operator. �

Lemma 2 The heat operator (6) is maximal on H .

Proof: See [10, Thm. 9.25]. �

3.3 Polynomial reaction-diffusion

Let H := L2(0, 1) and consider the following periodic polynomial reaction-diffusion operator

f(y) := ∂xxy + g(y) (7)

with domain
D(f) := {y ∈ H2(0, 1) : y(0) = y(1), ∂xy(0) = ∂xy(1)}

and polynomial nonlinearity g such that g(y) ≤ 0 if y ≤ ymin or y ≥ ymax for given bounds
ymin ≤ ymax.

Lemma 3 The set Y := {y ∈ D(f) : ymin ≤ y(x) ≤ ymax, ∀x ∈ (0, 1)} is positively invariant

for evolution equation (1) with operator (7).

Lemma 4 The polynomial reaction-diffusion operator (7) is quasi-dissipative on the posi-

tively invariant set Y of Lemma 3.

Lemma 5 The polynomial reaction-diffusion operator (7) is maximal on the positively in-

variant set Y of Lemma 3.

The proofs of these results are provided in the Appendix.
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4 Linear measure formulation and notions of solutions

In this section we introduce the Liouville equation2 in an infinite dimensional separable and
real Hilbert space H in order to transform the nonlinear evolution equation (1) into a linear
evolution equation with measures as unknowns. Then, we aim at proving the absence of
relaxation gap between the nonlinear equation and its linear measure reformulation. No
relaxation gap is instrumental to prove convergence of a numerical scheme, known as the
moment-SOS hierarchy, based on well-known tools from convex optimization. This Liouville
equation, as we will see, has to be considered in a weak sense, and this requires the introduc-
tion of cylindrical test functions. In order to make this article as self-contained as possible,
we recall their definition [1, Definition 5.1.11].

Definition 6 (Cylindrical function) Given an integer d, we denote by Πd(H ) the space

composed by all projective maps π : H → Rd of the form:

π(z) = (〈z, e1〉, 〈z, e2〉, . . . , 〈z, ed〉), z ∈ H

where {e1, . . . , ed} is any orthonormal family of vectors in H . We denote by Cyl(H ) the

space of cylindrical functions φ defined as φ := ψ ◦ π with π ∈ Πd(H ) and ψ ∈ C ∞
c (Rd),

smooth functions with compact support.

By definition, cylindrical functions are Lipschitz continuous and everywhere Fréchet differ-
entiable with respect to the weak topology of H . In the sequel, the cylindrical test functions
depend on time, i.e. φ := ψ(t, π(z)), with ψ ∈ C ∞

c ([0, 1] × Rd), which actually is equivalent
to take φ ∈ Cyl([0, 1] × H ). Cylindric functions are necessary from a theoretical viewpoint,
since our proofs are based on results of [1] relying on them. They are also crucial when
developing the numerics because they can model polynomials in infinite dimensions.

Following [23], consider the time-dependent Dirac measure µt = δy(t) supported on the
strong solution y(t) to evolution equation (1) for a given initial condition y0 ∈ H . Let
φ ∈ Cyl([0, 1] × H ) be a cylindrical test function. It holds

∫ 1

0
φ̇(t, y(t))dt = φ(1, y(1)) − φ(0, y(0)) =

∫

H

φ(1, z)dµ1(z) −
∫

H

φ(0, z)dµ0(z),

and using the chain rule

∫ 1

0
φ̇(t, y(t, .))dt =

∫ 1

0
(∂tφ(t, y(t, .)) + ∂yφ(t, y(t, .))ẏ(t, .)) dt

=
∫ 1

0

∫

H

(∂tφ(t, z) + 〈∂zφ(t, z), f(z)〉H ) dµt(z)

where ∂tφ(t, z) is the partial derivative of φ w.r.t. time, and ∂zφ(t, z) is the Fréchet derivative
of φ w.r.t z ∈ H , a linear operator on H , which exists due to the definition of cylindrical
functions.

2The Liouville equation is also called the continuity equation or the conservation of mass equation. It is
a linear transport equation appearing e.g. in the Euler equations of fluid dynamics.
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Equating both expressions, the Dirac measure µt = δy(t) solves the Liouville equation:

∫ 1

0

∫

H

(∂tφ(t, z) + 〈∂zφ(t, z), f(z)〉H ) dµt(z)dt =
∫

H

φ(1, z)dµ1(z) −
∫

H

φ(0, z)dµ0(z) (8)

which is a linear transport equation in µ : [0, 1] → M (H ), where M (H ) denotes the
vector space of measures3 on H , identified with bounded linear functionals on the vector
space C (H ) of continuous functions on H . More generally, let µt denote a solution of (8).
Time-dependent measures µt are called parametrized measures or Young measures in the
calculus of variations literature.

Let ν 7→ −∂y · (fν) denote the linear operator which is adjoint to the linear operator ψ 7→
∂yψf(y), i.e. such that for every cylindrical function ψ ∈ Cyl(H ) and every measure
ν ∈ M (H ), it holds

∫

H
∂yψ(z)f(z)dν(z) = − ∫

H
ψ(z) ∂z · (fν)(dz). The Liouville equation

(8) can then be equivalently written as an evolution equation on measures:

µ̇t + ∂z · (fµt) = 0 (9)

with µ0 = δy0
, for given initial data y0 ∈ H .

Consider the semigroup (S(t))t≥0 generated by the operator f . Trajectories of (1) can be
therefore written as y(t, ·) = S(t)y0 with y0 ∈ D(f) and for all t ≥ 0. Observe that if the
initial data is an arbitrary probability measure µ0 ∈ M (H1), then the push-forward measure
µt = S(t)#µ0 through the flow map solves Liouville equation (9). Indeed, in this case (8)
writes

∫ 1

0

∫

H

(∂tφ(t, z) + 〈∂zφ(t, z), f(z)〉H ) dµt(z)dt

=
∫ 1

0

∫

H

(∂tφ(t, S(t)z) + 〈∂zφ(t, S(t)z), f(S(t)z)〉H ) dµ0(z)dt

=
∫ 1

0

∫

H

(

∂tφ(t, S(t)z) + 〈∂zφ(t, S(t)z),
˙(

S(t)z
)

〉H

)

dµ0(z)dt

=
∫ 1

0

∫

H

φ̇(t, S(t)z)dµ0(z)dt

=
∫

H

φ(1, S(1)z)dµ0(z) −
∫

H

φ(0, S(0)z)dµ0(z)

=
∫

H

φ(1, z)µ1(dz) −
∫

H

φ(0, z)µ0(dz).

It is worth mentioning that the (formal) computations performed all along this section require
the solution to (1) to be strong. Otherwise, the operator f(S(t)z), for all t ≥ 0, would not
exist. In other words, the weak formulation (8) with test functions actually corresponds
to the strong solution to (1). Therefore, as in the case of (1), we need different notions of
solution.

Definition 7 (Strong measure-valued solution) Given µ0 ∈ M (H1), every strongly

narrowly continuous measure curve4 µt solving (8) is called a strong measure-valued solution

of the Liouville equation (9) associated with evolution equation (1).
3In this paper by measure we mean a positive Radon measure, i.e. locally finite and tight.
4A measure curve µt is strongly narrowly continuous if the real-valued map t ∈ [0, 1] 7→

∫

H
φ(z)dµt(z) ∈ R

is continuous for every continuous bounded function φ.
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Remark 1 Note that the measure µt = S(t)#µ0 with µ0 ∈ M (H1) is a strong measure-

valued solution. In other words, existence of solution is straightforward. However, uniqueness

cannot be deduced easily. To prove uniqueness, we will use the Wasserstein distance, and

this requires second order moments to be bounded. Using the notion of strongly narrowly

continuous measure curve, we can deduce that the second order moments are bounded as

follows. We first observe that z 7→ ||z||H is continuous and bounded on H , by definition of

the norm. It should then follow that if µt is a strongly narrowly continuous measure curve,

then t ∈ [0, 1] 7→ ∫

H
||z||2H dµt(z) is bounded. A similar conclusion holds for any moment

∫

H ||z||pH dµt(z), p ∈ N.

Definition 8 (Generalized measure-valued solution) Given µ0 ∈ M (H ) and a se-

quence (µn
0 )n∈N ⊂ M (H1), a generalized measure-valued solution to (9) is a strongly nar-

rowly continuous measure curve µt ∈ M (H ) for which there exists a sequence of strong

measure-valued solutions (µn
t )n∈N ⊂ M (H1) with µn

t converging narrowly5 to µt when µn
0

converges narrowly to µ0.

Remark 2 (The semilinear case) Again, by specifying the semilinear case as in Section

3.1, one can reformulate (9) as follows:

∫ 1

0

∫

H

(∂tφ(t, z) + 〈A∗∂zφ(t, z), z〉H + 〈∂zφ(t, z), g(z)〉H )µt(dz)dt =
∫

H

φ(1, z)µ1(dz) −
∫

H

φ(0, z)µ0(dz)
(10)

where A∗ is the adjoint operator of A. Taking cylindrical test function φ ∈ Cyl([0, T ]×D(A∗))
and recalling furthermore that D(A∗) is a dense subset of H since A generates a strongly

continuous semigroup, the latter equation makes even sense when considering generalized

solutions.

5 Main result: no relaxation gap

In this section, we state and prove our main results: first, we show that strong (and gen-
eralized) solutions to the Liouville equation are uniquely defined; second, as a corollary,
it can be deduced that, for any initial measure µ0 equal to the Dirac measure δy0

on H1

(resp. H ), the solution µt to the Liouville equation which is the Dirac measure δy(t|y0) on
H1 (resp. H ) corresponding to the strong solution to (1) (resp. the generalized solution
to (1)). Note that the existence of (either strong or generalized) solutions to the Liouville
equation can be proved easily if one sets µt = S(t)#µ0 with µ0 ∈ M (H ), meaning that
the well-posedness of (8) reduces to proving the uniqueness. Our strategy relies on the use
of the Wasserstein distance, which requires the second order moment of the (either strong
or generalized) measure-valued solution to be bounded. Since the strong measure-valued
solutions are strongly narrowly continuous, one can easily deduce that not only the second
order moment is bounded, but also any higher order moments – recall Remark 1 – allowing
therefore the use of the Wasserstein distance.

5A sequence of measures (µn)n∈N converges narrowly to a measure µ if (
∫

H
φ(z)dµn(z))n∈N converges to

∫

H
φ(z)dµ(z) for every continuous bounded function φ.
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Theorem 1 Suppose that operator f is quasi-dissipative and maximal. Consider two initial

measures µ̌0 and µ̂0 ∈ M (H ), and any associated generalized measure-valued solutions µ̌t

and µ̂t. Then, for any t ∈ [0, 1], we have

W2(µ̌t, µ̂t) ≤ W2(µ̌0, µ̂0)e
at. (11)

Proof: The proof is divided in two parts. In the first part we consider µ̌0 resp. µ̂0 ∈ M (H1)
and the associated strong measure-valued solutions µ̌t resp. µ̂t to (8). Let us consider
V (t) = W 2

2 (µ̌t, µ̂t). Its time derivative is given by

d

dt
V (t) = lim

h→0

1

h

(

W 2
2 (µ̌t+h, µ̂t+h) −W 2

2 (µ̌t, µ̂t)
)

.

where W2(µ1, µ2) is the Wasserstein distance between two probability measures µ1, µ2 ∈
P (H ), i.e.

W 2
2 (µ1, µ2) := min

γ∈Γ(µ1,µ2)

∫

H 2

|z1 − z2|2dγ(z1, z2)

where
Γ(µ1, µ2) := {γ ∈ P (H 2) : πz1

# γ = µ1, π
z2

# γ = µ2}
is the set of transport plans between µ1 and µ2. The notation g#γ stands for the push-
forward measure of γ through a map g. The map πz1 : H 2 → H , (z1, z2) 7→ z1 is the
projection on the z1 coordinate, so that πz1

# γ is the z1 marginal of γ, and similarly for πz2 .
Let us also denote by

Γ∗(µ1, µ2) := {γ ∈ Γ(µ1, µ2) : W 2
2 (µ1, µ2) =

∫

H 2

|z1 − z2|2dγ(z1, z2)}

the set of optimal transport plans.

For some small real h, we introduce the map Fh : z 7→ z+hf(z), with z ∈ H1. Using Lemma
6 in the Appendix, the following property holds:

W2(µt+h, Fh#µt) = o(h). (12)

As a consequence, it is sufficient to consider the limit of

1

h

(

W 2
2 (Fh#µ̌t, Fh#µ̂t)) −W 2

2 (µ̌t, µ̂t)
)

when h → 0 in order to deduce the time derivative of V . Let us now use first order differential
calculus, as in the proof of [1, Thm. 8.4.7]. Select γ ∈ Γ∗(µ̌t, µ̂t), and define

γh := (Fh ◦ πz1, Fh ◦ πz2)# γ

where ◦ is the composition operator, and note that γh ∈ Γ(Fh#µ̌t, Fh#µ̂t). By definition of
the Wasserstein distance:

W 2
2 (Fh#µ̌t, Fh#µ̂t)) ≤

∫

H 2

|z1 − z2|2dγh(z1, z2). (13)

10



On the other hand,
∫

H 2

|z1 − z2|2dγh(z1, z2) =
∫

H 2

|z1 + hf(z1) − z2 − hf(z2)|2dγ(z1, z2)

=
∫

H 2

|z1 − z2|2dγ(z1, z2)

+ 2h
∫

H 2

〈z1 − z2, f(z1) − f(z2)〉dγ(z1, z2) +O(h2)

= W 2
2 (µ̌t, µ̂t) + 2h

∫

H 2

〈z1 − z2, f(z1) − f(z2)〉dγ(z1, z2) +O(h2).

Combining this equality with in the previous inequality (13), and letting h → 0− and h → 0+

successively, one obtains

d

dt
V (t) = 2

∫

H 2

〈z1 − z2, f(z1) − f(z2)〉dγ(z1, z2).

Using the quasi-dissipativity of operator f and the Grönwall lemma we have

W2(µ̌t, µ̂t) ≤ W2(µ̌0, µ̂0)e
at. (14)

For the second part of the proof, let µ̌0 resp. µ̂0 ∈ M (H ) with its corresponding narrowly
converging sequence (µ̌n

0)n∈N resp. (µ̂n
0 )n∈N ⊂ M (H1). Let us consider the associated

generalized measured-valued solution µ̌t resp. µ̂t ∈ M (H ) to (8) with its corresponding
narrowly converging sequence of strong solutions (µ̌n)n∈N resp. (µ̂n)n∈N ⊂ M (H1). The
narrow convergence and the convergence of the second order moments implies convergence
in Wasserstein metric [1, Rmk. 7.1.11]. Therefore, one has, for every n ∈ N,

W 2
2 (µ̌t, µ̂t) ≤ W 2

2 (µ̌t, µ̌
n
t ) +W 2

2 (µ̌n
t , µ̂

n
t ) +W 2

2 (µ̂n
t , µ̂t).

For large n ∈ N we have W 2
2 (µ̌t, µ̌

n
t ) ≤ ǫ/3 and W 2

2 (µ̂n
t , µ̂t) ≤ ǫ/3. For the second term in

the above inequality we observe that

W 2
2 (µ̌n

t , µ̂
n
t ) ≤ W2(µ̌

n
0 , µ̂

n
0)eat ≤ W2(µ̌0, µ̂0)e

at + ǫ/3.

which follows from (26) and the convergence of µ̌n
0 (resp. µ̂n

0) to µ̌0 (resp. µ̂0) w.r.t. Wasser-
stein metric. We deduce that, as n goes to infinity, we have, for a.e. t ≥ 0

W2(µ̌t, µ̂t) ≤ W2(µ̌0, µ̂0)e
at,

concluding the proof of the result. �

Corollary 1 (No relaxation gap) Suppose that f is quasi-dissipative and maximal. If

µ0 = δy0
with y0 ∈ H1 resp. H then µt = δS(t)y0

is the only strong resp. generalized

measure-valued solution of (8) associated with µ0.

Proof: Let µ0 = δy0
with y0 ∈ H1 then δS(t)y0

is a solution to (8). We assume there exists
another solution µt to (8) with the same initial condition µ0 = δy0

. Let us consider the
time-dependent function V (t) := W 2

2 (µt, δy(t)) : [0, 1] → R. Then using the results from

Theorem 1 we get W2(µt, δy(t)) = 0 for all time t ∈ [0, 1] as dV (t)
dt

≤ eatV (0) and V (0) = 0.
Similar result holds for µ0 = δy0

with y0 ∈ H . �

11



6 Infinite-dimensional moment-SOS hierarchy

6.1 Polynomials and moments

Polynomials can be expressed as linear combinations of monomials. In the infinite-dimensional
setting, polynomials are called Wiener polynomials or chaos polynomials [52], because they
have been originally introduced for stochastic differential equations. Let c0(N) the set
of integers with finitely many non-zero elements, i.e. if a = (a1, a2, . . .) ∈ c0(N), then
card{i ∈ N | ai 6= 0} < ∞. In this setting, and considering z ∈ H , a monomial of degree
a ∈ c0(N) is defined as

za :=
∞
∏

i=1

〈z, φi〉ai .

This is a product of finitely many powers of linear functionals 〈z, φi〉 with i = 1, 2, . . . and
given functions φi in H ′, the topological dual of H . Polynomials in H are then defined as
linear combinations of monomials, i.e.

p : H → R

z 7→
∑

a∈spt(p)

paz
a

where the sum runs over spt(p), the support of p, a (possibly infinite) countable subset of
c0(N). Let R[z] denote the ring of polynomials. These polynomials have two types of degrees.
To follow the terminology introduced in [23, 27], the algebraic degree is defined as

d := max
a∈spt(p)

∞
∑

i=1

ai.

which corresponds to the total degree in the finite-dimensional setting. The second notion
of degree, namely the harmonic degree, is defined as

n := max
a∈spt(p)

{i ∈ N | ai 6= 0},

which corresponds to the number of variables in the finite-dimensional setting.

Given a measure ν on H and an index a ∈ c0(N) the quantity

ma :=
∫

H

zadν(z) (15)

is called the moment of order a of measure ν.

Given a sequence m := (ma)a∈c0(N), let us define the Riesz functional

ℓm : R[z] → R

p 7→
∑

a∈spt(p)

pama.

If the sequence m has a representing measure ν, i.e. if (15) holds for a ∈ c0(N), then

ℓm(p) =
∫

H

p(z)dν(z).

12



6.2 Moment and localizing matrices

Let us derive conditions satisfied by the moments of a measure µ supported on a subset Y

of H . Let Y := {z ∈ H : p(z) ≥ 0} be defined as the compact superlevel set of a given
polynomial p, see [22] for examples.

Since µ is positive, the Riesz functional corresponding to the sequence m of moments of µ
must be positive on squares, i.e. ℓm(q2

0) ≥ 0 for all q0 ∈ R[z]. It must also be positive on
Y , i.e. ℓm(pq2

1) ≥ 0 for all q1 ∈ R[z]. It turns out that these necessary conditions are also
sufficient for sequence m to have a representing measure, this is the dual moment formulation
of Jacobi’s Positivstellensatz that can be found in [28, Theorem 3.9]. See [18, Theorem 2.1]
for a reformulation of Jacobi’s Positivstellensatz – whose original statement is [31, Theorem
4] – which is valid for sums of squares (SOS) representations of positive polynomials in an
Archimedean quadratic module of any unital commutative algebra, and in particular for the
algebra generated by elements of R[z].

Numerically, the sequence m must be truncated up to a given algebraic and harmonic de-
gree, i.e. the above positivity conditions are enforced for bounded degree polynomials. The
positivity condition ℓm(q2

0) ≥ 0 resp. ℓm(pq2
1) ≥ 0 for bounded degree q0 resp. q1 is for-

mulated as positive semidefiniteness of a symmetric matrix depending linearly on m, the
so-called moment matrix resp. localizing matrix. Positive semidefiniteness of the moment
and localizing matrices results in finite-dimensional convex linear matrix inequality (LMI)
in the truncated moment sequence. These conditions are necessary for the entries of the
truncated sequence to be moments of a measure on Y . They are called moment relaxations,
and the truncated sequence entries are called pseudo-moments. The LMI conditions grow in
size with the truncation degree, and they become sufficient asymptotically, i.e. for infinitely
many constraints. This is the essence of the infinite-dimensional moment-SOS hierarchy,
as described in [23, Section 5] and [27]. See also [25] and [41] for the finite-dimensional
moment-SOS hierarchy and its applications.

6.3 Moment formulation of the Liouville equation

The weak formulation of the Liouville equation (8) becomes a linear equation in the moments
of measure µt(dz)dt, provided with use monomials of both t and z in the test functions

φa(t, z) = ta0

∞
∏

i=1

〈φi, z〉ai (16)

for each given index a = (a0, a1, a2, . . .) ∈ c0(N). Let us define resp.

m0,1
a :=

∫ 1
0

∫

Y
φa(t, z)µt(dz)dt

m0
a :=

∫

Y φa(0, z)µ0(dz)
m1

a :=
∫

Y φa(1, z)µ1(dz)
(17)

the occupation resp. initial and terminal moments of order a.

For each given index a ∈ c0(N), the Liouville equation (8) corresponds to a linear equation

La(m0,1) +m1
a = m0

a. (18)
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where La is a given linear functional of the sequence of occupation momentsm0,1 = (m0,1
a )a∈c0(N),

and m0 := (m0
a)a∈c0(N) resp. m1 := (m1

a)a∈c0(N) is the sequence of initial resp. terminal mo-
ments, as defined in (17).

By enumerating all index sequences, we generate countably infinitely many linear moment
equations (18), resulting in an infinite-dimensional linear system of equations in the moment
sequences m0,1, m0 and m1. Each equation involves infinitely many moments, so for compu-
tational purposes we have to truncate the infinite sums in the expression of linear functional
La to finitely many moments. Let us denote by Lh

a the corresponding linear functional trun-
cated to harmonic degree h. The remaining terms are absorbed by a error residual denoted
eh

a, so that linear equation (18) becomes

Lh
a(m0,1) +m1

a = m0
a + eh

a(m0,1). (19)

It is possible to get estimates of the error residual, but for computational purposes it may
suffice to minimize its quadratic norm.

6.4 Moment-SOS hierarchy

The moment-SOS hierarchy then consists of minimizing the quadratic norm of the error
residual subject to the linear equations (19) for all a ∈ c0(N) such that |a|1 ≤ r, for increasing
values of r, and the LMI conditions on the moment and localizing matrices described in
Section 6.2. Since there is a unique measure solution to the Liouville equation, and a measure
on compact set is uniquely determined by its moments, the overall numerical procedure
generates approximations to the moments of the solutions that converge pointwise. Note
also that more general optimization problems can be formulated in the same framework
e.g. optimization over initial conditions, introduction of control parameters etc. Precise
statements and convergence proofs lie however outside of the scope of this paper.

Finally, at a given relaxation order h, we can approximate the solution of the original equation
by using an infinite-dimensional extension of the Christoffel-Darboux polynomial [22], in
analogy with what was achieved in the finite-dimensional case [38]. This approximation
strategy, together with its convergence guarantees, are also outside of the scope of this
paper.

7 Numerical results for polynomial reaction-diffusion

Now let us follow the approach of Section 6 and formulate the Liouville equation for a
quadratic diffusion operator

f(y) := ∂xxy + ǫy(1 − y)

for given ǫ ≥ 0, with domain

D(f) := {y ∈ H2(0, 1) : y(0) = y(1), ∂xy(0) = ∂xy(1)}

the periodic functions with square integrable weak derivatives on [ymin, ymax] := [0, 1]. Let
T := 1 be the terminal time.

14



In the weak formulation (8) of the Liouville equation, consider monomial test functions (16)
with dual functions φi ∈ H ′. In our case, for periodic functions of H = H ′ = L2(0, 1),
the natural choice would be the complex exponentials φi(x) = eki

(x) := exp(2π
√

−1kix) for
a given ki ∈ Z. Test function (16) has algebraic degree |a|1 :=

∑∞
i=0 ai and harmonic degree

|k|∞ := max∞
i=1 |ki|.

Define the Fourier transform F : L2(0, 1) → ℓ2(Z), z 7→ c = (ck)k∈Z where ck := 〈ek, z〉 is
the k-th Fourier coefficient of z ∈ H . The adjoint of F is the inverse Fourier transform
F ∗ : ℓ2(Z) → L2(0, 1), c 7→ z =

∑

a∈Z caea. Given a measure µ on H , let ν := F#µ denote
its push-forward measure through F , so that for our choice of monomials test functions (16)
it holds

∫ 1

0

∫

H

φ(t, z)µt(dz)dt =
∫ 1

0

∫

ℓ2

ta0ca1

k1
. . . cad

kd
νt(dc)dt

i.e. moments of µ become standard algebraic moments of ν. Consistently with (17), let us
define resp.

m0,1
a :=

∫ 1
0

∫

ℓ2 ta0ca1

k1
. . . cad

kd
νt(dc)dt

m0
a := 0a0

∫

ℓ2 c
a1

k1
. . . cad

kd
ν0(dc)

m1
a := 1a0

∫

ℓ2 c
a1

k1
. . . cad

kd
ν1(dc)

the occupation resp. initial and terminal moments of order a.

Now observe that reporting these test functions in linear equation (8) we can express the
following terms with our moments:

∫

H φ(0, z)µ0(dz) = 0a0

∫

ℓ2 c
a1

k1
. . . cad

kd
ν0(dc) = m0

a
∫

H φ(1, z)µ1(dz) = 1a0

∫

ℓ2 c
a1

k1
. . . cad

kd
ν1(dc) = m1

a
∫ 1

0

∫

H ∂tφ(t, z)µt(dz)dt = a0

∫ 1
0

∫

ℓ2 ta0−1ca1

k1
. . . cad

kd
νt(dc)dt = a0m

0,1
a0−1,a1,...,ad

.

The Fréchet derivative of φ with respect to y ∈ H at f ∈ H is given by

∂zφ(t, z)(f) =
d

∑

j=1

aj
〈φj, f〉
〈φj, z〉

φ(t, z)

i.e.

∂zφ(t, z)(f) = a1〈φ1, f〉ta0〈φ1, z〉a1−1〈φ2, z〉a2 · · · 〈φd, z〉ad

+ a2〈φ2, f〉ta0〈φ1, z〉a1〈φ2, z〉a2−1 · · · 〈φd, z〉ad + · · ·

The Fourier coefficients of f are given by

〈φi, f〉 = 〈eki
, f〉 = −〈eki

, ∂xxz〉 − 〈eki
, z〉 + 〈eki

, z2〉
= (2πki)

2〈eki
, z〉 − 〈eki

, z〉 + 〈eki
,

∑

k∈Z

(
∑

l∈Z

clck−l)ek〉

= ((2πki)
2 − 1)cki

+
∑

l∈Z

clcki−l

where the non-linear term

z2 = (
∑

k∈Z

ckek)(
∑

l∈Z

clel) =
∑

k,l∈Z

ckclek+l =
∑

k∈Z

(
∑

l∈Z

clck−l)ek (20)
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depends on infinitely many Fourier coefficients. Equation (8) can then be written as the
linear moment equation

∫

H

φ(1, z)µ1(dz) −
∫

H

φ(0, z)µ0(dz) =
∫ 1

0

∫

H

(∂tφ(t, z) + ∂zφ(t, z)(f))µt(dz)dt

= 1a0

∫

ℓ2

ca1

1 · · · cad

d ν1(dc) − 0a0

∫

ℓ2

ca1

1 · · · cad

d ν0(dc) = a0

∫ 1

0

∫

ℓ2

ta0−1ca1

1 . . . cad

d νt(dc)dt

+ a1

∫ 1

0

∫

ℓ2

ta0



(2πk1)
2 − 1)ck1

+
∑

l∈Z

clck1−l



 ca1−1
k1

ca2

k2
· · · cad

kd
νt(dc)dt

+ a2

∫ 1

0

∫

ℓ2

ta0



(2πk2)
2 − 1)ck2

+
∑

l∈Z

clck2−l



 ca1

k1
ca2−1

k2
· · · cad

kd
νt(dc)dt+ · · ·

which has the linear form (18).

Let ǫ = 0.1 and h = 4. The initial moment sequence m0 is given, corresponding to a Gaussian
distribution with mean 0 and standard deviation 10−1/2.

At relaxation order r = 4, the resulting semidefinite optimization problem has moment
matrices of size 165, with moment vectors of size 3575 subject to 1100 linear equations.
We solve this optimization problem with MOSEK, and we obtain approximate occupation
moments m̃0,1 and terminal moments m̃1, to be compared with the occupation moments m0,1

and terminal moments m1 computed by a finite difference scheme as described in [43].

The percentage of entries of the occupation resp. terminal moments that match within
relative accuracy less than 10−3 is equal to 91% resp. 93%.

8 Conclusion

Nonlinear nonconvex optimization over PDEs can be reformulated as a linear optimization
problem in a measure space, but it may happen that the optimal value on measures differ
from the optimal value of the original problem: measures satisfying the transport equation
may not correspond to solutions of the nonlinear PDE. In this case we say that there is
a relaxation gap. In this paper we prove that this does not happen for a broad class of
nonlinear PDEs, namely evolution equation on Hilbert space with a nonlinear operator
satisfying quasi-monotonicity conditions.

The important practical consequence of no relaxation gap is that we can guarantee the
convergence of numerical approximation schemes based on an infinite-dimensional version of
the moment-SOS hierarchy.

Our approach is illustrated numerically on a simple reaction-diffusion equation, but our setup
allows readily extensions to optimization problems over PDEs, such as approximation of the
region of attraction (defined as the largest set of initial data compatible with the equation
and the constraints), or optimal control [50].

Further works in this line might be followed by considering the generator to be locally quasi-

dissipative, which is a concept explained in details in [30, Chapter 6]. In particular, quasi-
linear equations (including for instance conservation laws, the Korteweg-de Vries equation
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or the Kuramoto-Sivashinsky equation) can be studied through this framework, see [30,
Chapter 6.9]. Indeed, in an earlier work [37], concentration of the measure-valued solution
has been proved thanks to some contraction inequality (deduced from entropy inequalities)
similar to the one obtained in the present paper and that follows from the quasi-dissipative
property of the generator.

Techniques from functional analysis distinct from dissipative arguments could also be used to
prove the absence of a relaxation gap in the measure formulation. For example, the absence
of relaxation gap for the problem of approximating the region of attraction of controlled
ordinary differential equations was proved in [24] with the help of Ambrosio’s superposition
principle. In [2, Section 7.2], the authors first recall the superposition principle in finite-
dimensional Euclidean spaces (for ordinary differential equations), then in R∞ (e.g. for
stochastic differential equations) and then in abstract metric spaces (e.g., evolutionary PDE
in Hilbert space or Banach space). In all these setups, it is fundamental to have a deeper
understanding of the moment problem for measures supported in such infinite-dimensional
spaces. First attempts along these lines are reported in [29, 23, 27].

Appendix

Proof of Lemma 3

We use Stampacchia’s truncation method as in the proof of [10, Theorem 10.3]. Let G : R →
R be a continuously differentiable function such that G(s) = 0 if s ≤ 0 and G′(s) is strictly
positive and bounded for s > 0, and hence G(s) ≥ 0 for all s ∈ R. Let

H(s) :=
∫ s

0
G(σ)dσ.

Let y(t, .) denote a solution to (1) with operator (7), and define the function

V (t) :=
∫ 1

0
H(y(t, x) − ymax)dx. (21)

For t > 0, it holds

V̇ (t) =
∫ 1

0
G(y(t, x) − ymax)∂ty(t, x)dx

=
∫ 1

0
G(y(t, x) − ymax) (∂xxy(t, x) + g(y(t, x)))dx

= [G(y(t, x) − ymax)∂xy(t, x)]1x=0 −
∫ 1

0
G′(y(t, x) − ymax)(∂xy(t, x))2dx

+
∫ 1

0
G(y(t, x) − ymax)g(y(t, x))dx.

Since y(t, 0) = y(t, 1) and ∂xy(t, 0) = ∂xy(t, 1), the first term on the right-hand size is zero.
Since G′ is positive and bounded, it follows that

V̇ (t) ≤
∫ 1

0
G(y(t, x) − ymax)g(y(t, x))dx.
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Now observe that if y ≤ ymax then G(y−ymax) = 0, and if y ≥ ymax then G(y−ymax) ≥ 0 and
g(y) ≤ 0. Hence V̇ (t) ≤ 0. By construction, V (t) ≥ 0 for all t ≥ 0. If y(0, x) ≤ ymax for all
x ∈ [0, 1] then V (0) = 0, which implies V (t) = 0 and hence from (21) it holds y(t, x) ≤ ymax

for all t ≥ 0 and x ∈ [0, 1].

Invariance of the lower bound follows along the same lines by replacing (21) with

V (t) :=
∫ 1

0
H(ymin − y(t, x))dx,

ending therefore the proof.

Proof of Lemma 4

It follows readily from Definition 4 that the sum of quasi-dissipative operators is a quasi-
monotone operator. From Lemma 1, if g is quasi-dissipative then f in (7) is quasi-dissipative.
So let us prove that g is quasi-dissipative on Y .

Given y1, y2 ∈ H define the maps

y(τ) := y2 + τ(y1 − y2), G(τ) := 〈y1 − y2, g(y(τ))〉

for τ ∈ [0, 1]. Since G is continuous, there exists τ̄ ∈ [0, 1] such that

G(1) −G(0) = 〈y1 − y2, g(y1) − g(y2)〉 =
dG

dτ
(τ̄). (22)

Notice that
dG

dτ
= 〈y1 − y2,

dg

dy

dy

dτ
〉 = 〈y1 − y2,

dg

dy
(y1 − y2)〉 (23)

where
dg

dy
(y) =

d
∑

k=1

(y − r1) · · · (y − rd)

y − rk

is the Fréchet derivative of g with respect to y, a polynomial operator on H .

Now observe that since y ∈ Y implies that y(x) ∈ [0, R] for all x ∈ (0, 1), the real quantity

q(y) := −

∫ 1

0

dg

dy
(y(x))y2(x)dx

∫ 1

0
y2(x)dx

= −
〈y, dg

dy
(y)y〉

|y|2

is well defined for all y ∈ Y . Now defining

a := max{0, sup
y∈Y

q(y)}

it holds

〈y, dg
dy

(y)y〉 + a|y|2 ≥ 0 (24)
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for all y ∈ Y . Combining (23) and (24) and letting y = y1 − y2, it follows that

dG

dτ
(τ) + a|y1 − y2|2 ≥ 0 (25)

for all y1, y2 ∈ Y and all τ ∈ [0, 1]. Then for each given pair y1, y2 ∈ Y , there is a value of
τ̄ ∈ [0, 1] such that (22) holds, and quasi-dissipativity inequality (2) then follows by plugging
(22) into (25).

Statement and proof of Lemma 6

Lemma 6 Suppose that f is quasi-dissipative and maximal. Consider an initial measure

µ0 ∈ M (H1), and the associated strong measure-valued solution µt. Then, for any t ∈ (0, 1)

W2(µt+h, Fh#µt) = o(h) (26)

where Fh : z 7→ z + hf(z), with z ∈ H1.

Proof: We need to prove that f ∈ Tanµt
P2(H ), i.e., f ∈ L2(µt; H ) belongs to the tangent

bundle at µt for almost every t ∈ [0, 1]. Using [1, Prop. 8.4.5], this boils down to proving
that

( ∫

H

|f(x)|2dµt(x)
)1/2

≤ |µ′|(t) for almost every t ∈ [0, 1]

where |µ′|(t) = lims→t
W2(µs,µt)

|s−t|
. Let µt+h,t ∈ Γo(µt, µt+h) be the optimal transport plan

between µt and µt+h. Then

|µt+h(φ) − µt(φ)|
|h| =

∫

H ×H

(φ(x) − φ(y))dµt+h,t(x)

∀φ ∈ Cyl([0, 1] × H ). We note that µt+h,t → (x, x)#µt narrowly as h → 0 and by letting
t ∈ [0, 1] be the point where µt is metrically differentiable w.r.t. to t we obtain

lim sup
h→0

|µt+h(φ) − µt(φ)|
|h| ≤ lim

h→0

W2(µt+h, µt)

|h|

( ∫

H

(∇φ(x))2dµt(x)
)1/2

= |µ′|(t) ||∇φ||L2(µt,H )

where we have used the Hölder inequality. Moreover

∣

∣

∣

∣

∫ 1

0

∫

H

∂sφ(t, x)dµt(x)dt

∣

∣

∣

∣

=

∣

∣

∣

∣

lim
h→0

∫ 1

0

∫

H

φ(t, x) − φ(t− h, x)

h
dµt(x)dt

∣

∣

∣

∣

≤
∫

lim
h→0

|µt+h(φ) − µt(φ)|
|h| dt

≤
∫

|µ′|(t) ||∇φ||L2(µt,H )dt

≤
( ∫ 1

0
|µ′|(t)2dt

)1/2 ( ∫ 1

0
|∇φ(t, x)|2dµt(x)dt

)1/2
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where for the first inequality we used Fatou’s lemma and for the last we used Cauchy Schwarz.
Next we use the fact that µt satisfies the Liouville equation (8), so

∣

∣

∣

∣

∫ 1

0

∫

H

∇φ(t, x) · f(t, x)dµt(x)dt

∣

∣

∣

∣

≤
( ∫ 1

0
|µ′|(t)2dt

)1/2 ( ∫ 1

0
|∇φ(t, x)|2dµt(x)dt

)1/2

Dividing both sides by ||∇φ||L2(µtdt) we obtain

〈∇φ, f〉L2(µtdt)

||∇φ||L2(µtdt)

≤ |µ′|(t)

which is the desired inequality as the left hand side is the L2(µtdt) norm of f . �

Proof of Lemma 5

The maximality of (7) is equivalent to the existence of a positive value λ such that

Ran(−f − λIH ) = H .

Given that the inclusion H ⊂ Ran(−f − λIH ) is straigtforward, it suffices to prove H ⊂
Ran(−f −λIH ). In other words, for ȳ ∈ H , one must show that there exists ỹ ∈ D(f) such
that

(λIH −A)ỹ = ȳ + g(ỹ),

where A = ∂xx with D(A) = D(f). Note that any λ > 0 belongs to the resolvent of A since
the latter is maximal dissipative. To prove the maximality of −f , we will use a fixed-point
strategy, based on the following mapping:

T : H → D(A)

y 7→ (λIH − A)−1 [ȳ + g(y)] .

The operator A being closed and having a compact resolvent, then, invoking [11, Proposition
4.24], the injection from D(A) to H is compact. Therefore, the set

B := {y ∈ D(A) | ‖y‖D(A) ≤ N},
with N a positive constant to be defined later, is compact and convex, as a ball of radius N
and centered at 0. Denoting by L the Lipschitz constant of g, one has

‖T (y)‖D(A) ≤‖(λIH − A)−1‖L(H )(‖ȳ‖H + L‖y‖H )

≤‖(λIH − A)−1‖L(H )(‖ȳ‖H + LC‖y‖D(A))

≤‖(λIH − A)−1‖L(H )(‖ȳ‖H + LCN)

where C is the constant describing the compact injection of D(A) in H . According to [49,
Corollary 2.3.3], one has ‖(λIH − A)−1‖L(H ) ≤ M

λ−ω
with M and ω given positive numbers

and λ > ω. Therefore, one can choose λ sufficiently large such that

‖T (y)‖D(A) ≤ N

2
.

Using the Schauder fixed-point theorem [12, Theorem B.17], one can easily deduce that the
operator (7) is maximal.
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