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Abstract. Current generative AI interfaces have posed challenges for creative pro-
fessionals to interact with AI effectively. To address this issue from an interaction
perspective, the primary focus of my research is designing expressive interaction
with AI using mainly human-centered design approaches. More specifically, my
research will delve into understanding how creative professionals use generative AI
in professional settings, designing interactions with AI expressively and visually,
and building engaging and controllable creative AI systems that keep a balanced
agency between users and systems.
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1. Context

Advancements in Generative Artificial Intelligence (GenAI) and Large Language Models
(LLMs) have facilitated the production of high-quality synthetic images using descriptive
text prompts [17,39], which has lowered the barriers to AI engagement for a wider range
of audience including designers and artists. Current creative GenAI applications such as
DALL·E 3 [35], stable diffusion [33], and midjourney [32] allow designers and artists
to generate novel images, modify and iterate visual designs through text input. Research
has shown that LLMs-based image generation can be especially useful in fast iteration
and combining ideas in creative tasks [23]. Moreover, GenAI exhibits versatility across
various creative fields by generating a range of outputs beyond images, such as music,
videos, 3D models, and dance movements [47,37,1,9,29].

While current GenAI applications offer low-barrier text input access and great cre-
ative possibilities, non-AI professionals still often find it difficult to accurately express
their intentions to AI and achieve their desired results [50,24]. More specifically, Subra-
monyam et al. have described the challenges with interacting with LLMs as intentionality
gap (user only stating goals without other cognitive task processes), capability gap (user
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being unaware of AI’s capabilities) and language gap (user unable to express themselves
clearly and effectively to AI) [44].

One of the most common technical solutions to these challenges is “prompt engi-
neering”, which is a means of structuring text in order to efficiently interact with AI
models and tune the generation process towards desired outcomes [48,41], for instance
in text-to-image generation, using the structure like “A MEDIUM of SUBJECT in the
STYLE style” and specifying explicitly color, technique, relationships in space, and mo-
tifs [26]. There are a large number of existing studies on prompt engineering that have
been focusing on effective strategies for prompt writing [27,25,36,10,26], interactive
prompt feedback [40,12] as well as more customized suggested prompt refinement [6].
Prompt engineering has also been studied in design practice. A study conducted by Chiou
et al. on co-ideation between participants and AI image generators has demonstrated that
strategies such as preparing data, breaking design into steps, crafting specific styles and
reviewing can help generate effective prompts in design[10].

Apart from formulating effective prompts, some research uses conversational and
turn-taking approaches in the interactions with GenAI, in order to share semantics be-
tween humans and AI and develop repairing mechanisms [44]. For instance, ChatPainter,
a GAN-based model, uses a Q&A interaction such as “Q: is the woman standing on the
board? A: no she is beside it.” to facilitate create image details that meet users’ expecta-
tions [43]. ControlNet allows users to use additional text descriptions to have incremental
spatial control on existing generated images with diffusion models [51].

While these studies have provided insights into utilizing different AI input strategies
to generate more satisfying results, the interaction remains text-heavy and always ends
up in “trials and errors”. For visually oriented creative professionals, optimizing inputs
in a rule-based way seems counter-intuitive, especially in divergent thinking processes
[22]. Apart from prompt engineering and other techniques for detailing textual input,
there seems to be a lack of studies on expressive and efficient approaches to empower
designers and artists in interacting with GenAI.

In addition to inefficient and non-intuitive input interaction, I also see user engage-
ment and control as another challenge in creative AI applications from a human-centered
perspective. Despite GenAI has already been applied in a wide range of creative domains
and practices such as quick exploration of visual ideas [46], UI design [34], fashion style
clustering, forecasting and merging [18], speeding up design process [45], visual com-
munication and fast prototyping [20,11], a large number of creative AI applications seem
to be built in a fairly result-oriented way, where the results are presented but the creative
process is missing. These tech-driven applications reflect an inclination within AI devel-
opment to prioritize substitution over augmentation [46], and the absence of interaction
makes them closer to “direct execution of goal” [44]. This potentially raises broader so-
cietal concerns such as deskilling [49]. On the other hand, the lack of engagement and
control of the creative process also prompts users to view AI as an obedient tool. How-
ever, the relationship between human and AI can be rather versatile, and there can be
different levels of agency in such interactions [21]. For instance, instead of functioning
solely as a tool, AI can serve as a cooperative companion and assistant, guiding discus-
sions and task outcomes [42]. Questions on how to maintain a balanced agency between
humans and AI during interaction in context, and how to support such mixed-initiative
and complex relationships remain to be answered.
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2. Research Questions

In my research, the key research questions I am interested in are:

1. What are the interactions in users’ current creative practice, and how this can
inform us to build a more controllable and meaningful system for professional
design?

2. How to use expressive but controllable modalities and interaction techniques in
designing interaction to support creative professionals to engage with GenAI?

3. How to integrate GenAI system interpretation and results meaningfully in design
process to help users produce results more aligned with their expectations?

3. Methodology

In this section I will briefly introduce the theories and methodology I am likely to apply in
my future research. I aim to use a mixed methodology in my research, where my primary
methodology will be rooted in human-centered design, while also remaining receptive to
theories and methodologies originating from other communities.

3.1. Generative Theories of Interaction as Methodological Building Block

In current human-AI collaboration research, a large number of methodologies applied
seem to be tech-centered or highly reliant on existing technology. To ground my research
from a human-centered perspective and envision interaction without being constrained
by existing technology and existing usages of technology, one of the theoretical con-
structs that I will apply in my research is generative theories of interaction. A generative
theory of interaction is grounded in empirically-based human activity and behavior theo-
ries, built based on concepts and generative principles related to the theories, and enables
analytical, critical and constructive lenses to understand existing artifacts and inform fu-
ture design [3]. In the context of HCI I see it can fit in my research both theoretically (as
a theoretical foundation) and methodologically (using other theories as part of building
blocks to inform design) since it constructs a generative bridge between HCI concepts
and creating new designs. Two human-centered design theories that are closely relevant
to my research and well-suited for the construct of generative theories are instrumental
interaction [2] and human-computer partnership [30]. Since my research focuses on in-
stant and immediate interaction between creative professionals and AI also new software
adapting and appropriating patterns, these two theories will be great fits since they are
suited for interactions in short-term and mid-term [3]. However, it might also be inter-
esting to design for collaboration (although not being my main focus at the moment) and
observe long-term community practices of using expressive AI interaction in the creative
community, which might make community and common objects a relevant theory in a
long-term project.

Considering using generative theory of interaction as a methodological building
block, I would use “expressivity” as the main concept in my future research. Since in
recent literature researchers have investigated the term “expressivity” in HCI context and
found its meanings in sensories, dynamic forms, social activity and values [8], the level
of concept abstraction should be appropriate, although the concept’s detailed definition
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might still require more in-depth elaboration. In terms of principles, initial thoughts are
“input richness”, “expressive awareness” and “output variability”. “Input richness” and
“output variability” are inspired by the principle of expressivity for human-computer
partnership [30]. However, here I use two lower-level interpretations of the principle
and they refer to the different levels of abstraction or resolution supported by input, and
the capability of producing various and customized output based on different inputs.
“Expressive awareness” is inspired by previous works on expressive communication de-
vices [15,16]. From my perspective “expressive awareness” refers to the implicit sense of
presence and connection during the interaction. The analytical, critical and constructive
lenses that can be applied to the concept and principles remain to be researched from
other existing literature.

3.2. Mixed Perspectives in Design

HCI methodologies that I apply in research will be primarily from a human-centered
perspective. Depending on the stage of the research, different methodologies, mostly
empirical will be applied such as semi-structured interviews, walkthroughs [28], thematic
analysis and structured observation [14,5,19,22]. In the process of design, I will mainly
design from third-person and second-person perspectives, meaning designing for users
based on user studies and co-designing with users in context [13]. The decision on the
perspectives is largely motivated by the discipline and the initiative to build more human-
centered technology. Thus, design decisions are primarily informed by user perspectives
or co-evolved in an engaging process. However, I am also open to using first-person
methods such as research-through-design, which will be further deliberated depending
on the subdomain of future research.

3.3. Learning and Getting Inspired from Users in Creative Practice

As an increasing number of GenAI applications built with different approaches are po-
sitioning at creativity support, one concern that comes into place is who the potential
users will be for these new systems and how they will interact with them. From a human-
centered perspective, I prefer to gather insights about users and draw design implications
at the initial stage of design. In one completed project, a preliminary study has been
conducted to understand how visually oriented users can interact with GenAI in their
moodboard process, especially in terms of prompt formulation. The focuses are on the
interaction and workflow with existing moodboard tools, how they prompt textually with
GenAI, and their responses and actions towards the AI-generated output. The study in-
cluded two think-aloud sessions, one of which was creating themed images with GenAI.
An appropriated version of “Wizard of Oz” method [7] has been applied, which is instead
of directly interacting with the GenAI, the experimenter played a mediator between the
participant and the AI encouraging them to express their intents with technical impact
minimized.

Apart from understanding users from a third-person perspective, more engaging ac-
tivities such as participatory design workshops can be conducted to involve users in the
design process [31]. In the scope of my research, participatory design is particularly
suitable in the initial stage of exploring how artists and designers create professional
work and how they are currently using GenAI in their practice. Activities such as co-
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brainstorming, co-design with AI and finding creative usages of AI can be explored with
various themes, such as the creative needs for precision or abstraction, their expectations
of the roles of AI, their preferred ways of expressing intentions to AI.

3.4. Interaction in Human-AI Collaboration

To design interaction that is expressive but also controllable in professional creative set-
tings, in my research design decisions are mainly drawn from relevant HCI theories, pro-
totyping activities as well as empirical studies. Theories such as instrumental interaction
[2], technical reasoning [38] and activity theory [4] used in HCI context work as an aid
in creating a connection from thinking on objects of interests and actions to designing
interaction. Prototyping as a process, particularly paper prototyping, prompts reason-
ing interactively, also enables a representation in physical form and helps form a rough
model for interaction. Studies can also inform interaction design. In one of my completed
projects, the results show that some designers consider “ease of steering” important thus
they prefer using a system with simple interfaces and low cognitive workload; some
designers think “system assumptions” affect controllability, thus they sometimes prefer
manual control rather than let AI or the computer “make interpretations” for them; some
designers think being able to control the input to AI precisely is the key to control, while
some others interpret control as controlling over the whole AI generation process. These
findings suggest that designers’ definitions of “control” over the AI affect their choice of
interaction and inform design possibilities from each or combined implications.

4. Preliminary results

In the first project completed during my PhD research, I developed an interactive ideation
system that allows designers to explore and express themselves when working together
with GenAI tools using multimodal interaction. The system is built based on design im-
plications obtained from the preliminary study, and it is digital web-based moodboard
tool that incorporates GenAI functionalities with multimodal prompts including images,
colors and semantics rather than pure text prompts. In comparative structured observation
study with 12 professional designers, I compared the multimodal prompt moodboard tool
with a baseline system that uses text prompts. The results have highlighted that prompt
decomposition (from text to multimodal) allows users to explore underlying image con-
nections and express intentions to GenAI. The work suggests design implications for
designing expressive and controllable human-GenAI interaction in a design context and
provides insights into the potential of using multimodal input to help designers better
express themselves.

5. Discussion and Future work

Findings from my finished research project indicate that utilizing multimodal input rather
than relying solely on textual input enhances designers’ ability to express ideas and ex-
plore diverse creative AI system usages. Given that my completed work incorporated
images, colors, and semantics as AI input, future projects can delve into varied aspects
which can include investigating the suitability of different modalities for creative AI in-
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teraction in different use cases, assessing the stability and reliability of these modalities
in AI interaction, exploring the expressive potential inherent in these modalities, and de-
termining meaningful ways to combine them in future AI-incorporated designs. Apart
from modalities, I am also interested in the potential of expressive and artistic mediums,
e.g. drawing and sketching. In my future research, I would like to explore using drawing
and sketching as an interaction technique or a part of design activity in collaborating with
AI.

Implicated by different “control” interpretations, my future work will also dive
deeper into specific controllability needs and navigate the balance between these differ-
ent facets of control. In order to achieve this goal, part of my future work would focus on
rethinking the interaction paradigm in human-AI from a user action point of view. I aim
to use more expressive interaction techniques such as sketching to build a controllable
system. Additionally, I am also interested in designing more fluid relationships and con-
trol between human and AI with different levels of agency, rather than using AI solely as
a tech-driven obedient tool. In the long term, I envision my research potentially extending
beyond GenAI interaction with creative professionals to include a broader demographic
in their daily routines.
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