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Abstract: Non-invasive crop analysis through image-based methods holds great promise for applica-
tions in plant research, yet accurate and robust trait inference from images remains a critical challenge.
Our study investigates the potential of AI model ensembling and hybridization approaches to infer
sorghum crop traits from RGB images generated via unmanned aerial vehicle (UAV). In our study, we
cultivated 21 sorghum cultivars in two independent seasons (2021 and 2022) with a gradient of fertil-
izer and water inputs. We collected 470 ground-truth N measurements and captured corresponding
RGB images with a drone-mounted camera. We computed five RGB vegetation indices, employed
several ML models such as MLR, MLP, and various CNN architectures (season 2021), and compared
their prediction accuracy for N-inference on the independent test set (season 2022). We assessed
strategies that leveraged both deep and handcrafted features, namely hybridized and ensembled AI
architectures. Our approach considered two different datasets collected during the two seasons (2021
and 2022), with the training set from the first season only. This allowed for testing of the models’
robustness, particularly their sensitivity to concept drifts, in the independent season (2022), which
is fundamental for practical agriculture applications. Our findings underscore the superiority of
hybrid and ensembled AI algorithms in these experiments. The MLP + CNN-VGG16 combination
achieved the best accuracy (R2 = 0.733, MAE = 0.264 N% on an independent dataset). This study
emphasized that carefully crafted AI-based models applied to RGB images can achieve robust trait
prediction with accuracies comparable to the similar phenotyping tasks using more complex (multi-
and hyper-spectral) sensors presented in the current literature.
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1. Introduction

Research on plant characterization (i.e., phenotyping) is gradually transiting from
traditional methods (visual observations, manual measurements) to non-invasive methods
facilitated by sensors (reviewed by, e.g., [1–3]). Phenotyping includes plant digitization
via sensors (creation of plant digital twin, (Demidchik et al., 2020); [4]) and building
mathematical models relating the plant digital twin to the actual plant’s functional and
structural characteristics. Sensor-based phenotyping has potential to automate, standardize,
and optimize the throughput of phenotyping tasks (e.g., [1,5,6]).

RGB imaging, particularly in combination with mobile vectors like UAVs (unmanned
aerial vehicles), has been widely used in precision agriculture tasks due to its simplicity and
cost-effectivity [5,6]. In this regard, remote sensing based on spectral reflectance indexes
specific to the canopy (i.e., vegetation indexes (VIs)) are being intensively studied, e.g., [7].

Although these methods have been around for at least two decades, the repeatability,
standardization, and interpretation of these VIs, particularly for precise crop characteriza-
tion, are still questioned today ([8,9]).

In the early 2010s, there was a tendency to improve the accuracy of trait inference by
using more complex sensors (e.g., multi-spectral and hyper-spectral cameras) with consid-
erable success ([10–15]). Nevertheless, using more complex sensing methods complicates
image capture protocols and, consequently, image processing methods which could pose
considerable obstacles for many end-uses ([8,15–17]). This might be why recently, many
researchers have resorted back to RGB imaging whilst also testing more advanced AI-based
algorithms to infer the crop traits ([10–14]).

This trend coincides with intense exploration of artificial intelligence (AI) models in
agricultural research (e.g., [11–14]). Here, researchers generally assess traditional machine
learning (ML) methods (e.g., linear regression (LR), partial least squares (PLSR), principal
component analysis (PCA), adaptive boosting (AB), K-nearest neighbor (KNN), random
forest (RF), support vector machine (SVM)), or artificial neural networks (ANN) (e.g., multi-
layer perceptron (MLP) and convolutional neural networks (CNN)). ANN-based methods
are generally reported to outperform the traditional ML methods achieving accuracies
suitable for practical applications like crop breeding (generally > 0.75 R2 e.g., in [13,14]).
Nevertheless, most of the studies do not report the model accuracy on external datasets
(e.g., application of the model on images obtained in different contexts (field/season)) to
ensure the models address the concept drift which is an important drawback for use in
agricultural applications [18]. Overfitting of AI-based algorithms to training datasets is a
known phenomenon hindering the trustworthiness of AI-based algorithms in applications
and is intensively researched by the data-research community e.g., [19].

To address this issue, we have investigated how accurately we could infer the sorghum
crop features (N-content of biomass) from simple RGB-imaging technology (UAV-based
RGB-imaging) using ML and ANN models when they are integrated with expert knowl-
edge in different ways. Here, we hypothesized that combining expert knowledge (such
as VIs) with more complex AI structures can enhance sorghum trait prediction accuracy.
Importantly, we generated an additional independent dataset solely to assess the general-
ization capabilities of these models and their robustness to concept drift. In the end, we
aim to find a trustworthy suite of tools for application in sorghum breeding programs that
need to monitor sorghum N with high throughput and relevant accuracy.

2. Materials and Methods

Two independent field trials were conducted, as described in Section 2.1.1, and multi-
ple UAV flights were carried out as detailed in Section 2.1.2 to capture images of the crop at
various growth stages. Laboratory measurements of N content in the imaged crop were per-
formed, creating a ground truth dataset as discussed in Section 2.1.3. The acquired images
underwent image-processing techniques and orthomosaic generation (Section 2.2). Specific
details about the dataset are provided in Sections 2.3 and 2.4. Evaluating the models’ per-
formance involved comparing ground truth observations (biochemical N estimation) with
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predictions from trained models, through metrics, namely coefficient of determination (R2),
mean absolute error (MAE), root mean squared error (RMSE), and Pearson’s correlation
coefficient (r). Concept drift was investigated by applying the models to an independent
dataset acquired at a later stage. The training of diverse models is outlined in Section 2.6,
along with the ensemble in Section 2.6.5.

2.1. Data Acquisition
2.1.1. Plant Material and Experiment Details

Two field trials were planted on 26 October 2021 and on 10 November 2022 in post-
rainy (rabi) seasons “2021–2022” and “2022–2023” at the International Crop Research
Institute for Semi-arid Tropics (ICRISAT, Patancheru, Telangana, India, latitude 17.53◦ N,
longitude 78.27◦ E). The sorghum crop was raised on alfisol soil organized into 54 plots
of 7 m × 5 m for rabi 2021 and 36 plots of 10 m × 5 m for rabi 2022 and was prepared as
per standard agronomic practices [20]. Nine (rabi 2021) and twelve (rabi 2022) genotypes
of sorghum (Sorghum bicolor) contrasting for agronomic characteristics were used ([21]).
Each experiment included combinations of two irrigation (fully irrigated or well-watered
(WW), limited water supply or water-stressed (WS)) and two fertilization (full N-fertilizer
or standard nitrogen (SN), and limited N-fertilizer or low nitrogen (LN)) regimes resulting
in three blocks of treatments: (1) well-watered and standard nitrogen (WWSN), (2) water-
stressed and standard nitrogen (WSSN), and (3) well-watered and low nitrogen (WWLN).
Within each block of treatments, two replications of each genotype-treatment combination
were randomized in each block (i.e., split-plot CRBD) in rabi 2021 while there were no
replications of genotype-treatment combinations in rabi 2022.

To raise the crop in 2021, a basal dose of diammonium phosphate (DAP) was applied
prior to sowing at the rate of 100 kg ha−1 to WWSN and WSSN treatments in both trials.
Top-dressing of urea ~20 days after sowing (DAS) was applied at the rate of 50 kg ha−1

for standard nitrogen plots and 25 kg ha−1 for low nitrogen plots and the same dose was
repeated ~35 DAS. Similarly, in the rabi 2022, a top dressing of urea was applied at the rate
of 50 kg ha−1 and 15 kg ha−1 for standard and low nitrogen plots ~20 DAS and 35 kg ha−1

top dressing of urea ~30 DAS was applied to only standard nitrogen plots. In the rabi
2021, all the plots were irrigated every ~10 days until 50 DAS, and later, the irrigation
ceased for WSSN treatments while continued for WWSN and WWLN treatments. Similarly,
in the rabi 2022, all plots were well irrigated until 16 DAS and thereafter irrigation was
reduced by ~30% and stopped after 46 DAS for WS treatments while continued for WW
treatments. A total of 12 circular ground control points (GCP) were placed, covering the
field’s boundaries for both field trials.

2.1.2. UAV Setup and Flight Details for Image Collection

The image collection protocol followed the image acquisition protocol described
in [22,23]. The quadcopter DJI Matrice 210 (DJI, Shenzen, Nanshan District, China, 2023)
with an onboard ZENMUSE X5S (DJI, Shenzen, Nanshan District, China; [24]) RGB camera
was used to capture high-resolution RGB imagery. The details of UAV flights taken (UAV
settings and camera settings) are given in [22,23] and in Supplementary Table S1, while
flight dates (late vegetative and flowering stages of crop) are listed in Table 1. All the flights
were taken in a clear and sunny sky with even ambiance and in the daytime window of
10 am to 2 pm. During all the flights, the wind speed was less than 18 km h−1 which is
mandatory to maintain the stability of the UAV and the crop canopy. The front and side
overlap of 80 to 90% was maintained with the camera looking down at 900, the nadir view
(Table S1). Each flight taken in this way generated 128 raw RGB images.
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Table 1. The overview of the plot images generated from raw imagery collected for the present
study, including flight dates, ground truth harvesting dates, and field trial season and its use for the
model-building exercise (split into training, validation, and test sets).

Field Trial
(Section 2.1.1)

Flights Timing
(Section 2.1.2)

Corresponding
Ground Truth
(Section 2.1.3)

Dataset Use
(Section 2.3)

Plot Images
(Absolute/%)

Season 1
(rabi 2021–2022)

3 December 2021
21 December 2021
18 January 2022

3 December 2021
21 December 2021
20 January 2022

Training set 122 (80%)

Validation set 31 (20%)

8 December 2021
7 January 2022

3 December 2021
20 January 2022 Test set 1 102

Season 2
(rabi 2022–2023)

16 December 2022
21 December 2022
27 December 2022

5 January 2023
11 January 2023
18 January 2023

14 December 2022
21 December 2022
28 December 2022

4 January 2023
11 January 2023
18 January 2023

Test set 2 215

2.1.3. Ground Truth Collection

In this study, we collected data in a series of sequential harvests of sorghum crops
during the vegetative stages of growth (between 7 and 11 weeks after sowing, i.e., before
flowering). In the Season 1 (2021–2022) trial, the data collected from the first three harvests
was used in this study. Similarly, for the Season 2 trial (2022–2023), the first six sequential
harvests were taken in an interval of one week across vegetative crop growth stages before
flowering (between 5 and 10 weeks after sowing). The ground truth collection dates are
mentioned in Table 1. At each ground truth collection time (Table 1), eight representative
plants (subsamples) in an area of 4.8 m2 were harvested from each plot. These plants
were brought to the laboratory, where leaves and stems were separated and dried in
the oven for four days at 600 ◦C. The dried plant matter was ground using a CM 290
CemotecTM laboratory grinder (FOSS, Hilleroed, Denmark; [25]) to a uniform particle size
of <1 mm. The analysis for N content was performed at the Livestock Nutritional Service
Laboratory, International Livestock Research Institute (ILRI) at ICRISAT campus using
near infrared spectroscopy (NIRS) calibrated against conventional laboratory analyses. The
NIRS instrument used was a FOSS Analyzer DS2500 (FOSS, Hilleroed, Denmark) with the
software package WinISI II (4.8). The NIRS-based procedure for N analysis was used as
per global recommended standards [26,27]; the particular analysis for cereal stover quality
traits using NIRS has been described in detail in [28,29]).

Statistically, Season 2 had a higher average nitrogen content (2.11) compared to Sea-
son 1 (1.71), with a broader range and greater variability. Both datasets showed a roughly
normal distribution, but Season 2 included some higher outliers. Overall, Season 2 exhib-
ited a generally higher nitrogen content and more variability. Detailed descriptive statistics
are presented in Supplementary Materials Table S7 and Figure S1.

2.2. Orthomosaic Generation and Delineation of Crop Plots
2.2.1. Quality Check

A two-fold quality check was applied to the raw images collected from each flight as
defined by [22]. Firstly, the images were passed through the quality check pipeline and the
value quality parameters such as the count of underexposed pixels (0–5) and overexposed
pixels (200–255), DCT blur (<0.2 × 10−3) [30], NIQE ([31]) (<5), and BRISQE [32] (<35) were
computed (for each parameter, the lower value was preferred). The images with values
of these parameters in a given range were regarded as quality images. Secondly, these
images were also tested for quality using photogrammetry software Agisoft Metashape
Professional’s (v 2.0) [33] estimate quality option. Agisoft computes image quality based
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on the contrast and brightness in images and returns values between 0 and 1. This study
used all the images with Agisoft estimated quality > 0.75.

2.2.2. Orthomosaic Generation

Once the two-fold quality check was passed, the raw RGB images were stitched using
Agisoft to generate the orthomosaic of the entire field for the corresponding growth stage.
The first step in this process [33] was to align the raw imagery using Agisoft where common
tie points were detected from the overlapped regions of adjacent image pairs using scale-
invariant features transformation (SIFT) [34]; these tie points represent a sparse point cloud.
Further, using the structure from the motion (SFM) technique [35], a dense 3D point cloud
was generated, and rasterized using interpolation to achieve the depth maps. Finally, using
these depth maps and 3D point clouds, an orthomosaic of up to 3 to 5mm of horizontal
resolution was generated [33]. The orthomosaic represented the entire sorghum field with
all plots (Figure 1).

Agriculture 2024, 14, x FOR PEER REVIEW 5 of 15 
 

 

2.2. Orthomosaic Generation and Delineation of Crop Plots 
2.2.1. Quality Check 

A two-fold quality check was applied to the raw images collected from each flight as 
defined by [22]. Firstly, the images were passed through the quality check pipeline and 
the value quality parameters such as the count of underexposed pixels (0–5) and overex-
posed pixels (200–255), DCT blur (<0.2 × 10−3) [30], NIQE ([31]) (<5), and BRISQE [32] (<35) 
were computed (for each parameter, the lower value was preferred). The images with val-
ues of these parameters in a given range were regarded as quality images. Secondly, these 
images were also tested for quality using photogrammetry software Agisoft Metashape 
Professional’s (v 2.0) [33] estimate quality option. Agisoft computes image quality based 
on the contrast and brightness in images and returns values between 0 and 1. This study 
used all the images with Agisoft estimated quality > 0.75. 

2.2.2. Orthomosaic Generation 
Once the two-fold quality check was passed, the raw RGB images were stitched using 

Agisoft to generate the orthomosaic of the entire field for the corresponding growth stage. 
The first step in this process [33] was to align the raw imagery using Agisoft where com-
mon tie points were detected from the overlapped regions of adjacent image pairs using 
scale-invariant features transformation (SIFT) [34]; these tie points represent a sparse 
point cloud. Further, using the structure from the motion (SFM) technique [35], a dense 
3D point cloud was generated, and rasterized using interpolation to achieve the depth 
maps. Finally, using these depth maps and 3D point clouds, an orthomosaic of up to 3 to 
5mm of horizontal resolution was generated [33]. The orthomosaic represented the entire 
sorghum field with all plots (Figure 1).  

 
Figure 1. The overview of the field experiments, Sample locations of orthomosaic for rabi 2021 and 
rabi 2022 including treatment on top, and RGB images of sample sorghum plots. 

  

Figure 1. The overview of the field experiments, Sample locations of orthomosaic for rabi 2021 and
rabi 2022 including treatment on top, and RGB images of sample sorghum plots.

2.2.3. Delineation of Plots from Orthomosaic

To delineate the individual plots from this orthomosaic, a plot-wise grid was created
and a shapefile was generated using QGIS 2.23 [36]. Using this shapefile, the sorghum plots
from the orthomosaic of each flight were delineated. Samples of the generated plot images
are shown in Figure 1.
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2.3. Data Distribution for Comparative Analysis and Model Training

The pre-processed data, discussed in Section 2.2, was divided into distinct sets: the
Training set, the Validation set, and Test sets 1 and 2, details of which are provided in Table 1.
A total of 15 plots in rabi 2021–2022 and 1 plot in rabi 2022–2023 were excluded from the
dataset as the ground-truth value of nitrogen was missing due to poor germination. There
was not enough material in the sample to measure its N content. The training/validation
set ratio was set to 80:20. This dataset distribution was consistently applied across all
models developed within this study, ensuring accurate comparisons. Standardization and
normalization procedures were employed on the datasets with both inputs and outputs
used to enhance training efficiency while avoiding saturation. This was achieved via
standard scaling and computed using Z = (x − µ)/σ, where µ is the mean and σ is the
standard deviation of the distribution used to attain the scaled value Z for each x value.

2.4. Generation of Different Vegetation Indices

Five different vegetation indices (VI) were computed pixel-wise from RGB values of
plot images. For each plot, each VI was represented by its median value. The band arith-
metic for different VIs such as Excess green index (EXGR), Green chromaticity coordinate
(GCC), Green leaf index (GLI; [37]), Green red difference index (GRD), and difference in
squared greenness and product of red and blue (RGBVI; [8,38]) were applied to extract the
greenness from the crop. The purpose of the selection of these VIs was to compute the green
color dominant features of the crop as it is related to its chlorophyll content and is consid-
ered an indicator of the crop N status. Although it was not possible to completely eliminate
the impact of noise caused by uneven illuminance and reflectance from non-vegetative
objects, the VIs were used here to normalize the data by mitigating these effects. This
improves the consistency and reliability of the analysis by addressing potential radiometric
inconsistencies [8,9]. Additionally, indices EXGR and GRD are known for separating crop
pixels from the ground pixels.

2.5. Model Evaluation Metrics

To assess our ML models and ANN architectures we computed different standardized
metrics, namely coefficient of determination (R2), mean absolute error (MAE), root mean
square error (RMSE), and Pearson’s correlation coefficient (r).

2.6. Prediction Models

In this section, we provide a description of the different models and their combi-
nations that we evaluated. A complete overview of all the models in one place can be
found in Supplementary Table S3. All the models were trained using early stopping to
avoid overfitting.

2.6.1. Multiple Linear Regression (MLR) Model

Linear models can learn the linear relationship between the green pigments in crops
and the crop’s nutritional status in terms of its N content [39]. Five green color dominant
VIs, namely EXGR, GCC, GLI, GRD, and RGBVI, were computed as described in Section 2.4.
A single vegetation index may not be able to effectively explore the relationship with the
%N content of the crop. Even if it is ideal to have one VI for one crop trait, relying only on
one VI may be impossible, as it may suffer from problems due to uneven illumination and
other environmental conditions. Hence, we have explored MLR using all five handcrafted
features (5 VIs) as predictors and values of %N content as a dependent variable. This model
was used as a baseline for the other models (Supplementary Table S2).
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2.6.2. Hybrid Multi-Layer Perceptron Model

ML models and ANNs can be used effectively for extracting both spatial and spectral
features from images. Multi-layer perceptron (MLP) regressors are known for handling
small-sized datasets and limited feature sizes. However, their performance depends upon
the amount of noise present in the data, the complexity of the relationship between input
and output parameters, the choice of hyper-parameters, and the regularization techniques
used [40].

An MLP that leverages expert knowledge providing the five VIs (EXGR, GCC, GLI,
GRD, and RGBVI) as input and a single output neuron was experimented on with various
hidden layers. Initially, the number of neurons for the hidden layer was selected according
to the thumb rule stating that the number of hidden neurons can be ((iput_size*2/3) +
output_size) or less than twice the input_size (Xu and Chen, 2008) [41]. This is required
to ensure that sufficient numbers of hidden neurons are available to explore the complex
relationship between the input and output, avoiding model overfitting and underfitting.
Later, we experimented with a number of hidden neurons from 5 to 9, and an SGD optimizer
with different batch sizes, dropout rates, and early stopping. MLPs with a single hidden
layer were built, with their hyper-parameters tuned. Afterward, different MLP architectures
with two hidden layers were created (with 5, 6, 7, 8, and 9 neurons in the first hidden layer
and 4, 5, and 6 in the second), and subjected to hyper-parameter optimization.

The final model that converged with minimum validation losses consisted of an input
layer (5 × 1), dense layer (8 × 1), dense layer (5 × 1) + dropout (0.3), and output layer
(1 × 1). We used an SGD optimizer, tanh activation function in hidden layers, and linear
activation function for the output layer. The MSE was used as a loss function to minimize
during model training.

2.6.3. CNN Model from Scratch

Deep neural networks can automatically extract deep features from images [13]. CNN
is a state-of-the-art model architecture used in computer vision that can learn relevant
features from images at different convolutional levels; it uses pooling layers similar to
the human visual system [42]. A simple CNN model was adopted to accommodate the
small size of the training set and the desire to deploy a computationally efficient model in a
production environment.

Initially, we built a simple CNN model from scratch. The optimal CNN architecture
was obtained via a Greedy optimization method based on various hyper-parameters such
as filter size, batch size, optimizer, learning rate, number of epochs, and dropout. The final
architecture consists of an input layer (500 × 500 × 3), 7 convolutional layers (32 (3 × 3)
+ dropout; 32 (3 × 3) + maxPooling; 64 (3 × 3) + dropout; 64 (3 × 3) + maxPooling;
128 (3 × 3) + dropout; 128 (3 × 3) + maxPooling), and an output layer (1 × 1) that predicts
the N content.

2.6.4. Transfer Learning Using State-of-the-Art Pre-Trained Models

We assessed several architectures using well-established pre-trained classification
models of varying sizes available in the Keras Applications library [43]. These models
were pre-trained on an extensive ImageNet dataset [44]. We removed the last layer from
each model and appended two fully connected layers (50 neurons in the first layer and
20 neurons in the second layer) to make uniform modifications. The training was limited
to 200 epochs, using early stopping based on the MSE as a loss function. We utilized the
RMSprop optimizer to train the models to maintain comparability.
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2.6.5. Model Ensembling

We explored two different approaches for combining features/models to attain a
robust and precise estimation of N. Our first approach was to explore different possible
combinations such as (i) MLP + CNN (VGG16), (ii) CNN (VGG16) + MLR, (iii) MLP + MLR,
and (iv) MLP + CNN (VGG16) + MLR. In each combination, the predictions from these
models, before applying rescaling, were averaged. The resulting values were rescaled back
to the original N values (the data normalization method is described in Section 2.3).

The second approach was based on concatenating, within the same neural net ar-
chitecture, the VGG16 extracted deep features with the handcrafted computed VIs. To
accommodate the large difference of the two feature types in terms of dimensionality, we
added two dense layers, with 50 and 20 neurons, respectively, after the last convolution
layer. We then added the five VIs either to the output of either the first dense layer or to
the output of the second dense layer. These two concatenation schemes are displayed in
Figure 2. The optimal final architecture (later referred to as VGG16 + VIs) that gave the
best results is obtained when the five DVIs are concatenated to the first dense layer output
consisting of 50 neurons.
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3. Results

This work explored and evaluated four models (Sections 2.6.1–2.6.4) and their com-
binations (Section 2.6.5) on independent Test set 1. Final hyper-parameters of the models
can be found in the Supplementary Materials (Table S4 for the MLP, Table S5 and Figure S2
for the Simple CNN, and Table S6 for the pre-trained CNNs). To ensure the repeatability
of results, these models were tested and compared on a second independent Test set 2
(as described in Section 2.1.2). The prediction performance on the independent test sets
was compared with the other models primarily using standard metrics R2 and MAE. The
results can be seen in Figure 3. Overall, the combination of MLP and CNN (VGG16) was
the best model combination when compared with the baseline model (MLR), as it led to
a relative improvement of 34.23% for the Test set 1 and 24.75% for the Test set 2 in MAE
(Figure 3; scatter plot in Figure 4). For a more comprehensive comparison, detailed metrics
are shown in Supplementary Table S2. Detailed descriptive statistics of both ground-truth
datasets are in Supplementary Materials Table S7 and Figure S1.
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Figure 4. Prediction performance metrics of the best nitrogen prediction model (MLP + CNN(VGG16))
shown using scatter plots for observed (ground-truth) vs. predicted %N in sorghum. Left side for
Test set 1 (rabi 2021–2022), and right side for Test set 2).
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4. Discussion

In this work, we have assessed the power of advanced analytical model-building
techniques for RGB imaging-based phenotyping tasks and discussed its potential value for
end-users.

4.1. Challenges of Using Image-Based Phenotyping for Precision Applications

Non-invasive image-based plant phenotyping is being used across many research disci-
plines (e.g., basic plant sciences, genebanks, crop breeding, agronomy, and ecology [45–48]);
for each end-use, there are different requirements for technology robustness (e.g., image
capture technology, throughput, accuracy, repeatability, generalization, and computation
intensity [8,9,49]). Image-based phenotyping of crops e.g., in breeding programs, it is par-
ticularly challenging as it requires rapid throughput, high accuracy, repeatability, and time-
and cost-efficiency (typically 1000s of relatively similar genotypes in the field conditions,
e.g., [45–47,50]).

Despite image-based phenomics being around for decades, the robustness of the meth-
ods, particularly for sensors carried by an aerial vehicle (UAV, satellite), is still questioned
in terms of repeatability and generalization capacity of trait inference models [8,22,49].
Therefore, apart from the adequate image acquisition protocols (Gattu et al., 2023), it is
essential to design a robust trait inference model that deals with residual image variability
not tackled during image acquisition [50]. These issues should be on the frontline of inter-
est of the data-research community (e.g., digital responsibility goals, [19]) but are rarely
addressed in the literature concerning phenotyping [8,9].

To tackle these issues in plant trait inference models, we used standardized image
quality control protocols to acquire images [22]. We tested a range of ML and DL models
usually used for similar purposes [10–14]. These ranged from ML methods (MLR and MLP)
based on vegetation indices (i.e., EXGR, GCC, GLI, GRD, and RGBVI [37,38]) up to DL
methods and ML–DL combinations [51].

Within the DL models, we used a range of existing CNN architectures with light,
medium, and large sizes [51] previously deployed for similar tasks [12–14]. These transfer
learning schemes were also expected to enhance the model generalization capacity [52] by
preventing overfitting on small training datasets [53].

4.2. Combining Expert Knowledge and DL Features Improved the Sorghum-N Prediction from
RGB Images

In our particular case study, i.e., inferring the sorghum N content from RGB images,
we achieved similar levels of prediction accuracies as reported recently in similar remote-
sensing studies (typically R2~0.5–0.8 on test set; [4,14,16,17]). We achieved, however,
more accurate predictions using VIs in combined model schemes that improved model
robustness, in our case, combining the VGG16 with VIs directly in one model or combining
VGG16 and MLP models. The highest prediction performance was achieved by combining
VGG16 with MLP (VIs) R2 = 0.733, and lowest MAE = 0.26 N% on an independent dataset
(Test set 2). This points out that combining neural networks (CNNs) with spectral features—
VIs (in MLP)—enhanced the model prediction capability on the independent dataset. It is
worth noting, nonetheless, that the MLP + CNN (VGG16) ensembling scheme was slightly
better compared to the scheme where the VI expert features were injected into the deep
neural network architecture directly. This may be explained by the required additional
validation set to learn the neural nets weights associated with the combining layer and also
by the fact that additional injecting schemes should be investigated in terms of the depth of
layers considered for combination and exploring attention strategies.

Overall, we can ascertain that the schemes combining expert knowledge and feature
representations from DL architectures are the most effective when developing trait inference
models even with a small training dataset.

The size of the utilized dataset was another point of our study (we generated altogether
470 ground truth laboratory N assessments and corresponding crop images). This might
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be considered as a medium-sized dataset for any DL modeling task, yet the precise and
relevant ground truth observations suitable for modeling are very difficult to generate
and the availability of such a dataset is rare (recently, e.g., https://www.global-wheat.
com/became available (accessed on 10 June 2024)). Therefore, providing the dataset to the
community to test their own models (see Data Availability section for annotated dataset) is
another important contribution of ours.

In addition, after assessing the performance of the models on the first test set, we
showed how these models behaved on the second set, collected much later. This is not
regularly considered in the state-of-the-art technology that mostly builds only the test subset
with the same data distribution as the training set collected using the same acquisition
protocol and operator. This has two drawbacks. First, the repeated optimization of the
models on the training sets may implicitly lead to overfitting on the test set. Second, such a
test set does not allow for assessing the generalization capabilities of the models on data
acquired from different contexts or different time periods, with the potential for causing
concept and data drift. This is particularly important for DL-based architectures whose
trustworthiness might be compromised by overfitting to the training dataset [54,55].

4.3. Limitations of the Study and Ways Forward

In our case study, two facts might be considered as limitations: (1) we used only RGB
images (similar to [14]), while much of the work pursuing the crop N-related traits esti-
mation was recently completed via RGB-NIR, multi-spectral, and hyper-spectral cameras
(e.g., [4,8,14,16,17,56]); (2) we used a small part of the dataset to train the N-prediction
model (153 data points) which might be considered constraining, especially for DL which is
known to substantially improve with increasing training set sizes, e.g., [14]. This limitation
was nonetheless mitigated by resorting to effective transfer learning schemes leveraging
DL models pre-trained on huge datasets, such as ImageNet. In the future, we will seek to
increase the training data size by leveraging our recent adversarial learning-based data
augmentation schemes proposed in other tasks [17,57].

We argue that even though remote-evaluation of N-related crop traits is moving
towards use of multi-spectral cameras to strengthen the physical foundations of predic-
tions [16,17], we showed similar prediction accuracy is achievable with the simpler RGB
camera, particularly when coupled with hybrid and ensembled DL architectures infused
with expert knowledge. For example, [16,17] reported a prediction accuracy of N (or N-
related cereal traits) with R2~0.45–0.65 with multi-spectral VIs which is well in range of
our accuracies using RGB-spectra-based VIs (Supplementary Table S2). Also, the highest
achieved prediction accuracies on the test set using RGB (R2 = 0.829) images were similar
to the reported accuracies for similar tasks using multi-spectral images and a broad range
of data modeling approaches (R2~0.6–0.8, in [4,16,17]). We also expect these algorithms
might serve a wider range of end-users and end-uses as these might be built using simpler
imaging methods with less data. Therefore, we will continue exploring these types of
models in parallel to others as these might become an effective and practical bridge to close
the frequently argued gap in image-interpretation transferability and accuracy [16,17].

The paper’s knowledge and results will help us accelerate the implementation of
precise, trustworthy UAV phenotyping, particularly in crop breeding. In the future, we
intend to further explore the potential of our combining schemes using more complex
sensors and in parallel to other data modeling techniques by considering data augmentation
techniques to make training of CNNs more effective. To this end, we will leverage our
recent work on generative adversarial network (GAN)-based data augmentation techniques
that substantially improved our work on predicting the soil moisture dissipation rates from
aerial images [58–60].

5. Conclusions

Automation of crop characterization tasks (phenotyping) using non-destructive, sensor-
based technologies is on its way to becoming routine. Nevertheless, many processes are still

https://www.global-wheat.com/
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being questioned, e.g., repeatability, robustness, and accuracy of data gathering intensity,
modeling techniques or cost-efficiency, just to name a few. Our case study explored the
potential of relatively simple imaging technology (UAV-carried RGB camera) and a small
dataset for precise crop phenotyping. For our case study, we focused on the sorghum
N-content, a critical trait needed, e.g., for breeding dual-purpose sorghum. We collected
470 ground-truth measurements of biomass N content and the corresponding RGB images
in two independent seasons (rabi 2021, 2022). We used the first season data (rabi 2021) for
building the range of prediction models (ML, DL, and their combinations) and tested their
robustness on an independent dataset (rabi 2022).

When fused with expert knowledge (VIs or MLP built upon VIs), DL-based prediction
models were generally more accurate compared to the individual models (particularly a
combination of MLP + CNN-VGG16; R2 = 0.73, MAE = 0.26 %N on independent dataset).
Such accuracy already justifies the basic applications, e.g., in crop breeding. Moreover,
it was achieved with a small training dataset (153 datapoints). Thus, we demonstrated
that the relatively simple proximal sensing methods and a small amount of ground truth
observations might already have an added value for particular end-uses when combined
with carefully crafted novel model-building methods. This knowledge will help us to
accelerate implementation of precise, trustworthy UAV phenotyping, particularly in crop
breeding. In the future, we intend to further explore the potential of our combining schemes
using more complex sensors and in parallel to other data modeling techniques.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/agriculture14101682/s1, Table S1. Settings that were used to
capture the RGB images in the field trials for UAV and camera with optimal parameters ensuring
good quality of raw images for each flight. Table S2. Comparative table of the prediction potential of
four different models (best results) on independent Test set 1 (rabi 2021 season) and independent Test
set 2 (rabi 2022 season) using performance metrics MAE and R2. Models are sorted based on MAE
value. Table S3. A comparative table of the prediction potential of all tested models based on the Test
set 1. Table S4. Final hyperparameter values in MLP model for N prediction in sorghum deduced
by hyperparameter tuning. Table S5. Hyperparameters used for training the architecture that uses
the simple CNN (Section 2.6.3). Table S6. Hyperparameters used for training the architecture that
uses the pre-trained models built in Keras library. Table S7. Basic descriptive statistics of both data
sets. Figure S1. Basic statistical distribution of both data sets. Figure S2. The architecture of CNN
from scratch. The first is the input - the image of size 500x500x3. Next are the blocks of feature
extraction, which consists of convolutional and pooling layers. Finally, the prediction of nitrogen is
the output layer.
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