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Abstract. Immersive technologies like Augmented Reality (AR) have
a promising potential for group activities. Collaborative AR systems al-
low co-located and/or distant users to create, visualize and manipulate
together a large variety of virtual content in order to take actions and
decisions. However, contrary to traditional 2D interfaces, there is cur-
rently no standard interface or generalized interaction technique for AR.
This paper explores an approach for triggering commands linked to AR
content. We propose MarkAR, a system combining virtual thumbnail
representations of AR content (called vignettes), a microgesture and 3D
mid-air mark system inspired by marking menus. Experimental results
from a qualitative study highlight that MarkAR offers a great usability,
subtle interactions and an easy way to trigger both discrete and contin-
uous commands in AR.

Keywords: Augmented Reality, Microgesture, Commands, Gestural In-
teraction, Collaboration

1 Introduction

There is currently no established practices and tools for collaborating in Aug-
mented Reality (AR) [30]. In fact, many factors are impairing a vast adoption of
AR. First of all, AR may not be relevant in many contexts where traditional tools
are enough. Secondly, form factors are to be considered. For instance, requiring
collaborators to wear additional devices such as Head-Mounted Displays (HMDs)
can be troublesome because of their bulkiness. Then, perceptual issues [20], inter-
faces an interaction design still raise many research questions and explorations,
for instance to limit physical arm tiredness linked to prolonged mid-air gestures
[10, 28]. Nonetheless, AR offers great benefits for individual and collaborative
scenarios by allowing to create, visualize and manipulate virtual content. It can
allow each user, co-located or at a remote location, to interact with 2D and 3D
virtual content. Many application domains can benefit from collaboration in AR
[18], from emergency response to simulation of engineering processes. There is
thus on the one hand a potential for AR and on the other hand scientific and
technical challenges.
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One is these challenge is to investigate how to easily trigger commands upon
virtual content in AR contexts. One may argue that a common approach would
be to use AR menus [23]. While they offer many benefits, menus can occupy
a significant visual space in the already size-limited augmented Field of View
of current AR Head Mounted Displays (HMDs), even if they can be transient.
Other researchers proposed to perform a specific hand gesture per command
[15]. This approach do not occupy any visual space but require users to learn a
set of gesture and the mapping with system commands.
This paper explores a compromise between menus and gestures to take the best
of both worlds. We present MarkAR, a technique inspired by 3D marking menus
[27] and based on microgestures. One the one hand, marking menus are a variant
of radial menus that allow a user to trigger a command by making a mark in
the direction of the desired menu item without popping-up the menu [34]. On
the other hand, microgestures are short gestures of the hand on itself [3]. Their
small amplitude can offer quick and subtle interactions while limiting physical
tiredness. Overall, MarkAR allows to remotely trigger discrete and continuous
commands over various AR content (textual notes, images, 3D models, and so
on). In our system, this content is represented as virtual thumbnails called vi-
gnettes (see Figure 1).

Fig. 1. Examples of MarkAR interactions on a Picture vignette in Augmented Reality.
a) to d): Performing a right-oriented mark to trigger the timeline and change the version
of the picture. e) to g): Performing a pull mark to extract a 3D model from the current
picture vignette.

Our goal is to investigate if this approach can facilitate the trigger of com-
mands in AR, even for novices. We want to evaluate the impact of MarkAR of
physical tiredness, mental workload, easiness of learning and subtlety (i.e. the
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capacity to trigger commands without disturbing other users). MarkAR could
be used in many AR context. As a first exploration of its benefits, we nonetheless
limit ourselves to a subset of them. In this paper, we focus on contexts with: 1)
A small number of users (groups of 2-4 users for instance), 2) A collaboration
around a shared AR workspace with a variety of contents and 3) A potential
need for punctual, private interaction (for instance, quickly checking another
document during a meeting). Crisis management meetings [35], product design
sessions or practical work in AR between students are examples of such contexts.
The contributions of this paper are the following:
– The design and implementation of MarkAR, a system to visualize and trigger

commands on virtual content in AR.
– Results from a first experimental study evaluating the potential of MarkAR

and lessons learned from it.

2 Related work

Our work is built on research about collaborative scenarios, AR and interaction
techniques like microgestures to trigger commands.

2.1 AR for collaboration

The most obvious benefit of AR for collaborative contexts is the ability to vi-
sualize and interact with virtual content in a common mixed environment. This
ability has been investigated for many application domains [19], from emergency
management [35] to collaborative AR board games [11]. For instance, Broll et al.
explored architectural design and urban planning tasks in a collaborative aug-
mented environment [2]. Regenbrecht et al. proposed a collaborative AR system
for product design and reviews [26]. Besides, collaboration aspects are actively
investigated in the Immersive Analytics community [6].
From a more general point of view, Constantinides and Quercia underlined three
major axes in which technologies could support meetings: execution, psychologi-
cal safety and physical comfort [5]. Execution imply "getting things done", with
a clear goal in mind and a structured approach to create actionable items [5]. In
addition to visualizing and interacting with objects directly linked to the meet-
ing topic of interest, AR can support the execution of meetings. Radu et al.
identified many existing AR features related to this aspect [24], like coordinat-
ing attention and instructions. For instance, Kim et al. studied the combination
of visual communication cues in Mixed Reality with HMDs [12]. Piumsomboon
et al. proposed a miniature AR avatar to represent the gaze direction and body
gesture of a remote VR user [22]. The authors observed that this Mini-Me avatar
increased the feeling of social presence for users.
AR also has the potential to support the psychological safety. According to Con-
stantinides et al., psychological safety includes ensuring all participants 1) give
and receive appropriate levels of attention and 2) feel comfortable [5]. For in-
stance, AR can be used to help gather participant feedback during a meeting [8]
and to provide private spaces [25].
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2.2 Triggering commands in AR

Many AR interaction metaphors, modalities and techniques have been explored
to trigger commands. In the following, we consider two major approaches emerg-
ing from the literature: menus and (micro)gestures. Other modalities such as
voice commands [1] have been excluded since using voice is in conflict with our
focus on contexts with a need for private interaction.

AR menus Similarly to traditional Graphical Interfaces (GUIs), menus are a
common approach to regroup set of commands in AR. Researchers have inves-
tigated how menus could involve physical and virtual elements, like the Shake
menu from White et al. [31]. Pourmemar et al. compared several methods to
interact with hierarchical menus in AR [23]. The authors observed that mid-air
hand gestures were judged more tiring than head pointing to select commands
on a radial AR menu. Pfeuffer et al. proposed PalmGazer, an AR menu system
based on hand and eye input [21]. The menu UI can be positioned according
to three possible reference points: on the user’s hand, above the hand or fac-
ing the user’s head. Other researchers explored how marking menus could be
used in immersive systems based on HMDs. For instance, Lim et al. investigated
hand-drawn loop marks to select items in a 2D virtual menu [16]. Ren et al.
evaluated different menu layouts and target directions combined with hand ges-
tures [27]. However, the authors used a setup with a Kinect, a computer monitor
and stereoscopic glasses instead of the now available AR headsets. On a different
note, Kulshreshth et al. explored 3D gesture menu selection by using finger and
hand poses, for instance by putting in evidence three fingers to select the third
menu item [13].

Microgestures Other works also considered using gestures to trigger com-
mands in AR. In particular, microgestures [3] are drawing more and more interest
since they can limit physical tiredness (avoiding the "Gorilla arms" effect [23]).
For instance, Liu et al. proposed Gunslinger, a bimanual technique where micro-
gestures are performed in a relaxed arms-down position to enter into interaction
modes and trigger commands [17]. Li et al. studied the mapping of different hand
microgestures with commands (for instance, forming the Ok hand sign to accept
a call) [15]. On a more general scope, Lambert et al. explored how to graphically
represent the various range of microgestures presents in the literature [14]. Based
on the movements performed by fingers, the authors distinguished three types
of microgestures: Context-switching, In-Context and Stationary microgestures.
Context-switching is the most frequent type and include touch and release events
like in [7]. It is worth noticing that currently available HMDs like the Hololens 2
from Microsoft 1 or the recent Visio Pro from Apple 2 natively propose this type
of microgesture for basic interactions like grabbing virtual objects or confirm
1 https://www.microsoft.com/fr-fr/hololens
2 https://www.apple.com/apple-vision-pro/
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a selection with a thumb-index pinch gesture. In-Context microgestures imply
that fingers keep the same context, i.e. that they keep contact with the same
surface or stay in the air. For instance, Xu et al. proposed a text-entry technique
on a virtual keyboard as small as the tip of an index [32]. The authors designed
several swipe microgestures to enter into word selection mode or to delete a let-
ter. Finally, Stationary microgestures involve factors other than movement, such
as pression [29].

2.3 Positioning of this paper

Microgestures are promising to trigger commands during AR sessions as they
could limit the impact on users’ physical comfort [5]. Subtle interactions are also
interesting in this context to interact with the system without disturbing too
much the other members of the group. However, having a different microgesture
for each available command like in [15] may require a significant learning process
and impact users’ cognitive load. On the contrary, our aim is to explore a system
limiting the number of elements novice users would have to learn and memorize.
We also wanted to avoid slow selection mechanisms such as dwell time [23] be-
cause they can heavily impact the interaction.
The study by Pfeuffer et al. [21] is closer to our work. However, the authors fo-
cus on menu UIs for a single user. On the contrary, we 1) consider collaboration
aspects and 2) we want to explore how to preserve the visual attention of users
on meeting objects and files instead of navigating through hierarchical menus
and UIs.

Overall, we formulated 4 Design Principles (DP) for MarkAR to follow:

– DP1: Quick and subtle - Giving the ability to interact without disturbing
others.

– DP2: Comfortable - Limited physical tiredness, usable with the arm rest-
ing on an armchair or table.

– DP3: Focused on meeting content - No navigation through additional
UIs and menus.

– DP4: Easy to learn for novices - Limited amount of learning and mem-
orization.

3 MarkAR

3.1 Displaying virtual content as vignettes

The first question we considered was how to represent in AR traditional 2D
content like images, videos and PDF files. According to DP4, we wanted users
to quickly get familiar with our system, including AR novices. We thus selected a
thumbnail visual representation close to existing 2D systems: vignettes. Vignettes
are virtual containers with 1) a content and 2) GUI elements to visualize its
internal state and interaction purposes, as shown in Figure 2.
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Fig. 2. Details of the common graphical elements of a vignette.

Vignettes are displayed in AR and synchronized between the participants.
More precisely, their position, rotation, scale and content are synchronized in
real time. Again motivated by our principle DP4, we chose to let users perform
basic manipulations (translation, rotation, scaling) with traditional interaction
techniques. For instance, a Hololens user can grab a nearby vignette by targeting
the manipulation bar with the default pinch hand gesture (thumb + index) of
the HMD. The goal of MarkAR is therefore not to replace or compete
with baseline pointing/manipulation techniques pre-implemented in
current AR HMDs. Instead, we wanted MarkAR to be a complement to
easily trigger commands. Our original motivation was to offer an all in-one view
like the Common Operational Picture for crisis management meetings, but it is
also applicable to other contexts like brainstorming. Overall, we implemented 4
types of vignette in MarkAR: Textual note, Image, Video and PDF vignettes,
as illustrated in Figure 3.

3.2 Triggering commands through marks

The main goal of MarkAR is to trigger commands on nearby and distant vi-
gnettes. We wanted users to be able to perform common operations for each type
of vignette, like navigating through the pages of a PDF or changing the color
of a Textual note. We thus needed an interaction technique allowing both con-
tinuous and discrete input. Besides, we aimed at creating interaction metaphors
that could be shared among all types of vignettes, instead of having to learn a
command mapping for each vignette type. To do so, we designed a technique
based on a microgesture and mid-air marks, as illustrated in Figure 1.
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Fig. 3. Overview of different types of AR vignettes present in MarkAR.

MarkAR mode Users first have to look at the vignette they are interested
in (principle DP3). At any time, the system activates only the closest vignette
currently hovered by user’s head gaze (Figure 2a). The user can then enter into
MarkAR mode by performing a three-finger pinch gesture (thumb + index +
middle), illustrated in Figure 4. According to the categories proposed by Lam-
bert et al., it corresponds to a Context-switching microgesture [14]. Using a
microgesture was motivated by principles DP1 and DP2. Besides, we wanted
a comfortable microgesture with an ergonomic hand position to draw mid-air
marks (DP2), close to existing HMDs reference gestures (DP4, easy to learn) and
robustly detectable without additional hardware on users (optical detection). As
long as the microgesture is held, the MarkAR mode stays active. Within this
mode, the user can draw a virtual line (a mark) in a given direction. If users re-
lease the gesture while being too close to their starting point (less than 3cm away
from the initial MarkAR microgesture detection), no command is triggered. We
added this neutral zone mechanism to allow users to cancel a MarkAR interac-
tion without triggering any effect. In a way, drawing a mark could be compared
to controlling a virtual slider with a low number of ticks (discrete command) or
high number of ticks (continuous command). Releasing the microgesture triggers
the command corresponding to that direction.

Mapping of commands Following DP4, we did not want users to memorize
a set of microgestures. Instead, we chose to map commands to the direction of
marks, following semantic associations on three main axis relative to the user:

– The X-axis is the timeline axis. Marks going in the left direction are
mapped to backward navigation (for instance, going back in a video or pre-
vious pages of a PDF). Marks going right are mapped to future navigation
(ex: next pages of the PDF).
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Fig. 4. a) The microgesture to enter MarkAR mode and its µGlyph notation [3]: a three
fingers pinch (thumb, index and middle), palm facing the user. b) Available directions
when the microgesture is held.

– The Y-axis is the vertical slider axis. It is used to increase (up-mark) or
decrease (downward-mark) a given value (for instance, controlling the audio
volume of a video).

– The Z-axis is the depth axis. It is used to switch from 2D to 3D (for
instance, pulling the content of an image to extract a 3D model from it) and
vice versa (pushing back a 3D model into it’s 2D image).

This design creates a link between the motor space and the command (for
instance, going up and down to control the audio volume of a video). We hy-
pothesized that this may facilitate learning MarkAR and reduce users’ cognitive
load, especially since the axis have the same logic for all vignettes (ex: Y-axis is
always the vertical slider). A summary of the available commands is presented
in the Table 1.

Vignette type Axis Command
Textual note Y Change the note color (hue)

PDF X Switch to previous/next pages

Video X Return/advance to timecode
Y Decrease/Increase audio volume

Picture
X Switch to previous/next image
Y Decrease/Increase image opacity
Z Extract/Fade 3D model of the image

Table 1. Summary of available commands on all vignette types.

Guidance feedbacks We implemented several feedback mechanisms to support
MarkAR interactions. First, when users perform a mark, a virtual line is drawn
to reflect their gesture. The line stays grey as long as the user is within the
neutral zone, and becomes green when outside of it. Nonetheless, we wanted
users to focus on meeting content (DP3) instead of looking at their hand. We
thus added cylinder widgets on the bottom bar of each vignette UI (Figure
2b). These cylinders reflect which axes are available for this vignette. When the
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user is drawing a mark, a green circular feedback is continuously updated to
show the current progress of the corresponding axis. The cylinder itself will also
slightly adjust its shape to reflect the current progress. For instance, extracting
a 3D model from an image will also pull and stretch the Z-axis cylinder of the
vignette. Moreover, the effect of commands can also be previsualized on the
vignette (Figure 5). For instance, users can see the timecode corresponding to
their gesture when navigating through a Video vignette.

Fig. 5. User performing to downward-mark on a Textual note vignette to change its
color.

Finally, we also added subtle audio feedback when the microgesture is initially
detected and when it is released.

3.3 Implementation

We developed MarkAR with the Unity framework (version 2021.3.27), using
MRTK3 packages for interactions. Custom C# scripts based on MRTK hand de-
tection scripts were designed to detect the 3-fingers microgesture and performed
marks. We selected Netcode for GameObjects to implement the multiplayer as-
pects of MarkAR (client-server architecture, synchronisation of vignettes and 3D
models). The 3D models corresponding to Picture vignettes were all loaded and
spawned at the beginning of the session. They were simply displayed/hidden
and re-positioned when users interacted with the corresponding vignette. We
deployed our system on Hololens 2 HMDs.

3.4 Resulting system

Overall, users only have to use a single microgesture and perform a mark in a
given direction to remotely trigger a command on the vignette they are inter-
ested in. While doing so, they can keep their visual attention on meeting objects.



10 Bailly et al.

Besides, users can combine both 2D and 3D AR content by extracting 3D mod-
els from Picture vignettes. To evaluate the potential of the resulting MarkAR
system, we conducted an experimental study.

4 Experimental study

Our goal was to evaluate to which extent MarkAR reflects its design principles.
We aimed to collect feedback about the usability, physical tiredness, mental
workload, easiness of learning and subtlety of our system. We thus conducted a
qualitative experimental study. To do so, we took inspiration from the protocol
followed by Zhang et al. [33], as detailed below.

4.1 Participants

A total of 16 participants (7 female, 9 male) from 23 to 42 years old (sd = 4.4)
participated in the study. They were from nearby companies and labs and had
different backgrounds including Computer Science, Design, Human Factors and
Communication. Participants passed the experiment in pairs (8 groups of two) of
comparable AR experience. Demographic details are given in Figure 6. Overall,
the experiment lasted for one hour.

Fig. 6. Demographic details about the participants of the study
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4.2 Procedure

The study took place in a calm meeting room with a table, chairs, and two
Hololens 2 headsets. We carefully considered ambient lighting and contrast in
this environment in order to ensure both HMD could properly detect the ges-
tures of users. Participants were seated and encouraged to find a comfortable
position for their arms. They could choose to use their left or right hand to use
MarkAR. The study was split into three phases: an initial phase, an individual
phase and a collective phase.
During the initial phase, an experimenter introduced the goal and usage of
MarkAR to the pair of participants. Participants could then get more famil-
iar with the system by following a walk-through of the commands associated to
the different vignette types. Each time, participants could trigger the command
as much as they wanted until feeling at ease with it. Once this training ended, the
individual phase started, as detailed in next section. After the individual phase,
participants could take a break and remove their headset. They were then en-
couraged to fill the French version of the SUS questionnaire [9] before starting
the collective phase. Finally, at the end of the collective phase, participants could
answer a survey based on 5-item Likert scales (from 1: Strongly disagree to 5:
Strongly agree) to give their opinion about specific aspects of MarkAR. The
experiment ended after a short semi-structured interview.

4.3 Measures

We collected quantitative about the usability and easiness of learning of MarkAR
through the aforementioned SUS questionnaire [9]. The final custom question-
naire (see Table 2) and the semi-structured interviews were design to collect
subjective feedback about the physical tiredness, cognitive load and perceived
subtlety of the system.

4.4 Task

In this section, we detail the tasks performed during the individual and collective
phases.
During the individual phase, each participant had to individually complete a
set of 12 trials. The AR sessions had the same content (same vignettes on each
side) but were not synchronized. Trials were separated into 3 levels of progressive
difficulty. Easy trials required participants to trigger one basic MarkAR com-
mand (for instance: changing a given Textual note color to blue). Medium trials
required either 1) two MarkAR commands or 2) one MarkAR command and a
manipulation task (for instance, moving a vignette to a given location). Hard
trials required at least two precise MarkAR commands (for instance, setting au-
dio volume to 70% on a Video vignette) and manipulation tasks. Participants
always started by the easy trials and ended with the hard ones, but the order of
trials within each level of difficulty was randomized.
During the collective phase, participants were seated side by side. They had a
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new AR session with synchronized content (4 Picture vignettes, 1 PDF, 1 Tex-
tual note and 1 Video vignettes). These vignettes were different from before.
The goal of this phase was to simulate a meeting performed with MarkAR. Par-
ticipants had to collaborate in order to create the best animal reserve. To do
so, they had to place the 3D models of selected animals (extracted from Pic-
ture vignettes) into a dedicated area. Participants could discuss to chose the
animals they wanted, but recommendations were disseminated into the different
vignettes. Recommendations were giving advice about the compatibility between
animals. Therefore, participants were encouraged to use MarkAR to interact with
vignettes, discuss and take decisions.

5 Results

All participants successfully completed individual and collective phases. Besides,
they expressed positive opinions about MarkAR. A summary of answers given
for second questionnaire (which was given after the collective phase) is available
at Table 2. In the following, we detail the results collected about (i) the perceived
utility and usability of MarkAR (ii) collaborative aspects. Scores are based on
5-item Likert scales.

5.1 Utility and Usability of MarkAR

Most participants were enthusiastic about MarkAR, expressing that it was "cool"
(P14) and "satisfying to use" (P2 and P5). On average, participants declared
that they would like to user MarkAR if they had the opportunity to do a meet-
ing with AR (avg = 4.25, sd = 0.56). For instance, P14 explained that MarkAR
"would be useful to work around virtual 3D models of [room] installations and
trigger commands on their different parts". Using the timeline (X-axis) on Pic-
ture vignettes and extracting a 3D model from it was particularly appreciated
by participants. These interactions were judged "well done" (P13) and "natural"
(P4). We did not observed any effect or mention of the difficulty of the tasks.
Results from the SUS questionnaire given after the individual phase suggest that
MarkAR offers a great usability (avg = 79.1, sd = 9.4). Representing common
file formats as virtual AR vignettes was appreciated and participants found this
representation easy to understand (avg = 4.8, sd = 0.3). They reported that
commands were also easy to understand (avg = 4.25, sd = 0.47) and easy to
memorize (avg = 4.3, sd = 0.67). P16 reported that "you memorize quickly,
you know what you have to do". P9, who was novice in AR, declared that "it
takes a bit of time to get familiar with the Hololens, but once it is done it’s quite
intuitive and easy to memorize". This aspect was confirmed by a low subjective
mental demand: participants did not find MarkAR mentally tiring (avg = 2.06,
sd = 0.96). Besides, they reported that the felt able to know which commands
was about to be triggered with their gesture (avg = 4.25, sd = 0.66).
Participants did not find MarkAR physically tiring (avg = 2.13, sd = 0.78).
However, their response was more mitigated about the difficulty to enter into
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Question Average SD
I found the virtual vignette representation easy to understand 4.8 0.3
I found that the different commands were easy to understand 4.25 0.47
I found that the different commands were easy to memorize 4.3 0.67
I felt able to know which command would be triggered by my gesture 4.25 0.66
I found this technique mentally tiring 2.06 0.96
I found this technique physically tiring 2.13 0.78
I struggled to activate the MarkAR mode (3-fingers microgesture) 2.7 1.35
I could easily switch from moving a vignette to triggering commands 3.8 0.66
I often needed to look at my hands during the interaction 2.3 1.2
I found that MarkAR allowed to easily collaborate with others 3.94 0.85
I would like to use MarkAR during AR meetings 4.25 0.56
Table 2. Overview of answers for the second questionnaire, given after the collective
phase. Questions were based on a 5-items Likert scale.

MarkAR mode with the 3-fingers microgesture (2.7 average, sd = 1.35). 3 out
of 16 participants reported that they were sometimes confused the manipula-
tion gesture (two-fingers pinch) and the MarkAR microgesture. Still, most par-
ticipants reported that it was easy to switch from vignette manipulations to
MarkAR commands (avg = 3.8, sd = 0.66). Participants also reported that they
did not often needed to look at their hand during the interaction (avg = 2.3,
sd = 1.2). The head-gaze activation of vignettes was welcomed positively by
participants, which found this approach efficient. However, 3 out of 16 partic-
ipants mentioned that the eye feedback at the bottom left corner of vignettes
(Figure 2a) was not visible enough. These participants would have preferred a
more visible feedback to know the currently active vignette, especially in dense
locations with multiple superimposed vignettes.

5.2 Collaboration aspects

Overall, participants agreed that MarkAR allows to collaborate easily with oth-
ers: (avg = 3.94, sd = 0.85). Verbatims indicate that participants asked questions
to their partner about the state of the session ("Did you put a second elephant?",
P9) and voiced requests ("Take a grey rhinoceros and put it there", P9). They
also coordinated their working environment (P2: "Ok, I will move the PDF to
let you some space"). During the collective phase of the experiment, the vignette
contents were synchronized: participants could see the result of a command trig-
gered by their partner. However, 2 out of 16 participants also mentioned that
they would also like to synchronize the previsualisation of commands (for in-
stance, seeing another user exploring the timeline of a Picture vignette).
MarkAR interactions were perceived as subtle. Nearly all participants declared
that the microgesture and marks were not obtrusive and that their attention was
not disturbed by the gestures of their partner. Only P16 declared that MarkAR
gestures could "create minor interference, but not really disturb". P4 suggested
that MarkAR could be used to perform punctual personal tasks during meetings.
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6 Discussion

6.1 Current limitations

Our work currently presents two limitations. First, the detection of the MarkAR
microgesture and marks was fully done optically through the Hololens sensors.
This choice was motivated by our will to avoid burdening users with additional
hardware since they already had an HMD. Users were able to easily interact with
MarkAR but the robustness of the detection would still need to be improved,
especially for less controlled environments. Besides, the field of detection of a
headset like the Hololens is still limited in size, which restrict the body postures
users can adopt while interacting with the system.
Secondly, the current version of MarkAR offers limited support for collaboration.
While the AR vignettes are synchronized between users, the system did not
include mechanisms to support factors like group awareness, concurrency or
history management. In this work, we focused on evaluating first the utility and
usability of our approach. We plan to investigate further those collaboration
aspects with a bigger number of meeting participants in a next study.

6.2 Lessons learned

Despite the limitations mentioned above, our work suggest several insights about
triggering commands in AR context.

MarkAR allows to subtly and easily trigger commands on AR vi-
gnettes The feedback collected in this study about MarkAR is very positive.
First, using a microgesture and small mid-air marks seems to have limited the
physical tiredness felt by participants. This choice also allowed subtle interaction
without disturbing others (Design Principle 1). Being able to interact with the
system without impacting the activity or attention of the group is desirable in
collaborative contexts. Besides, subtle interaction could also reinforce privacy for
personal, punctual interactions (for instance, quickly browsing through an email
during an AR meeting). The quick and subtle aspect of MarkAR is coherent
with previous studies about microgestures [3, 4]. Moreover, the observed com-
plementarity between the MarkAR mode to trigger commands and the baseline
Hololens technique for spatial manipulations is also a promising insight.
Besides, MarkAR seems to offer several benefits compared to traditional AR
menus. Drawing marks allows to control both discrete commands (for instance:
switching from 2D to 3D with the Z-axis) and continuous commands (for in-
stance: controlling audio volume for a video) instead of simply selecting a menu
item. Moreover, it allows users to stay visually focused on the targeted AR
content (instead of navigating through menu UIs and hierarchies) while still re-
ceiving appropriate feedback. The present study focuses on common file formats
and vignettes. This AR vignette representation was found easy to understand
and allowed to work with both 2D content and 3D models. Nonetheless, the
MarkAR approach could be adapted to any virtual or mixed contents.
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Overall, combining a microgesture to enter into a mid-air marking mode and
trigger commands thus seems a relevant and usable approach to interact with
an AR system that deserves further research.

Mid-air marks require a compromise between accuracy and gesture
amplitude In our setup, the MarkAR mid-air marks allowed both discrete
and continuous commands. While the former was easy to perform, participants
reported that the latter required a high accuracy. For instance, 6/16 participants
explained that it could be hard to go exactly to a given PDF page or video
timecode this a single MarkAR interaction. In this study, we had made the choice
to privilege low amplitude gestures to limit physical tiredness. Independently of
the robustness of the tracking system, the motor space linked to the interaction
was thus reduced. Besides, we had implemented a linear gain between the size
of mid-air marks and the effect of the command. This choice favoured a quick
navigation instead of an accurate one. Further research is required to determine
the optimal compromise between accuracy and gesture amplitude for this kind
of interaction. In the meantime, we recommend designers to dedicate specific
attention to commands that could require both accuracy (like going to a specific
page) and speed (like browsing quickly towards the end of a PDF) depending on
the user’s current goal.

Commands mapping can benefit from user customization The avail-
able MarkAR commands were judged easy to understand and memorize, which
matches with our design principle DP4. Overall, mapping commands on the X,
Y, and Z axis relative to the user was a successful approach in our study. It
offered a unified method to interact with different types of AR content that can
be customized depending on the context of use. Interestingly, we observed that
5/16 participants express the desire to adapt the X-axis commands. Instead of
a timeline metaphor (going from left to right), these participants would have
preferred a page-turning metaphor (from right to left). The other participants
did not express this want or declared that they appreciated the timeline as is.
We thus encourage designers to consider giving freedom to users who would like
to customize the available interaction metaphors.

7 Conclusion

In this work, we introduced MarkAR, a system based on a microgesture and
mid-air marks to remotely trigger commands in AR. MarkAR proposes to dis-
play traditional meeting files as virtual thumbnails that can be synchronized
among several users. Available commands are mapped to the direction of mid-
air marks in order to obtain a unified gestural language for all types of vignettes.
Experimental results highlight the potential of our approach. MarkAR allowed
subtle and easy to learn AR interactions and we believe its generalization to
other types of content and contexts deserves to be explored.
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Our next step consists in adding new vignette types to MarkAR to reflect a
larger content diversity. We then plan to study further the collaborative aspects
of our system, including group awareness mechanisms.
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