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Principal Component Analysis (PCA) is one of the most used tools for extracting low-dimensional
representations of data, in particular for time series. Performances are known to strongly depend
on the quality (amount of noise) and the quantity of data. We here investigate the impact of
heterogeneities, often present in real data, on the reconstruction of low-dimensional trajectories and
of their associated modes. We focus in particular on the effects of sample–to–sample fluctuations and
of component-dependent temporal convolution and noise in the measurements. We derive analytical
predictions for the error on the reconstructed trajectory and the confusion between the modes using
the replica method in a high-dimensional setting, in which the number and the dimension of the
data are comparable. We find in particular that sample-to-sample variability, is deleterious for the
reconstruction of the signal trajectory, but beneficial for the inference of the modes, and that the
fluctuations in the temporal convolution kernels prevent perfect recovery of the latent modes even
for very weak measurement noise. Our predictions are corroborated by simulations with synthetic
data for a variety of control parameters.

I. INTRODUCTION

Principal component analysis (PCA) is, without any doubt, one of the most used statistical tools for dimensionality
reduction [1–3]. Applications abound in science and beyond, for instance, for multidimensional scaling, i.e. the
visualization of complex data in (generally) two or three dimensions. PCA has been used in a wide variety of research
fields from image classification and compression [4, 5] and face recognition [6] to quantitative finance [7], neuroscience
[8–10], genetics and genomics [11–13], and atmospheric science [14–16]. It has also been extended to the social sciences,
where it is known as correspondence analysis [17].

Informally speaking, PCA looks for a few groups of variables that tend to vary in a correlated way in the data. The
projections of the high-dimensional data points on these groups, called modes, define a low-dimensional representation
of the data. This approach is particularly useful for time series associated to the dynamics of complex systems,
as it obtains low-dimensional trajectories of their most salient features. PCA is therefore used in many domains,
such as neuroscience, where applications to neural activity recordings provide effective trajectories representing the
accomplishment of tasks by animals [8].

As for any statistical method, it is important to assess the accuracy of PCA in simple settings, where precise analysis
can be carried out. In this context, much attention has been brought in the physics [18–20] and in the mathematics
[21, 22] communities to simple data models, the covariance of which includes few symmetry-breaking directions. One
illustration is the spiked covariance model, in which the structure of the data is isotropic along all components in a
high-dimensional space, except along one direction. The issue is then to know whether PCA is able to identify this
special direction, depending on the quantity and quality of the data. More precisely, in the spiked covariance model,
one considers T data points st, t = 1, ..., T , in dimension N , whose components are given by

si,t = xt ei + zi,t , (1)

where e = (e1, e2, ..., eN ) is the vector defining the special direction, xt is the coordinate at time t along this direction,
and z is a white noise process, with uniform variance σ2 for all components i. An important result is that, in the
high-dimensional setting where both T and N are sent to infinity at fixed ratio r = N/T , the top mode identified
by PCA, v, is orthogonal to the special direction e if var(x)/σ2 < r. In other words, if the time excursion of the
coordinate compared to the noise in the data is not large enough, then the special direction cannot be recovered.
Above this critical threshold, recovery of the true direction is possible and improves as more and more data become
available. Projecting the data point st along v then allows for estimating the latent coordinate xt. This result holds
in the case of K > 1 modes e(1), e(2), ..., e(K) to be extracted from the data, with a sequence of critical thresholds
defined by the variances of the coordinates along them, as long as K is finite compared to N and T .
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While this result is of theoretical interest and can be used to estimate when sampling is sufficient to extract signal
in some simple contexts, it is of limited applicability due to the oversimplified nature of the data model in Eq. (1). A
fundamental feature of real data is the presence of non-homogeneities, either intrinsic to the system or resulting from
the measurement process. More precisely, we want to acknowledge that

(1) The measurement noise is generally not uniform across components. This is expected to be the case for high-
dimensional measurements, in which the different components account for various characteristics of the system.
From a mathematical point of view, the variance of zi,t in Eq. (1) may thus strongly vary with i.

(2) Physical measurement devices, which we should hereafter refer to as probes, are not instantaneous. In other
words, one does generally not have access to the fully resolved in time state of the system, but to some time-
convoluted version. Probes associated to different features i of the system may behave in different ways, so the
convolution kernel is expected to vary with the component i.

(3) In many applications of interest, data are collected from different sources or from different realizations of the
same experiment [23, 24]. However, due to the specificity of the sources or to the intrinsic variability or to a
lack of control of the initial or external conditions, the system coordinate xt may substantially fluctuate from
one sample to another.

In this work, we introduce a new data model, which extends over the standard spiked covariance model and includes the
three sources of complexity above. Yet, our model is amenable to exact analysis. We derive, using the replica method
of the statistical mechanics of disordered systems, exact expressions for observables of interest in an asymptotic
regime. We study in particular the accuracy of the reconstructed trajectory x

(1)
t , x

(2)
t , ..., x

(K)
t and of the inferred

modes e(1), e(2), ..., e(K). The latter quantity is important to understand how the signal is encoded at the microscopic
level, as some component i may strongly participate in some modes and much less in other ones.

Our paper is organized as follows. In Section II, we introduce the different ingredients of the data model and the
definitions of the observables. In Section III, we present our statistical mechanics calculation and the main analytical
results. In Section IV, we compare our theoretical predictions to numerical data (application of PCA to synthetic
data). Last of all, some conclusions and perspectives are presented in Section V.

II. DATA MODEL AND ERRORS

The data model considered in this work is an extension of the spiked covariance model, see Eq. (1), in which
realistic aspects of the intrinsic and measurement variability are taken into account. We introduce the model and its
ingredients in Section II A, and define the observables of interest in Section II B.

In the following, a data point is a N -dimensional real-valued vector st, where t = 1, ..., T is the time index. The
components of the data points are labeled by i = 1, ..., N . We refer to Table I for these notations and the following
ones.

A. Model definition

1. Latent modes and (mean) latent signal

The core assumption in our data model is that, despite being of very high dimension N , only few directions, K,
carry out informative signals. We refer to these K orthogonal directions as the N -dimensional vectors e(k), with
k = 1, ...,K. We assume that the vectors have squared norms equal to N , so that their components are typically of
the order of unity. Notice that components i may participate in some modes, e.g. |e(1)i | ∼ 1, and be irrelevant for
other ones, e.g. |e(k≥2)

i | ≃ 0.
In the K-dimensional latent space, the system dynamics is described by the signal coordinates x

(k)
t . We assume

that

• the signal coordinates are centered, i.e. the average over time of x(k)
t vanishes;

• the signal trajectory is smooth over time, i.e. the signal significantly varies over a correlation time τsignal, with
1 ≪ τsignal < T .

We illustrate the notions of latent modes and latent signal in Figure 1.
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FIG. 1. Ingredients of the data model illustrated in the case of K = 2 modes. We show 2 data samples for N = 3

components and T = 100 times steps. A. The signal coordinates x
(k)
t for modes k = 1 (left, red) and k = 2 (right, cyan)

are displayed with black dashed lines. For each one of the two samples, we show x
(k)
t + δx

(k)
t ; δx is generated as a Gaussian

noise with variance ξ2 = 0.01 and temporal correlation ∆ decaying exponentially over τδx = 10. B. Values of e(k)i for the three
components i = 1, 2, 3 (left & red, k = 1; right & cyan, k = 2). C. Measurement convolution kernels. Dashed black lines: Fτ .
Colored lines: Fτ + δFi,τ for i = 1 (green), 2 (blue), and 3 (purple). D. Data components si,t vs. time step t for i = 1 (left), 2
(middle), and 3 (right) after convolution of with the measurement convolution kernels. E. Same as previous row, with additive
fast noise zi,t. F. Same as previous row, after smoothing with a Gaussian G kernel with decay time τz = 3. Note the different
vertical scales in panels D, E, G.
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2. Sample-dependent variations of latent signal

Repeated measurements of the system dynamics give information about the intrinsic variability of its low-
dimensional trajectory in the latent space. Besides the fast noise due to measurements, we assume that their
exist a slow, sample-dependent noise, which we model as a Gaussian process around the mean signal x defined above.
More precisely, we assume that, for each sample, the latent signal is actually x

(k)
t + δx

(k)
t , where

• the fluctuations of signal coordinates are centered, i.e. the average over samples of δx(k)
t vanishes for all t and

k;

• the fluctuations are drawn according to a multivariate Gaussian distribution, with covariance matrix

Cov
(
δx

(k)
t , δx

(k′)
t′

)
= (ξ(k))2 δk,k′ ∆t,t′ , (2)

where ξ(k) is the standard deviation along mode k. We expect ∆ to decay over a time scale comparable to
τsignal.

Examples of fluctuations in the latent signal are shown in Figure 1.

3. Component-specific convolution of the signal in the measurement process

The signal components are generally not directly accessible for measurements. We hereafter assume that they can
be read out by N linear probes, one for each component. However, these probes cannot adapt to the instantaneous
value of the signal, and report its convolution with a time- and component-dependent kernel, Fi,τ , where τ ≥ 0
represents the delay. Ideal probes, instantaneously reporting the signal, would correspond to Fi,τ = δτ,0. Examples
of convolution kernels are shown in Figure 1.

We assume that

• the average over all components i of the probe convolution kernels is Fτ . This mean kernel smoothly decays
with τ over the typical integration time of the probes;

• the fluctuations of the convolution kernel from probe to probe are drawn according to a multivariate Gaussian
distribution, with covariance matrix

Cov (δFi,τ , δFi′,τ ′) = δi,i′ Ξτ,τ ′ . (3)

Notice that Ξ is not a simple function of the difference τ ′−τ , as it depends on the overall shape of the convolution
kernel distributions. In the following, we also need to consider the tensor

X (k1,k2)
t1,t2 =

∑
τ1,τ2

x
(k1)
t1−τ1 Ξτ1,τ2 x

(k2)
t2−τ2 . (4)

4. Fast measurement noise

In addition, the measurement is plagued by additive noise z, which we assume to be uncorrelated in time and across
the components. The noise is on average equal to zero, and the variance may depend on the component i. Hence, the
covariance of this fast noise is given by

Cov (zi,t, zi′,t′) = σ2
i δi,i′ δt,t′ , (5)

where σi is the standard deviation along component i. We provide in Figure 1 an illustration of the effects of this fast
measurement noise.



5

Parameter Meaning Further description
N Number of components
T Number of time steps
K Dimensionality of latent activity
i Component index in range 1, . . . , N

t Time index in range 1, . . . , T

k Index of a latent mode in range 1, . . . ,K

e
(k)
i k-th latent mode Normalized:

∑
i(e

(k)
i )2 = N

x
(k)
t Time-dependent signal along k-th mode Sample invariant

δx
(k)
t Sample-dependent fluctuations of signal Cov

(
δx

(k)
t , δx

(k′)
t′

)
= (ξ(k))2δk,k′∆t,t′

Fτ Mean measurement convolution kernel of signal
δFi,τ Additive contribution to measurement Cov (δFi,τ , δFi′,τ ′) = δi,i′ Ξτ,τ ′

convolution kernel for unit i

zi,t Measurement noise for component i Cov (zi,t, zi′,t′) = σ2
i δi,i′ δt,t′

Gτ Temporal smoothing kernel Gaussian with width τz

z̄i,t Smoothed measurement noise for component i Cov (z̄i,t, z̄i′,t′) = σ̄2
i δi,i′ Zt,t′

TABLE I. Notations in the data model. Left column: variables appearing in the raw and smoothed data, see Eqs. (6),(7).
Middle: definition of the variables. Right: Additional information, see text.

5. Raw data and smoothing process

Gathering all the contributions above, we obtain the following expression for the raw data components:

si,t =
∑
τ

(Fτ + δFi,τ )
∑
k

(
x
(k)
t−τ + δx

(k)
t−τ

)
e
(k)
i + zi,t . (6)

Notice that the covariances ∆ and σ2
i above describe the distributions of, respectively, δx and z for a single sample.

When averaging data over multiple, say, S, samples, ∆ and σ2
i should be rescaled by 1/S.

While raw data are accessible and could be processed by PCA, we can take advantage of the ‘slow’ latent dynamics,
see Section II A 1, to filter out the fast measurement noise. In practice, we introduce a temporal smoothing kernel G,
convoluting the data over a time scale τz smaller than τsignal, and define the smoothed data

s̄i,t =
∑
τ ′

Gτ ′ si,t−τ ′ , (7)

where s was defined in Eq. (6). For the sake of simplicity, we impose periodic boundary conditions for the convolution
in the equation above, i.e. t − τ ′ is computed modulo T in Eq. (7). Notice that, with this smoothing process, the
covariance of the smoothed noise z̄i,t =

∑
τ Gτzi,t−τ becomes

Cov (z̄i,t, z̄i′,t′) = σ̄2
i δi,i′ Zt,t′ with σ̄2

i = σ2
i

∑
τ

G2
τ and Zt,t′ =

∑
τ Gt−τ Gt′−τ∑

τ G
2
τ

. (8)

We hereafter use the ·̄ notation to indicate convolution with the smoothing kernel. This smoothing can be applied to
vectors or to matrices. As an illustration,

x̄
(k)
t =

∑
τ

Gτ x
(k)
t−τ and ∆̄t,t′ =

∑
τ,τ ′

Gτ ∆t−τ,t′−τ ′ Gτ ′ (9)

B. Observables of interest

After applying the smoothing process to the raw data, see Eq. (7), we compute the covariance matrix

Ci,j =
1

T

T∑
t=1

s̄i,t s̄j,t −
1

T

T∑
t=1

s̄i,t ×
1

T

T∑
t=1

s̄j,t . (10)



6

If multiple samples are available, s̄i,t in the equation above is replaced with its average over the samples (at fixed i

and t). We then diagonalize C and obtain the K top eigenvalues and associated modes v(k), with k = 1, . . . ,K.
Once the principal modes have been determined, our estimate for the signal coordinates is simply obtained from

the projections of the raw data:

y
(k)
t =

1

N

N∑
i=1

v
(k)
i si,t , (11)

where the normalization factor comes from the fact that the v(k)’s are normalized to
√
N .

1. Error of the estimation of the shape of the neural trajectory

It is important to understand how closely the reconstructed trajectories match the true latent dynamics of the
system. In terms of the model notation that we have introduced before, we would like to know how much y

(k)
t differs

from x
(k)
t . We therefore introduce the covariance matrix

ϵ(k,k
′) =

1

T

T∑
t=1

(
y
(k)
t − x

(k)
t

)(
y
(k′)
t − x

(k′)
t

)
. (12)

The diagonal elements ϵ(k,k) correspond to the average squared distance between the ground-truth and inferred signals,
see Eq. (11). Strong off-diagonal terms indicates that PCA has mixed up the different signal modes.

2. Error on the estimate of the principal components

PCA determines the directions e(k), along which the variability in the data is greatest. The weights (or loadings)
e
(k)
i indicate how much the component i participates in the mode. If several directions have high loads on the same

mode, they tend to be correlated (positively or negatively), contributing to the same underlying collective feature in
the data.

To measure how well the inferred modes v(k) obtained with PCA approximate the ground-truth latent modes e(k),
we introduce the K ×K–covariance matrix

ρ(k,k
′) =

1

2N

N∑
i=1

(
v
(k)
i − e

(k)
i

)(
v
(k′)
i − e

(k′)
i

)
. (13)

The diagonal term k = k′ correspond to the squared norm of the difference vector d(k) = v(k) − e(k); the off-diagonal
terms measure the dot products between the difference vectors. Notice that the factor 1

2 is introduced for convenience
reasons, as it allows us to simplify the final expression, see Section IIID.

III. ANALYTICAL CALCULATION OF THE RECONSTRUCTION ERRORS

A. Statistical-mechanics formalism

1. Measure over the sets of K vectors

Our goal in this section is to derive the average values of ϵ and ρ as functions of the different parameters defining
the data (measurements, processing, ...). To do so, we will resort to the replica method of the statistical physics of
disordered systems, for an introduction see [25]. We introduce an energy function over the K ×N -dimensional space
vectors v(k), k = 1, ...,K. The energy is defined through the quadratic form

E
[
{v(k)}, {si,t}

]
= − 1

N2

K∑
k=1

N∑
i,j=1

v
(k)
i Cij v

(k)
j (14)
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The energy is minimized by a set of K orthonormal vectors v(k) that align with the maximal-variance directions, that
is, along the first K principal components of the covariance matrix C, which is computed from the data, see Eq. (10).
We therefore introduce the following partition function:

Z
(
{si,t}

)
=

∫ ∏
k

dv(k)
∏
k,t

δ

(∑
i

(v
(k)
i )2 −N

) ∏
k<k′

δ

(∑
i

v
(k)
i v

(k′)
i

)
exp

(
−β T E

[
{v(k)}, {si,t}

])
. (15)

where β plays the role of an inverse temperature. We hereafter denote by ⟨·⟩ the average over the Boltzmann measure
over the set of K vectors implicitly defined in Z above, and by ⌈·⌉ the average over the quenched disorder, i.e. the
data si,t, the sample-to-sample variations δx(k)

t , and the convolution kernel fluctuations δFi,τ . We will eventually send
β → ∞ to concentrate the measure on the optimal set of vectors. In this zero-temperature limit, the ground-state
energy coincides with the sum of the top K eigenvalues of the covariance matrix. In addition, we may introduce small
conjugated forces to the observables ρ(k,k

′) and ϵ(k,k
′) above; differentiating with respect to these forces allows us to

compute the average values of the observables.

2. The double infinite-size limit

In practice, the calculation of the typical value of the partition function can be done with the replica method. The
set of K vectors is copied n times, and this replicated partition function is averaged over the data, inducing effective
interactions between the replicas. Due to the mean-field nature of the resulting theory (lack of spatial structure and
low-rank interactions), it can be solved in the large-size limit through a saddle-point estimation. We expect replica
symmetry to hold due to the quadratic nature of the energy E. Analytic continuation to n → 0 provides us with the
mean value of logZ.

The whole calculation is standard and closely follows the lines of [19, 20]; the main novelty is the presence of the
variable-dependent convolution kernels δF . To be able to carry out the Gaussian integrals over the fluctuations in
the measurement convolution kernels and in the latent signal, we need to decouple these terms. In other words, we
neglect the multiplicative term δFi,τ δx

(k)
t−τ in Eq. (6), which is assumed to be small, and keep only the constant and

linear terms in δF, δx. Detailed calculations can be found in [26].
We stress that the saddle-point approach allows us to estimate the ground-state energy and the observables of

interest in the double large-size limit N,T → ∞ at fixed ratio α = T/N . In this asymptotic setting, the average
values of intensive observables, which a priori depend on both N and T , become functions of α only. Some care has
then to be brought to the scaling of the model-defining parameters to ensure that this infinite-size limit is non-trivial.
As an illustration, consider the additive noise zi,t on each component in Eq. (8). If the variance σ2

i of the noise is
finite (for all i) when N → ∞, then the inference problem becomes trivial: the strength of the signal increases linearly
with the number N of components, while the effect of the noise terms, uncorrelated from component to component,
is expected to scale as N1/2. To maintain the presence of the noise in the large-N limit, we scale the noise variance
with the problem size, that is,

σ2
i (N) = (σ∞

i )2 ×N . (16)

Here, (σ∞
i )2 is fixed as N grows, so that signal and noise terms become comparable. The same argument applies to

the other source of fluctuations in the data model, so that we have to choose

∆t,t′(N) = ∆∞
t,t′ ×N and Ξτ,τ ′(N) = Ξ∞

τ,τ ′ ×N . (17)

All observables are then obtained as functions of the rescaled parameters α, (σ∞
i )2,∆∞

t,t′ ,Ξ
∞
τ,τ ′ , as well as of the other

parameters that do not need to be rescaled, e.g. Fτ , x
(k)
t , ... To lighten notations, we hereafter omit the ∞ superscript

in the rescaled parameters. However, it is important to keep in mind that, to compare to simulated data, the
parameters σ2

i ,∆,Ξ appearing in the expressions of the observables below should be replaced with their counterparts
defined in Table I and divided by the dimension of the data.



8

Notation Definition Number

R(k,k′) 1
N

∑
i

⌈
⟨v(k)i ⟩

⌉
e
(k′)
i K2

W (k,k′) β
N

∑
i σ̄

2
i

⌈
⟨v(k)i v

(k′)
i ⟩ − ⟨v(k)i ⟩ ⟨v(k

′)
i ⟩

⌉
1
2
K(K + 1)

M (k,k′) 1
N

∑
i σ̄

2
i

⌈
⟨v(k)i ⟩ ⟨v(k

′)
i ⟩

⌉
1
2
K(K + 1)

v(k,k
′,ℓ,ℓ′) β

N

∑
i e

(k)
i e

(k′)
i

⌈
⟨v(ℓ)i v

(ℓ′)
i ⟩ − ⟨v(ℓ)i ⟩ ⟨v(ℓ

′)
i ⟩

⌉ [
1
2
K(K + 1)

]2
q(k,k

′,ℓ,ℓ′) 1
N

∑
i e

(k)
i e

(k′)
i

⌈
⟨v(ℓ)i ⟩ ⟨v(ℓ

′)
i ⟩

⌉ [
1
2
K(K + 1)

]2
TABLE II. Order parameters appearing in the ground-state energy EGS , see Eq. (18).

Notation Conjugated to Number

R̂(k,k′) R(k,k′) K2

Ŵ (k,k′) W (k,k′) 1
2
K(K + 1)

M̂ (k,k′) M (k,k′) 1
2
K(K + 1)

v̂(k,k
′,ℓ,ℓ′) v(k,k

′,ℓ,ℓ′)
[
1
2
K(K + 1)

]2
q̂(k,k

′,ℓ,ℓ′) q(k,k
′,ℓ,ℓ′)

[
1
2
K(K + 1)

]2
Û (k,k′) normalization and orthogonality 1

2
K(K + 1)

of {v(k), k = 1, ...,K}

TABLE III. Conjugated parameters appearing in the ground-state energy EGS , see Eq. (18).

B. Expression of the ground state energy and order parameters

Our calculation gives the following expression for the ground-state energy:

EGS = optimum
v,v̂,q,q̂,Û ,R,R̂,W,Ŵ ,M,M̂

(
− 1

2N

∑
i

Tr
[
(σ̄2

i Ŵ + Û + v̂† ei e
†
i )

−1(σ̄2
i M̂ + q̂† ei e

†
i − R̂ ei e

†
i R̂

†)
]

+
α

T
Tr
[
H
(
M ⊗ Z + q† X +R diag(ξ2)R† ⊗ ∆̄ (IT − JT )

)]
+

1

2
Tr(Û) +

1

2
Tr(v̂†q) +

1

2
Tr(q̂† v) + Tr(R̂ R†) +

1

2
Tr(Ŵ M†) +

1

2
Tr(M̂ W †)

)
. (18)

where H is the K.T ×K.T -dimensional matrix defined through

H =
(
IK.T − 2

(
W ⊗ Z + v† X

))−1
. (19)

In addition to the defining parameters of the model exposed in Section II, the expression above involves several
order parameters, whose definitions are reported in Table II, as well as conjugated parameters, see list in Table III.
Furthermore, we introduced the following notations:

• the symbol ⊗ for tensor product, e.g. (W ⊗ Z)
(k,k′)
t,t′ = W (k,k′) × Zt,t′ .

• the 4-tensor, e.g. q̂, v are considered as 1
2K(K − 1) × 1

2K(K − 1) matrices, in which rows and columns are
labeled by pairs of integers k1 < k2.

• Tr denotes the trace operator, e.g. Tr(Û) =
∑

k Û
(k,k). We also define the partial trace over time indices for

matrices A of dimension K.T : TrT (A) =
∑

t A
(k,k′)
t,t , hence defining a K ×K matrix.



9

• Im is the identity matrix of size m×m.

• Jm is the uniform matrix of size m×m, whose all entries are equal to 1
m .

• † denotes the matrix transpose, e.g. (M†)(k,k
′) = M (k′,k).

C. Resolution of the saddle-point equations

To determine the order parameters and the conjugated parameters, we look for a saddle point of the ground-state
energy. In practice, we search for solutions of the equations

∂EGS

∂v
= 0,

∂EGS

∂v̂
= 0, . . . (20)

The vanishing derivative conditions may correspond to either minimization or maximization with respect to the
corresponding parameters. These two possibilities are consequences of two features of our calculation:

Complex Integration Over Conjugated Parameters. The integrals over the Lagrange multipliers conjugated to
the "physical" order parameters in Table III run over the imaginary axis, as imposed by the integral representation of
the Dirac distributions. The integration contours are then deformed in the complex domain to go through the saddle
points, which lie on the real axis; the second order derivative at the saddle-point along the real axis has opposite sign
to the one along the imaginary direction.

Replica peculiarities. Our calculation relies on the replica method, in which n → 0 copies of the system (here, a
set of K vectors) are interacting after integrating out the data [26]. As a result of the analytic continuation, terms in
EGS that involve 1

2n(n− 1) pairs of replicas must be maximized rather than minimized when n < 1 [25].

Notice that the expression for EGS is linear in M and in q, entailing that Ŵ and v̂ can be readily expressed in terms
of the other parameters. However, eliminating these parameters would require substantial matrix inversion, and we
found it more convenient from a numerical point of view to optimize the entire EGS function.

1. Second-order method for saddle-point determination

The energy EGS depends on K4+2K3+ 11
2 K2+ 5

2K parameters, see Tables II and III. Search for the saddle-point in
this space can be seen as a maximization/minimization problem, depending on the direction considered. To simplify
and automatize the extremization procedure, we formally collect all parameters into a single vector ω. We then use
Newton’s method [27]. The key steps of this second-order procedure are:

1. Gradient calculation. At each iteration, we compute the gradient ∇EGS of the energy with respect to the
parameters. This gradient gives us the direction of the steepest ascent or descent for each parameter.

2. Second derivatives calculation. We then compute the Hessian matrix, HGS , which is the matrix of second
derivatives of the energy with respect to each pair of parameters. The Hessian encodes information about the
local curvature of the energy.

3. Update step. Once we have the gradient and Hessian, Newton’s method updates the order parameters according
to the rule:

ωnew = ωold −
(
HGS

)−1 ∇EGS . (21)

This update step guarantees that (1) the energy is appropriately maximized or minimized (depending on the
sign of the eigenvalues of HGS), (2) the amplitude of the step size adapts to the local curvature—taking smaller
steps in directions with large curvature and larger steps where the curvature is lower. This allows us to move
efficiently towards the saddle point.
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2. Starting point for the resolution procedure.

To initialize Newton’s procedure, we consider the ideal case of no noise (σ2
i = 0) and no sample-dependent signal

fluctuation (Ξ = X = 0). In this case, the vanishing conditions for the derivatives of EGS with respect to Ŵ and M̂
yield M = W = 0. This result is expected from the definition of M and W in Table II. Similarly, differentiating with
respect to q and v implies that their conjugated forces vanish: q̂ = v̂ = 0.

Let us now consider the K ×K–matrix A = diag(ξ2)⊗ 1
T Tr

(
∆̄(IT − JT )

)
+ 1

T x̄
† x̄. We write A = P † DP , where D

denotes the diagonal matrix made with the eigenvalues of A, and P the orthogonal matrix collecting its eigenvectors.
Then, setting the derivatives with respect to R̂, R, Û to zero, we obtain R = P , R̂ = −2αDP , and Û = 2αD.
Notice that P = IK in the absence of sample-to-sample fluctuations (ξ = 0) and of smoothing, since the x

(k)
t vectors

are orthogonal. Upon substitution into Eq. (18) and taking the derivatives with respect to M,W, v̂, q̂, we find the
remaining order and conjugated parameters:

q =
1

N

∑
i

ei e
†
i (P ei) (P ei)

† , v =
1

2α
IK ⊗D−1 , Ŵ = −2α IK ,

M̂ = −4αP diag(ξ2)P † × 1

T
Tr
(
Z ∆̄

(
IT − JT

))
− 4αP

(
1

T
x̄†Z x̄

)
P † . (22)

To find the saddle-point solution for arbitrary σ̄i and Ξ̄, we start from the exact solution above valid for σ̄i = 0 and
Ξ̄ = 0, and gradually introduce the variability in the measurement convolution kernels by increasing Ξ̄, while tracking
the saddle-point at the same time. We then repeat this procedure by increasing σ̄i from 0 to its target value.

D. Expressions of observables

Once the order parameters are determined, we obtain the ϵ matrix through

ϵ =
1

N
x̄† x̄− 2

N
TrT

[
H (R⊗ IT )X

]
+

1

N
TrT

[
H
(
M ⊗ Z + q† X +R diag(ξ̄2)R† ⊗ ∆̄ JT

) ]
+

1

N
TrT

[
H
(
M ⊗ Z + q† X + (R⊗ IT )(diag(ξ̄2)⊗ ∆̄

(
IT − JT

)
+X)(R† ⊗ IT )

)
H
]
, (23)

where H is defined in Eq. (19) and X is the K.T ×K.T -dimensional matrix with entries X(k,t),(k′,t′) = x̄
(k)
t x̄

(k′)
t′ .

The expression for the ρ matrix is immediately obtained from the definition in Eq. (13):

ρ = IK − 1

2

(
R+R†) . (24)

We have also derived a local measure of the uncertainty of each component i, ρ(k,k
′)

i = 1
2 ⟨(v

(k)
i − e

(k)
i )(v

(k′)
i − e

(k′)
i )⟩,

with the result

ρi = −1

2

(
σ̄2
i Ŵ + Û + v̂† ei e

†
i

)−1(
σ̄2
i M̂ + q† ei e

†
i − R̂ ei e

†
i R̂

†)(σ̄2
i Ŵ + Û + v̂† ei e

†
i

)−1
+

+
1

2
ei e

†
i +

1

2

(
σ̄2
i Ŵ + Û + v̂† ei e

†
i

)−1
(R̂+ R̂†) ei e

†
i . (25)

It can be explicitly checked, using the saddle-point equations for EGS , that ρ in Eq. (24) is recovered by summing ρi
above over all components i and dividing by N [26].

IV. VALIDATION ON SYNTHETIC DATA

To test our predictions, we explore a range of values for the parameters of the data model, varying one parameter
at a time while holding the others constant. For each set of parameter values, we generate synthetic data, carry out
PCA, then estimate ρ and ϵ. These numerical estimates are compared with the analytical predictions obtained in
Section III.
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A. Tests in the absence of measurement convolution

For the sake of simplicity, we first consider a data model with no measurement convolution (Fi,τ = δτ,0):

• We consider K = 2-dimensional latent activity and set the temporal profile of the signal in the following way:{
x
(1)
t = a(1)

(
sin
(
2πt
T

)
+ sin

(
4πt
T

))
x
(2)
t = a(2)

(
− sin

(
2πt
T

)
+ sin

(
4πt
T

)) (26)

where the coefficients a(1) and a(2) fix the magnitude of the signal.

• The modes e(1) and e(2) are randomly chosen as two orthogonal vectors from the uniform distribution over
N -dimensional normalized vectors.

• For the sample-to-sample variations δx(k), we choose the temporal correlation matrix ∆ to be Gaussian, with
correlation width τξ:

∆t1,t2 = e−(t1−t2)
2/(2τ2

ξ ) . (27)

• The standard deviations ξ(k) of the sample-to-sample fluctuations are chosen to be proportional to the amplitudes
a(k) of the signal components, so that

ξ(1)

a(1)
=

ξ(2)

a(2)
≡ ξ . (28)

• We choose the variance of the noise z to be uniform across all neurons i, i.e. σi = σ.

• The kernel G used for data smoothing is Gaussian, with width τz.

1. Results for ϵ

We show in Figure 2 example reconstructions of the signal trajectories for different numbers N of probed components
and widths τz of the smoothing kernel. We observe an improvement of the quality of the inferred trajectory for larger
N and τz

FIG. 2. Example trajectories reconstructed after application of PCA to synthetic data. The ground-truth latent dynamics is
given by the two-dimensional tilted ∞-shape, see Eq. (26), shown with the dashed red line. The quality of the inference depends
of the parameters of the dataset. The inferred trajectories are shown as a gradient from the first (purple) to the last (yellow)
time step. Gray color identifies the confidence area around the reconstructed trajectories, with a width given by

√
ϵ, see text.

Parameter values: N and τz are reported above the panels, T = 200, a(1) = 0.1, a(2) = 0.045, σi = σ = 1, and ξ = 0.017.

However, even with infinitely large number of components, achieving perfect accuracy is impossible, i.e. ϵ does not
vanish for N → ∞, see Figure 3. The underlying intuition behind this limitation lies in the increasing dimensionality
of the problem. As N grows, so does the number of components that define the modes to be inferred. Informally
speaking, while increasing N should a priori provide more information about the signal trajectory, this information
is conveyed in an increasingly complex manner.
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FIG. 3. Comparison of analytical predictions and results of PCA on synthetic data with the two-dimensional tilted ∞-shaped
latent dynamics when (from left to right) N , σ, ξ and τz are varied. ϵ(1,1) is shown in red, ϵ(2,2) in cyan. Theoretical predictions
are shown as solid lines, average values obtained from generated data are shown with error bars. Across all plots, dataset
parameters are varied around a reference point, indicated by a dashed line: T = N = 200, a(1) = 0.1, a(2) = 0.045, σi = 1,
τz = 3, and ξ = 0.017.

We then study in Figure 3 how the accuracy on the trajectory depends on the measurement noise. When σ
vanishes, the trajectory is perfectly recovered, despite the presence of sample–to–sample variability. Conversely, as
the measurement noise increases, so does ϵ2, with an abrupt change of slope at high values of σ. We will comment on
this phenomenon below.

As expected, when all other parameters are fixed, increasing sample–to–sample variability results in an increase of
the error ϵ. Interestingly, as ξ increases the error on the reconstruction of the latent trajectory may become smaller
for the second mode than for the first one, though the signal coordinate show weaker variability for the former than
for the latter. The reason for this apparently counterintuitive phenomenon is that adding sample-to-sample variability
has a two-fold effect on performance. On the one hand, it enhances the fluctuations along the modes and thus helps
for their recovery. On the other hand, it increases the dispersion around the mean latent signal and is therefore
detrimental for the accuracy of the trajectory reconstruction. These two effects contribute to ϵ in different ways
depending on the precise setting, and may lead to the crossing observed in the figure.

Similarly, averaging the data with a wider smoothing kernel, i.e. larger τz improves accuracy. More data points are
averaged together, making it easier to identify the underlying signal. However, we expect that increasing τz beyond
the characteristic auto-correlation time of the signal, which is scaling linearly with T in the example considered here,
see Eq. (26), would wash away important features and degrade performances.

2. Results for ρ

We show in Figure 4 how four components i, hereafter referred to as A, B, C and D for simplicity contribute to
the two modes. A and C are ‘pure’ components participating in, respectively, modes 1 and 2 only. B is a mixed
component with equal contributions, i.e. e

(1)
B = e

(2)
B . D is not part of either mode. We then show, for the same values

of N and τz as in Figure 2, the inferred projection v(k) for these four representative cases. The error bars, estimated
as
√
ρ(k,k), allow one to assess whether the projections are reliably different from zero.

For low N and τz, the inferred components largely differ from the ground truth values: A and C appear to be
mixed, B seems to have different amplitudes on the two modes, and D is apparently part of mode 2. As N increases,
inference improves, but inference is still misleading for some components, e.g. the mode amplitudes appear to differ for
component C in the third panel of Figure 4. Using wider smoothing kernels helps recovering the qualitative behavior
of the different latent mode components. We stress that the ground-truth mode components are always compatible
with their inferred counterparts, even at low N and τz where the inference quality is poor, when error bars are taken
into account. This confirms the reliability of our calculation of ρ and its usefulness to assess the quality of mode
reconstruction.

We then systematically investigate the behavior of the reconstruction error ρ of the signal modes. As already
commented above, increasing the number of probed components does not guarantee perfect recovery of the modes: ρ
saturates to a nonzero value as N → ∞, see Figure 5, left panel. The asymptotic value of ρ is, however, lower for
signal modes having larger amplitude.

The accuracy ρ is, as expected, an increasing function of the measurement noise level. A phase transition is
encountered at a critical value of σ, above which ρ = 1, see Figure 5 and the inferred modes v(k) are not at all aligned
along the ground-truth modes e(k). This phenomenon is reminiscent of the retarded learning phase transition taking
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place in the spiked covariance model, and is associated to the cusp in the representative curve of ϵ shown in Figure 3.
The presence of the no-recovery phase is also observed when the width of the smoothing kernel is too small, and the
measurement noise is not sufficiently averaged out.

We also observe that heterogeneity in the measurement noise strongly affects the quality in the mode recovery.
More precisely, keeping the same global level of noise, i.e.

∑
i σ

2
i , the components i plagued by large noise are harder

to recover, as shown in Figure 6. This phenomenon leads to a global increase of ρ, especially for low-variance modes,
compare top and bottom panels in Figure 5.

Interestingly, the presence of sample-to sample variability, which is deleterious for the reconstruction of the signal
trajectory, is beneficial for the inference of the modes, see the decreasing behavior of ρ with ξ in Figure 5. This can be
understood as follows. While δx(k) is a noise term, it occurs along the direction e(k), as the signal x(k)

t . As a result,
it contributes to increasing the variance along the direction e(k), making it easier to infer.

FIG. 4. Left: Components of the latent modes e
(k)
i for four different components i denoted by A,B,C,D in the synthetic data.

The first mode e(1) is shown in dark purple, and the second one, e(2), in pink. Rest of the row: Examples of v(k)i for i =A,B,C,D
and for synthetic data with different sizes N and smoothing kernel width τz, same values as in Figure 2. The first mode, v(1),
is shown in dark red, and the second, v(2), in light red. Error bars are the squared roots of the accuracies ρ(k,k) in Eq. (13).

FIG. 5. Comparison of the prediction and the results of PCA performed on synthetic data with the two-dimensional tilted
∞-shaped latent dynamics. ρ(1,1) is shown in red, ρ(2,2) in cyan. Top row: case of homogeneous measurement noise across
all components, σi = σ. Bottom row: case of heterogeneous measurement noise, σi were randomly drawn from a centered
Gaussian distribution, and then squared and rescaled such that the mean value is σ2. Theoretical predictions are shown as
solid lines, average values obtained from generated data are shown with error bars. Across all plots, dataset parameters are
varied around a reference point, indicated by a dashed line, see Figure 3.

As can be observed in Figure 5, ρ decays with N , and reachs a limit value as the number of components tends to
infinity[28]. We hereafter study the rate at which this convergence takes place. To get analytically tractable formulas,
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FIG. 6. Dependence of the accuracy ρi in reconstructing component i of the latent modes, see Eq. (25), vs. local measurement
noise variance σ2

i . Results for the first mode are shown in red, and in cyan for the second mode. All parameters are fixed to
the values corresponding to the dashed vertical lines in Figure 5(bottom).

we focus on the case of a single latent mode (K = 1), homogeneous noise (σi = σ), no smoothing kernel, and we
discard any time correlations in the sample-sample fluctuations, i.e. ∆ = IT . With this simple setting, the overlap
between the inferred and ground-truth mode can be analytically calculated, with the result

R =

√√√√ (
var(x) + ξ2

)2
T − σ4

N(
var(x) + ξ2

)(
(var(x) + ξ2)T + σ2

) (29)

Using ρ = 1−R according to Eq. (24) and expanding in powers of 1
N , we get

ρ = ρ∞ +
ρ1
N

, (30)

with

ρ∞ = 1−

√ (
var(x) + ξ2

)
T(

var(x) + ξ2
)
T + σ2

, ρ1 =
σ4

2

√
T
(
var(x) + ξ2

)3 (
(var(x) + ξ2)T + σ2

) . (31)

We show in Figure 7A the behavior of ρ as a function of N for two values of ξ, while the other parameters are kept
fixed. For comparison, we also plot the predictions obtained with formula (30), which neglects 1

N2 and higher-order
corrections. We see that the agreement is very good, as soon as N exceeds ρ1.

The coefficient controlling finite-N corrections, ρ1, is plotted as function of control parameters in Figure 7B. Lower
noise or larger signal fluctuations not only make the asymptotic value ρ∞ smaller, but also decrease ρ1. In other
words, the convergence towards the limit value is faster (with N) when the signal is stronger.

B. Tests on synthetic data with measurement convolution kernels

We now test the validity of our predictions, in the presence of measurement convolution, i.e. F ̸= 0, and of
fluctuations in those kernels, i.e. Ξ ̸= 0. We generate the convolution kernels as follows:

Fi,τ = exp(−τ/di)− exp(−τ/ri) , (32)

where ri and di are, respectively, the rise and decay times of the kernel (with ri ≪ di). In practice, we draw these
rise and decay times from two Gamma distributions Γ(·; k, θ) with two distinct sets of shape and scale parameters,
which we denote by, respectively, (kr, θr) and (kd, θd). We stress that this choice, while reasonable from a physical
point of view, is arbitrary and that many other shapes for F could be considered.

Hereafter we arbitrarily choose (kr, θr) = (12.25, 0.43) and (kd, θd) = (2.78, 28.8); other choices of parameters were
considered, leading to qualitatively similar results, and are not shown. We display in Figure 8(left) the resulting
average kernel Fτ , with a steep rise at low delay τ , followed by a longer decay at large delays. In Figure 8(right) we
represent the covariance matrix Ξ of the kernel fluctuations δFτ = Fi,τ − Fτ .
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FIG. 7. Finite-size effects. A. Accuracy ρ vs. number N of measured components for two values of the sample-to-sample
fluctuations, ξ = 0.01 (top, dashed-dotted line) and ξ = 0.1 (bottom, dashed line). The full lines show the approximation
defined in Eq. (30). B. Dependence of ρ1 on σ (left) and ξ (right). Parameter values: K = 1, T = 200, var(x) = 0.01, σ = 1
for the left and right panels, and ξ = 0.01 for the middle panel.

The presence of the convolution kernel does not affect the overall trends in the dependencies of ϵ and ρ on the
different parameters of the model that we have observed in the previous section, as reported in Figure 9. As expected,
accuracy still improves with the number N of components, decreases with the noise strength σ, and benefits from wide
smoothing kernels. The sample-to-sample fluctuations δx remains beneficial for the recovery of the right directions of
the modes, but makes the recovery of the latent trajectory worse.

However, the existence of component-dependent fluctuations in the rise and decay times of the kernel produce
several effects not observed for the model in the absence of measurement convolution. Notably, the recovery of the
direction of the principal component can never be perfect, as seen by the residual value of ρ > 0 even in the absence
of the measurement noise, see results for σ = 0 in Figure 9. We stress that this effect is not due to the presence of
the (mean) kernel F , but to the one of the fluctuation δFi on the component i. In fact, larger variations in the rise
and decay times lead to stronger values for ρ at vanishing noise (not shown).

The presence of the kernel also introduces off-diagonal terms for ρ even for very weak measurement noise, contrary
to the no-kernel case. The fluctuations in the kernel, which vary with the component i, act as multiplicative factors
onto every mode components e(k)i . As a result, the ground-truth directions of the latent modes cannot be inferred any
longer. The off-diagonal terms in ρ expresses how much the reconstructed modes are mixed up with respect to their
ground-truth counterparts, see Eq. (13). We observe in Figure 9(bottom) that the confusion between the two modes
is large even when the measurement noise σ vanishes. As the measurement noise increases, the two modes are very
poorly recovered, as shown from the increase in the diagonal elements ρ(k,k), while the off-diagonal element decreases.
In this regime, the latent modes are inferred very unreliably, and the large errors in their reconstruction are simply
uncorrelated between components.

V. CONCLUSION

In this work, we have derived analytical expressions for the accuracy of reconstruction of low-dimensional latent
dynamics and space from high-dimensional data. Our framework takes into account a variety of measurement features,
which are often encountered in real context. First, we allow for the measurement noise to vary from component to
component. Second, we consider the effects induced by non-instantaneous measurements: the signal associated to a
component is convoluted by a kernel, whose shape may change from component to component. Third, we acknowledge
that complex systems’ dynamics may be intrinsically noisy: repeating the same experiment may result in variable
behavior, a fact that we take into account with sample-to-sample fluctuations. Our data model is then an extension
of the so-called spiked covariance model, which incorporates the presence of these three sources of contributions to
the measurements.

Based on statistical physics methods, we were able to calculate analytically the accuracy of the reconstruction of the
signal trajectories and of the modes as functions of the model-defining parameters. From a technical point of view, we
used the replica approach, which is quite versatile, as it allowed us to deal with our involved data model. Let us stress
that we have resorted to the so-called replica symmetric Ansatz, as we do not expect any breaking of symmetry in the
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FIG. 8. Case of measurement convolution kernel, see text for parameter values. Left: Mean kernel Ft. Right: Correlation
matrix Ξt,t′ of the fluctuations δF , see Eq. (3).

FIG. 9. Effects of measurement convolution kernels on the quality of mode reconstruction. Top: Components v
(k)
i of the

inferred latent modes k = 1, 2, for i = A,B,C,D; the ground truth components e(k)i are shown in the leftmost panel of Figure 4.
Values of N and τz are the same as in Figure 2. Middle: Diagonal elements of the accuracy matrix, ρ(1,1) in red and ρ(2,2) in
cyan. Bottom: Off-diagonal element ρ(1,2) of the accuracy matrix.
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present setting: the ground state of the energy over the v(k)’s in Eq. (14) is unique, up to an arbitrary permutation
of the K vectors.

As in the simpler spike covariance model, we observe the onset of a phase transition as the level of measurement
(or sampling) noise decreases, characterized by the emergence of non-zero overlaps R between the ground-truth
and inferred mode vectors. The location of this transition depends not only on the amplitude of the signal along
the mode considered but also on the sample-to-sample variability, represented by the ξ(k) variables. Though these
fluctuations make the reconstruction of the average latent trajectory harder, they are actually helpful to recover the
mode directions.

The consequences of the measurement features that we have specifically introduced in our model are the following.
The heterogeneity in the measurement noise strongly affects the quality in recovery of the components plagued by
larger noise; sample-to-sample variability, is deleterious for the reconstruction of the signal trajectory, but beneficial
for the inference of the modes; the distribution of rise and decay times of the kernel limits the recovery of the
direction of the principal component, which can never be perfect and induces off-diagonal terms for ρ even for very
weak measurement noise.

Knowing how the errors on the reconstructed trajectories and modes depend both on the intrinsic noise in the
dynamics and on the artifacts induced by the measurements may be important to decide what measurements methods
should be preferred. One example is neuroscience, in which two main techniques to record neural population activities
are currently employed, based on electrophysiology and on calcium imaging [29]. These two approaches show different
capabilities in terms of spatial and temporal resolutions, on the number of neurons they are able to record, and
their own artifacts [30]. Recently, the activity in the motor cortex of behaving mice was recorded with these two
approaches, leading to quite different inferred latent trajectories and modes [31]. It is therefore crucial to better
understand how measurement artifacts affect these results. We hope that the present work will be helpful in this
regard. As mentioned above, the presence of component-dependent fluctuations in the convolution kernels has deep
consequence for the quality of the inference with calcium-imaging methods. In particular, we observe that, even for
vanishingly small measurement noise, the latent modes cannot be perfectly reconstructed.

Our study could be extended along several directions. First, in order to be applied to real data analysis, it should
be completed with an inference procedure, capable of extracting the model parameters, such as σ,∆,Ξ, ... from a set
of measurements. The explicit formula for the ground state energy EGS in terms of those parameters we were able to
obtain makes this inference possible with gradient descent technique. We plan to report in a forthcoming publication
an inference procedure, as well as some applications to real data, in particular in the context of neuroscience.

Second, we have assumed that the measured quantities were linearly dependent upon the latent variables. While
this hypothesis is at the core of PCA, it would be interesting to allow for non-linear effects in the data model, e.g.
by applying a transfer function Φ onto s in Eq. (6). The presence of non-linearities would make exact analytical
calculations more challenging, but still feasible, as long as the number of modes, K, remains finite while N,T → ∞
[19]. In this context, another interesting extension would be, in the present linear framework, to consider the case of
extensive K ∝ N . In such a setup, if the amplitudes of the latent coordinates x(k) decrease fast enough with the mode
number k, we expect this problem to be analytically tractable. Such a calculation would permit one to understand
how the effective number of recovered modes adapt to the quality and quantity of the available data. Last of all, let
us mention that our approach could be extended to general linear auto-encoders, in which the encoder and decoder
are not simply transposed of one another as is the case for PCA. A particularly interesting example is Demixed PCA,
in which linear dimensional reduction is done in a semi-supervised way using annotations of external conditions [32].
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