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Hierarchical data integration with Gaussian
processes: application to the characterization of
cardiac ischemia-reperfusion patterns

Benoit Freiche, Gabriel Bernardino, Romain Deleat-Besson, Patrick Clarysse, Nicolas Duchateau

Abstract— Cardiac imaging protocols usually result in
several types of acquisitions and descriptors extracted
from the images. The statistical analysis of such data
across a population may be challenging, and can be ad-
dressed by fusion techniques within a dimensionality re-
duction framework. However, directly combining different
data types may lead to unfair comparisons (for hetero-
geneous descriptors) or over-exploitation of information
(for strongly correlated modalities). In contrast, physicians
progressively consider each type of data based on hier-
archies derived from their experience or evidence-based
recommendations, an inspiring approach for data fusion
strategies.

In this paper, we propose a novel methodology for hierar-
chical data fusion and unsupervised representation learn-
ing. It mimics the physicians’ approach by progressively
integrating different high-dimensional data descriptors ac-
cording to a known hierarchy. We model this hierarchy
with a Hierarchical Gaussian Process Latent Variable Model
(GP-LVM), which links the estimated low-dimensional latent
representation and high-dimensional observations at each
level in the hierarchy, with additional links between consec-
utive levels of the hierarchy.

We demonstrate the relevance of this approach on a dataset
of 1726 magnetic resonance image slices from 123 patients
revascularized after acute myocardial infarction (MI) (first
level in the hierarchy), some of them undergoing reperfu-
sion injury (microvascular obstruction (MVO), second level
in the hierarchy). Our experiments demonstrate that our
hierarchical model provides consistent data organization
across levels of the hierarchy and according to physiologi-
cal characteristics of the lesions. This allows more relevant
statistical analysis of myocardial lesion patterns, and in
particular subtle lesions such as MVO.

Index Terms— Gaussian processes, Data hierarchy, Infor-
mation fusion, Representation learning, Cardiac imaging,
Myocardial infarction.
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. INTRODUCTION

OMPLEX diseases can rarely be explained by a single

information source (single type of measurement, imag-
ing acquisition, or even modality), which only offers partial
information about the patient’s state. Physicians are actually
able to merge several types of heterogeneous information
in their mind to characterize the patients’ condition, both
for understanding purposes (unsupervised approach) and for
diagnosis or prognosis (supervised approach) [l1]]. For better
robustness and efficiency, they incorporate these pieces of
information incrementally, with the order based on their expe-
rience (e.g. from simpler to more complex or more expensive
measurements) or guidelines [2]. However, this merging of
information remains very qualitative and subjective, hence the
need for computational and reproducible methods.

Merging such information is still a major challenge for
computational approaches [3]], given the heterogeneous types
and dimensionalities of data descriptors, in particular when
processing high-dimensional imaging data. Making the data
integration incremental (namely, following a hierarchy in the
data descriptors) could be highly beneficial [4], in particular
to limit the computational burden and potential unstabilities
compared to strategies that merge all the data at once.

In this paper, we propose an original framework for the hier-
archical integration of multiple types of high-dimensional data
extracted from medical images, in the context of unsupervised
representation learning. It can be seen as a substantial gener-
alization of our previous work [5], which demonstrated that
hierarchical data integration (with simple manifold learning)
is relevant for such an application. Here, we rely on Gaussian
processes (GP) to explicitly model dependencies between the
data descriptors, while also considering the link between the
latent representation and the observations, and potential priors
on latent spaces or mappings. More specifically, we extend
the framework of hierarchical Gaussian process latent variable
models (GP-LVMs) [6] to construct such data hierarchies. Our
scheme is different in the sense that a given latent repre-
sentation (our lower level in the hierarchy) is used to guide
another latent representation (our higher level) but not directly
targetting a fusion of different information sources. Besides,
in our approach each level in the hierarchy is connected to
both observations and latent variables of data of potentially
different complexity. Also, our approach notably includes an
additional return GP to serve as regularization term for difficult
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real data hierarchies.

We demonstrate its relevance on a medical problem of high
prevalence in the general population, namely the characteriza-
tion of cardiac ischemia-reperfusion patterns from delayed en-
hancement magnetic resonance imaging (MRI) images, using
real data from a randomized clinical trial. This methodology
allows more reliable and robust representations, compared
to simpler variants of the hierarchy and single-descriptor
representations, and more structured statistical analysis of
myocardial lesion patterns.

Code and demo data are available at https://github.
com/creatis—-myriad/HGP_LVM.

[I. RELATED WORK
A. Data fusion with representation learning

1) Unsupervised dimensionality reduction: Dimensionality
reduction techniques allow representing useful information
hidden in high-dimensional and complex imaging descriptors
within a simpler data space, called latent space.

Among unsupervised approaches, manifold learning reduces
dimensionality by exploiting the structure of the data space.
It has been shown that most linear and non-linear manifold
learning methods can be grouped into a common graph em-
bedding framework [7]]. The main idea is to build a similarity
matrix whose elements encode a meaningful measure between
the high-dimensional samples, and then perform the spectral
decomposition of this matrix. The different distances used lead
to distinct representations: for example, Isomap [8] operates
globally with the geodesic distance, whereas diffusion maps
[9]] operate locally with the diffusion distance.

Auto-encoders (AEs) are deep neural networks that esti-
mate a low-dimensional latent representation of a population
while also optimally reconstructing each high-dimensional
sample from this latent space. The encoding part is composed
by layers of decreasing number of neurons, leading to a
bottleneck, which is a low-dimensional representation of a
sample in the latent space. From the latent space, the decoder
reconstructs the input high-dimensional data. Variational auto-
encoders (VAEs) [[10] are a probabilistic extension of AEs.
They associate to each sample a normal latent distribution
instead of a vector of values, and both build a latent space and
reconstruct samples by sampling from the learnt distribution.
AEs have been very popular in medical image analysis, but
they still suffer from difficulties in training and unstability, as
well as limited interpretability and statistical properties of the
estimated latent space, topics of active research in the recent
years [[11]], [12].

GP-LVMs |[13] are a complementary and promising
framework to perform the low-dimensional embedding. They
estimate a non-linear Gaussian mapping between observations
and the latent space by explicitly modelling the relationship
between observations and the latent representation. Their
flexibility allows prior knowledge to be included in the
model (e.g. dynamics [6]) and thus paves the ground for
relevant extensions to multi-modal or multi-descriptor data,
as discussed in the following subsections. GP-LVMs require
less data than neural networks, but they struggle to scale to

large datasets. A neural network version, the deep Gaussian
Process [14], was developed for larger data sets.

2) Data fusion: Using multi-descriptor data provides richer
information, but presents several difficulties, mainly linked
to the high dimensionality and heterogeneity of the data
descriptors, as direct concatenation leads to suboptimal results.
To estimate a low-dimensional representation from multi-
descriptor data, two types of methods have emerged: fusion
and alignment [15]].

Fusion methods merge the different data descriptors into
a single latent space. Multiple kernel learning (MKL) [16]]
extends the general framework for manifold learning [7] by
encoding pairwise affinities between samples into a different
kernel matrix for each data descriptor, and simultaneously
optimizing the low-dimensional embedding and the combi-
nation of such affinity matrices. In a comparable manner,
the Similarity Network Fusion (SNF) algorithm [17] fuses
such affinity matrices by an iterative diffusion process which
amounts at finding a single graph that represents the whole
dataset. Multi-channel variational auto-encoders (MCVAEs)

[18]-[20] generalize the framework of VAEs to several
channels, each associated to a different modality or data
descriptor, controlling the encoding of each channel and its
reconstruction. Similar to MCVAEs, Partial VAEs [21]] achieve
a relevant variable selection between several entries. This
method aims to predict a quantity with the least amount of
entries as possible, using a deep neural network able to handle
missing variables and learn from partial observations.

Alignment methods, on the other hand, learn several latent
spaces (one for each modality) while optimizing their match-
ing. For example, multiple manifold learning (MML) [22],
[23[] encodes in a block matrix both modality-specific affinities
between samples (diagonal blocks) and cross-modality affini-
ties between samples (extra-diagonal blocks, which force the
alignment of latent spaces).

In previous works, we demonstrated the relevance of fusion
[24]] and alignment [25] approaches to jointly analyze several
types of high-dimensional descriptors extracted from cardiac
images, and exploit the latent representation to characterize
specific cardiac diseases. However, such approaches combine
all the data descriptors simultaneously, which may be critical
both in terms of efficiency and robustness, in particular for
data descriptors of high and/or very different dimensionalities.
In contrast, a hierarchical or incremental integration of such
data has strong potential to overcome this.

3) Hierarchical data fusion: Within kernel-based approaches,
iterative processes have been proposed to progressively evolve
a consensus kernel matrix [26]], [27]], but these methods have
only been demonstrated for the incremental incorporation of
new samples (a concept close from curriculum learning [28]])
and not for multi-modal data analysis. Within the framework
of manifold learning, constraints close to those used to align
several manifolds [22], [23] have been proposed to link
consecutive levels in a hierarchy of data [29]]. This method
was demonstrated to consider multiple scales for the regional
analysis of medical images.
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As an alternative and more generic approach, GP-LVMs
can be adapted to explicitly encode hierarchical relationships
between different data levels [6]. The authors first illustrated
this on time series of stickman movements with a two-step
hierarchy where time is used as first level to guide the repre-
sentation of the stickman’s trajectory. They also elaborated on
this idea to guide the representation of a moving articulated
body by explicitly modeling the movement of separate organs
as former levels in the hierarchy.

In previous work, we demonstrated the relevance of a two-
step hierarchy based on manifold learning [29] to guide the
analysis of image appearance in MRI data [5]]. In this paper,
we propose an original generalization based on Gaussian
processes, which is both intuitive and provides flexibility for
multiple data integration following a prescribed hierarchy.

B. Characterizing acute myocardial infarction patterns

Acute myocardial infarction occurs when the blood coming
from one coronary artery is insufficient to meet the oxygen
needs of the myocardium, usually because of obstructed coro-
nary arteries. If ischemia is prolonged, it will lead to death of
myocardium, which will trigger remodelling affecting cardiac
shape and function. This may ultimately lead to severe compli-
cations and death. When detected early enough, the patient’s
heart is reperfused (revascularized e.g. by angioplasty). The
restored supply in blood will ideally limit the expansion of the
myocardial infarct, but the cells’ ischemia defense mechanisms
often lead to severe inflammation because of this sudden
reflow of oxygen. Such reperfusion damages are called MVO
or no-reflow phenomenon. The understanding of the ischemia-
reperfusion mechanisms is a major clinical research topic [30],
in particular to decide a suited revascularization therapy and
monitor patient outcome. Notably, MVO presence increases
with infarct transmurality and is an independent predictor of
major adverse clinical outcome [31].

Medical imaging is of high value to study ischemic damages
and the no-reflow phenomenon, usually using MRI [32]], [33]].
The MRI protocol starts with the acquisition of Native T1 and
T2 maps. Then, a contrast agent (Gadolinium) is injected to
the patient. Around 3-4 minutes after contrast agent injection,
early Gadolinium enhancement (EGE) images are acquired to
assess early MVO. Ten minutes after contrast agent injection,
late Gadolinium enhancement (LGE) images are acquired to
assess MI and late MVO (Fig. [T). Unfortunately, physicians
lack tools to exploit the rich information available in the
images. They simplify the assessment of myocardial lesions to
simple scalar measurements extracted from the segmentations
(infarct size and transmurality, mainly). This drastically limits
the understanding of the complex mechanisms at stake here.
Besides, specific care should be taken when analyzing medical
imaging data that belong to a non-linear manifold, as for
MI and MVO patterns. This is particularly critical for MVO
compared to MI (Fig.[2), and even more considering that MVO
patterns and evolution may be both spatially and temporally
complex [34].

To substantially improve the understanding of ischemia-
reperfusion mechanisms, it is necessary to integrate several
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Fig. 1: The different types of images we may analyze with
delayed enhancement cardiac MRI. Only myocardial contents
are displayed, and represented on the same geometry, as for
the analysis done in this paper. First row: LGE data: (a) LGE
image, (b) MI segmentation in yellow, (c) MVO segmentation
in dark red. Second row: EGE data: (d) EGE image, (¢) MVO
segmentation in dark red.

MI

Healthy
Myocardium

(a) Average MI pattern (b) Average MVO pattern

Fig. 2: Linear average of lesion patterns ((a) MI and (b)
MVO) across all patients in the analyzed database (all lesions
have been reoriented to the same coronary artery territory).
The average pattern is blurry as both MI and MVO images
originate from a non-linear manifold. This may not be too
critical for MI, contrary to MVO which does not resemble
at all a MVO lesion. This highlights the need for non-linear
dimensionality reduction, as we perform in this paper.

types of data descriptors extracted from the images, of dif-
ferent levels of complexity, into the analysis of populations
of patients with myocardial infarct. Our paper addresses this
crucial aspect by means of an original representation learning
method explicitly designed to consider hierarchies between
multi-descriptor data.
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Culprit artery Immediate stenting Delayed stenting  Total
1. METHODS LAD mid i 1 25
LAD proximal 12 8 20
A. Data LCX 8 9 17
1) Imaging data: We focus on myocardial lesions due to RCA 34 27 61
TOTAL 65 58 123

ischemia and reperfusion injuries in the context of acute
myocardial infarction. Specifically, we focus on the data from
a randomized clinical trial for which both early and late
enhancement images were available: the Minimalist Immediate
Mechanical Intervention (MIMI) study [35]] (ClinicalTrials ID:
NCT01360242). The study protocol was approved by the local
ethics committee (IRB 2010-048), and complied with the
Declaration of Helsinki and French laws. All subjects gave
written informed consent. This study was originally designed
to compare two reperfusion strategies: delayed and immediate
stenting, the “delay” being of 24-48 hours. Image acquisition
occurred 4 to 6 days after the medical intervention, so MVO
is still visible both on EGE and LGE images, and the cardiac
shape has not remodelled yet, which limits external factors
that could affect the analysis.

Our dataset was comprised of the MRI images of 123
patients, with median resolution 1.5625 x 1.5625 x 5 mm,
on which the left ventricle (LV) ranged over 17 &£ 2 slices.
These images were cropped around the LV and resized to
80 x 80 pixels. Segmentations for the MI and MVO areas
were obtained semi-automatically from commercial software
(CVI42 v.5.1.0 Circle Cardiovascular Imaging, Calgary,
Canada) by one experienced observer and controlled by two
other experienced observers.

2) Spatial alignment: We identified the anterior LV-RV
junction on each slice, and the apical and basal slices on each
image stack, which allowed to parameterize the myocardium
by defining radial, circumferential, and long-axis coordinates
on each slice (all having values between O and 1), for each
individual. Then, we used this parametrization to transport the
image data and segmentations to a common geometry (linear
interpolation for data on a scattered grid), to standardize the
inputs before the machine learning [36].

Infarct patterns were assigned to one of the four following
categories, corresponding to the coronary artery responsible
for the myocardial lesions: left anterior descending (LAD)-
proximal, LAD-mid, right coronary artery (RCA), left circum-
flex artery (LCX) (see Table [I).

We did an additional spatial alignment step to benefit from
a larger population size and focus on the infarct shape while
limiting the influence of other less-relevant factors such as
its location around the myocardium. To do so, all 3D infarct
patterns were rotated along the circumference such that the
average center of mass of all infarcts associated to a given
coronary territory is aligned to the LAD center of mass. This
still keeps a bit of angular variability (in particular, as we
process 2D slices as we indicate in the following subsection),
which serves to assess the relevance of our methods through
the ”Angle” parameter (Tab[I).

3) Analyzed slices: In the rest of this paper, the analysis
is performed on 2D slices to speed up computations, in
particular for experiments evaluating the hyperparameters role

TABLE I: Distribution of the studied population by type of
treatment and culprit coronary artery.

and choosing an optimal strategy. Besides, visualization is
easier, a clear asset to compare the lesion patterns sometimes
visible on few slices (as for MVO). We discarded the slices
with no lesion, and focused the analysis on the remaining
slices, considered as independent samples (to benefit from a
larger population). As a result, our population consists of 1726
samples associated to 123 patients.

MI lesion patterns are large, have somehow regular shapes,
and partially overlap over different slices. In contrast, MVO
patterns are small, irregular, and do not overlap. Their sta-
tistical analysis even with non-linear representation learning
techniques is therefore much more challenging. However,
MVO lesions are by definition contained within the MI infarct
region, which means that the representation of MVO patterns
could be guided by a previously obtained representation of
MI. This is what we propose to investigate by formulating
this relationship through a hierarchical process, within the
framework of GP-LVMs.

B. GP-LVYM

Let’s denote Y = [y1,---,yn]T € RN*P the set of
D-dimensional observations (the dimensionality D is usually
large) for a population of N subjects. We look for a lower-
dimensional representation X = [x1,--- ,xx]|T € RV*? with
d < D, which we aim to model by a GP-LVM.

This model assumes that the observations Y can be com-
puted from the latent variables, or drawn from a distribution
depending on the latent variables X as:

D
P(Y | X) = [[N(y.; | 0,K.), (1)

j=1

where y. ; is a column of the matrix Y, and N(.|0, K) stands
for a centered multivariate Gaussian distribution whose covari-
ance is generated from the kernel matrix K, = [k(x;,x;)] €
RYXN which depends on the latent variables X. The kernel
we use here is a Gaussian radial basis function (RBF) kernel:

212

with w and o the scale parameters, ! the lengthscale of the
kernel, and d;; the Dirichlet delta, respectively. This assumes
that all features come from the same distribution, which has
the same dimension as the number of data-points N. The
probability distributions mean that if we were to acquire a
new pixel (i.e. a new column), then it can be sampled from
K. This approach has limits regarding the relations between
neighbouring pixels. This can be improved using coregion-
alisation [37], [38]], allowing to introduce prior knowledge

x|
k(x;,%x;) = w? exp (—M> + 025”-, 2)
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that nearby pixels should behave similarly, which we leave
for future work.
We also assume that X has a Gaussian prior distribution:

d
P(X) = [[N(z.;]0,T), 3)
j=1
The latent space is estimated by looking for a maximum a
posteriori solution, namely maximizing the log-likelihood with
respect to X:

argmax log P(X | Y). 4)
X
Using Bayes’ rule, this can be rewritten as:
P(Y | X)P(X)
argmax log ———————=, 5
el g POY) ®)
Eq.(3)  corresponds  to  the  maximization  of

log P(Y | X)P(X), as P(Y) is constant with respect
to X. The minimization of —log(-) is achieved in practice
by a gradient descent algorithm (we used the L-BFGS
algorithm).

C. Hierarchical GP-LVM

1) Simple hierarchical model: The previous scheme can
be extended to several types of observations (in our case,
several types of descriptors extracted from the images) in
a hierarchical way, by setting a Gaussian process between
the latent variables associated to each data descriptor (Fig.
[Bk). Let’s consider two latent variables X, and X;, with
corresponding observations Yy and Y. X is here the first
level of the hierarchy, X the second. This amounts at solving:

argmax log P(Xo, X1 | Yo, Y1) (6)
X0,X1
Again, using Bayes’ rule, we obtain:
P(Y07Y1 ‘X07X1)P(XO)X1)
P (Y07Y1) .

P(X0,X1|Yo, Y1) =
)
As Y, and Y, are independent, we also have:
P(Yo,Y:1 | Xo,X1) = P(Yo | Xo,X1)P(Y1 | Xo,X1).
3
As Y is independent from X, and Y, is independent from
X knowing X;:
P(Yo | Xo,X1) = P(Yo | Xo),
P(Y1 | Xo,X1) = P(Yy | Xy).

€))
(10)

Besides, we have:
P(Xy,X1) = P(X; | Xo)P(Xo). (11)
Finally, combining equations (7), (8), O), (I0p, (1) leads to:

P(X0,X1|Yo,Yy) =
P(Yo | Xo)P(Y: | X1)P(Xy | Xo)P(Xo)
P(Yo, Y1) '
As for the classical GP-LVM, we define a Gaussian prior
over Xg. Also, P(Yy,Y ) is constant with respect to X
and X, so solving the optimization problem (6) amounts at
solving together the GPs Xy — Yo, X; — Y3, and Xy —

X;i.

12)

(a) (b)
OmONO=0

Il Fixed

— Return Gaussian Process
Fig. 3: (a) simple (Sec. and (b) improved (Sec.
[C.2) hierarchical GP-LVM models proposed in this paper. We
train the improved model in two steps: first X is learnt from
Y, then it is fixed and we train X;.

2) Improved hierarchical model: In practice, the model pre-
sented in the previous section is difficult to optimize on real
data. The optimization process leads to poorly organized latent
spaces, which can even be diagonal in some attempts with
redundant information on all dimensions. Thus, we made two
substantial adaptations to this model, leading to the new model
illustrated in Fig. [3p:

e We added a return Gaussian process between X and X,

e We trained X first, and then X; with X freezed, which
amounts at forcing the hierarchical relationship between
our data descriptors.

This amounts at solving:

P(X0,X1 Yo, Y1) =
P(Yq | Xo)P(Y1 | X1)P(Xy | Xo)P(Xo | X1)P(Xo)P(X1)

P<Y0aY1)

13)

The broader alternate optimisation scheme would corre-
spond to iteratively optimising X, with fixed X, and then
optimising X; with fixed X,. Our model is a step of this al-
ternate optimisation scheme, which, if it converges, converges
to a local minima of the joint function while corresponding to
the concept of hierarchy we are looking for our application.

3) Hyperparameter tuning and training procedure: We
trained our models with Python 3.7.6 using the gpflow library
[39] (2.3.0 version).

Our proposed hierarchical model contains four GP-LVMs to
optimize: two observation-based (Xy — Yo and X; — Y;),
and two latent ones (X; — X; and X; — Xj). For
each of them, there are three hyperparameters to optimize
(w, !, 0), totalling 12 hyperparameters. Each latent space has
an additional hyperparameter, namely the standard deviation of
the Gaussian prior, leading to 14 hyperparameters to optimize.
Finally, on top of these GP-LVM-related hyperparameters,
there are 4 additional hyperparameters controlling the relative
weights of each GP-LVMs. In practice, we set the weight of
Xo — Yy and X; — Y, to 1, and use the same value /3 for
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Xp — X7 and X; — X, which amounts at only determining
one additional hyperparameter.

Regarding the training procedure, we initialize the latent
spaces Xy and X; with the first PCA vectors of their cor-
responding observations (Y and Y, respectively). Then, we
train the single-modality GP-LVMs Xy — Yy and X; — Y7,
for which we alternatively optimize the hyperparameters and
the latent space (for higher stability of the optimization).
Finally, we train the two other GPs Xy — X; and X; — Xj.
For these, we re-use the hyperparameters values learnt for the
single-modality GP-LVM and X is fixed, meaning that we
only optimize their latent space X;.

We observed that results were unrobust when using several
kernel lengthscales values for the hierarchy, so we only used
for the hierarchy the mean of the lengthscales learnt with the
single modality GP-LVM.

D. Validation

Our GP-LVM strategy performs unsupervised representation
learning, which is challenging to validate. In this sense, we
focused on the following measurements to quantify the
quality of the learnt representation.

1) Distribution of samples in the latent space: We defined
five physiological quantities from the MI and MVO segmen-
tations, which correspond to global measurements usually per-
formed by physicians to quantify myocardial lesions (Tab[II).
These labels were used to quantify the quality of the estimated
latent spaces, either by qualitatively examining the distribution
of samples colored by a given label (Figs. [5 [7] and [9), or
by quantifying the correlation of the latent dimensions with
these labels (Fig. [9). These were estimated from the spatially
aligned MI and MVO segmentations, taking advantage of
the estimated local coordinates. Segmental transmurality was
estimated as the average of MI segmentation values over
sections of 15°, and the total fransmurality as the average
of segmental transmuralities at sections where MI is present.
Angle corresponds to the location of the MI center of mass
across the circumference, with respect to the LAD center
of mass. ESL corresponds to the proportion of pixels where
MI is present near the endocardium (concretely, for radial
coordinates lower than 0.25).

2) Reconstruction of high-dimensional images: We also ex-
amined the quality of samples reconstructed from the latent
space, which reflects how much relevant information from the
input data is actually encoded in the latent space. Contrary to
VAEs, reconstruction is not part of the method. We therefore
used a multi-scale kernel ridge regression [40], [41] from the
latent space to the original data. This multi-scale strategy is
more robust to local changes in the density of samples in the
latent space, as observed on our data.

The experiments were performed using a leave-one-patient-
out strategy for the reconstruction (namely, removing all
the slices from a given patient out of the training), slices
containing no MVO were not evaluated.

Label designation Value

MI Infarct size (% of the myocardium)

MVO MVO size (% of the myocardium)
Transmurality (TM) Average transmural extent of the infarct (%)
Angle Location of the infarct center across the
circumference (°)

Infarct length on the endocardial contour (%
of the endocardium)

Endocardial surface

length (ESL)
TABLE II: Physiological labels used to quantify the relevance
of the latent space (details on their estimation are given in the
main text).

For our application, we specifically examined:

o The reconstruction error as the L? distance between the
reconstructed and the original samples (Fig. [,

e The Dice coefficient between the reconstructed and the
original samples (Fig. [8)), after thresholding to 0.5 and
1.5 (the healthy myocardium, MI, and MVO regions
being encoded in the original images as 0, 1, and 2,
respectively),

o The high-dimensional lesion patterns encoded along the
directions most correlated to the above-defined labels
(Fig. [10), these directions being obtained by Orthogonal
Partial Least Squares (O-PLS) [42].

IV. EXPERIMENTS AND RESULTS
A. Hyperparameter choice

We trained all the models described in this section with
the same hyperparameters. Once the hyperparameters were
fixed after observation-based training described in subsection
I1-C.3] we trained a GP-LVM model either on MI or MVO
images for a number of latent dimensions ranging from 1 to
30, aiming at finding a suitable number of dimensions for the
hierarchical representation. Figure [ displays the reconstruc-
tion error against the number of latent dimensions.

Looking at the median curves, we observed that respectively
60% (for MI) and 74% (for MVO) of the total decrease in
reconstruction error has already occurred when reaching the
sixth dimension. Being the beginning of a plateau for the
MVO curve, we chose 6 dimensions for each of the latent
spaces in the rest of this paper. We retained the same value
for MI-only, MVO-only, and hierarchical latent spaces, as 12
dimensions may favor concatenation of information from each
input source instead of the fusion we aim to achieve. The
numerical hyperparameters retained for all experiments in the
next sections are summarized in Tab.

B. Distribution of samples in the latent space

We applied the hierarchical GP-LVM depicted in Fig. Bp
with Yo = MI and Y; = MVO, and set the weight of
Xy — X7 and X; — X to 8 = 3. The two first dimensions
of the latent space X; are displayed in Fig. [5] and colored by
the quantity of MI or MVO in each slice. The space is rather
well structured regarding both MI and MVO, reflecting the
joint integration of these two types of information. The MI
and MVO size are mostly reflected along the horizontal axis
(corresponding to the first dimension of the latent space), the
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Hyperparameter GP-LVM
Xo— Yo X1 =Y Xo — X1 X1 — Xo
w 0.10 0.23 0.10 0.23
l 6 values ranging 6 values ranging 0.99 0.89
from 0.55 to 1.24 from 0.11 to 1.73
o 9x1073 1x1076 9x1073 1x1076
B 1 1 {1,3,5} {1,3,5}

TABLE Ill: Hyperparameter values used in the different GP-LVMs. The standard deviations of the Gaussian prior for X, and

X were also learnt and amount at 2.9 and 3.7, respectively.

Model GP-LVM  Dimensionality involved Description

Standard slice - - Prediction from a standard slice

MI-only v’ 6 GP-LVM on MI data

MVO-only v’ 6 GP-LVM on MVO data

Concatenation v’ 343 =6 Concatenation of the 3-dimensional GP-LVMs on MI and MVO
MI+MVO v’ 6 GP-LVM on the sum of MI and MVO segmentation

Naive Fusion v’ 6 Two GP-LVMs sharing the same latent space, pointing to MI and MVO observations
Hierarchy (joint training) v’ 6 Hierarchical GP-LVM with X free

Hierarchy (X fixed) v’ 6 Hierarchical GP-LVM with X fixed (our method)

MCVAE - 6 Sparse multi-channel VAE [18]

AR-VAE - 6 VAE on MVO data regularized by MI attributes [43]]

TABLE IV: The different methods tested to predict MI and MVO labels (Tab. [lI)) from their latent space, evaluated in Fig.

(a) Myocardial infarction (MI) (b) Microvascular obstruction (MVO)
18
11 — Median —— Median
----- Q103 \ == Q1/Q3

-+ 6 dimensions - 6 dimensions

-
o
o
o

©

o
/ /
]
3
!
{
H
S
o

-
I

Reconstruction error
~ [+
Reconstruction error
S
]

w

0 15 20 25 30 0

5 10 15 20 25 30
Number of latent dimensions

5 10
Number of latent dimensions

Fig. 4: Reconstruction error (median and first/third quartiles)
against the number of latent dimensions for GP-LVMs on (a)
MI-only and (b) MVO-only. The vertical red line indicates the
number of dimensions retained.

smallest infarcts being near the origin. This central part also
corresponds to the slices without (or with extremely small)
MVO. This figure is instructive but incomplete as we only
display the first two dimensions of a 6-dimensional space.
For instance, the almost entirely infarcted slices (in dark red)
seem to be (mistakenly) spread around the central area of
the space. However, these similar patterns are indeed grouped
in the latent space, examining the sixth dimension confirms
the relevant distribution of these samples against the others,
as displayed in Figure [6] Note also that the color code only
reflects the total amount of MI or MVO in each slice, while
these patterns actually have more complex shapes (see Fig.
[10).

We compared these results to those obtained from a single-
modality GP-LVM trained either on MI or MVO segmenta-
tions independently, whose two first dimensions of each latent
space are displayed in Fig.[7} At first sight, these two spaces
represent well the type of data they respectively encode, with
MI and MVO size smoothly arranged across these spaces.

Infarcted
myocardium
olo

Percentage
of MVO

ol

A® o
2 2
(@) (b)
1 1 ied
ok,
o o LR
"\
-1 e Sl -1 PR sl
2 -2
b ol

-2 -1 o 1 2 -2 -1 ] 1 2
Fig. 5: First two latent dimensions for the hierarchical
GP-LVM. The color code represents the amount of (a) MI
and (b) MVO in each slice.

However, they have several defects:

¢ MVO samples may be side-by-side, while they shouldn’t
if they correspond to rather different MI patterns,

o Besides, as there is not an infinite amount of samples,
several pairs of MVO patterns that do not overlap may
be associated to the same distance, and (wrongly) mapped
to close locations,

« Finally, slices with low or no MVO are all mapped to the
same point at the center of the latent space (light blue
point on the right part of Fig. [/b), without considering
the associated MI pattern they may contain.

Focusing only on MVO without considering MI with a single-
modality GP-LVM delivers an incomplete and therefore wrong
representation of the lesions across the population, while
building a hierarchy between MI (first level) and MVO (second
level) allows overcoming the above-listed issues.

C. Accuracy of reconstructed samples

We complemented the qualitative observations of the latent
spaces by quantifying the accuracy of reconstructed samples,



PREPRINT - IEEE TRANSACTIONS ON MEDICAL IMAGING, 2024

Infarcted
myocardium

o
A"

2.0

1.5

-1.0

.y o -
-1.5 . ‘: . N
-2.0 IQ°|°

Fig. 6: The last two (5th and 6th) latent dimensions for the
hierarchical GP-LVM. The color code represents the amount
of MI. We observe that dark red points (i.e. biggest infarction
patterns) are located on the same area of the latent space.
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Fig. 7: First two latent dimensions for GP-LVMs on (a) MI-
only and (b) MVO-only training. The color code is similar to
Fig. EI) and corresponds to the amount of MI or MVO.

using the Dice coefficient, as explained in Sec. In
particular, we compared our model with several variants listed
in Tab. the results for the Dice being displayed as boxplots
in Fig.

The figure also quantifies the accuracy of using a single
representative slice for the MI and MVO segmentations of all
subjects. For MI, this single slice corresponded to the pixel-
wise median of all MI patterns. For MVO, this computation is
not possible as these lesions are very small and do not often
overlap. We therefore computed the pixel-wise incidence of
MVO and thresholded this map at 20%, which resembled a
representative MVO pattern.

Finally, we also evaluated two recent variants of VAEs for
which code was publicly available:

o the sparse multi-channel VAEs (MCVAE) [18]], which
perform latent space alignment, with MI and MVO seg-
mentations as input. They provide one latent code for
each input, and reconstruct both MI and MVO for each
of these latent codes.

o the attribute-based regularized VAEs (ARVAE) [43],
which MVO segmentation as input and MI attributes
(size, transmurality, and angle / see Tab. [lI) to regularize
a given dimension of the latent space.

For both methods, the latent dimensionality was set to 6.
Besides, given the polar geometry of the myocardium, we did
not directly use the convolution-based encoders and decoders
on the data in Cartesian coordinates. Instead, we unfolded

the myocardium according to the radial and circumferential
coordinates, leading to input images of 128 x 16 pixels. The
VAEs consisted of 4 layers: 3 convolutional layers and 1
fully connected layer. The second convolutional layer had
a MaxPooling of size (2,1) and the decoder architecture
mirrored the encoder architecture.

Hierarchical approaches, with or without fixing Xg, pro-
vided decent results for predicting MI and MVO segmentations
for each slices. The different weight values for Xy — X; and
X, — X offer different balances between MI and MVO. The
latent space displayed in Fig. [5] corresponds to the second red
boxplots in Fig. |8} Three main observations can be done from
Fig.

o The hierarchical spaces’ results are close to the ones
of the 6-dimensional spaces learnt on a single modality,
while being able to predict both modalities,

o The other models tested here (including the VAEs exten-
sions) failed to produce a joint representation of MI and
MVO, and instead encoded either MI or MVO,,

o The strategy where X is not fixed slightly outperforms
the one with X fixed, as it is more flexible.

The MCVAE and AR-VAE mapped all slices with no MVO
to the same point, as for the single-modality GP-LVM on MVO
data. By doing so, they are able to optimally reconstruct MVO
data but they do not lead to a proper alignment of MVO and
MI latent coordinates, and the MI reconstructed from the MVO
latent coordinates correspond to an average MI pattern.

Of note, the encoder and decoder in the VAEs use convo-
lutions, meaning that they better consider the image structure
than our method, which still reaches better performance.

We did similar comparisons with the Hausdorff distance,
which brings similar conclusions (not displayed here for the
sake of brevity). Of note, the Hausdorff distance cannot be
computed in case the reconstructed slices do not contain MVO,
which happens to a much lower proportion for the hierarchical
models (8% in arevage) compared to the fusion (31%) and
single modality (39.5%) strategies.

D. Shuffling the first data level

We conducted an additional experiment to confirm that the
better encoding achieved with the hierarchical framework was
due to the existing link between the two modalities, and not
to a too strong prior. To do so, Xy was shuffled, breaking
any association between the two levels, thereby challenging
the initial assumption. We estimated three latent spaces with
different random rearrangements of the first modality, using
exactly the same parameters as our reference hierarchical
space (8 = 3). Figures Pp and b display the 2-dimensional
projection of one of the rearranged latent spaces, with respect
to the quantity of MI and MVO. A similar arrangement is
observed for the other two shuffled spaces (not displayed here).
This means that the MVO quantity was learnt and that the MI
pattern was respected only when there was no MVO in the
slice, producing a messy space when looking away from the
center. Figure[9c complements this by showing the correlations
between each of the first 6 latent dimensions and the (shuffled)
MI and MVO quantities.
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o 10 Hierarchies :
I
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08 0.8 .-
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‘s I Naive Fusion
' o [ [MI,MVO]
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* e [ AR-VAE MVO
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Fig. 8: Dice coefficient from the reconstruction of MVO (a) and MI (b) from a given latent space (see list of methods in Tab.

V).

Correlations are stronger globally for both modalities in the
hierarchical space, and the impact of the fusion is signifi-
cant. This is particularly true for MVO, showing that this
information has been better learnt with the support of a
structured hierarchical link. Even when the values are weak,
the dimension correlates with both MI and MVO at the
same time, indicating that the modalities are learnt jointly
and that the hierarchical link has a real impact on the final
representation for both quantities. The correlation map also
supports the qualitative observation that the shuffled spaces
exhibit a similar behavior overall. In all three shuffled spaces,
the last dimensions are highly correlated with MI quantity,
while MVO is correlated with the first dimension.

E. Physiological consistency of the latent space

Finally, we used the O-PLS algorithm to browse the latent
space along the direction that best encodes a given physiolog-
ical label (see list of labels in Tab. [[). We reconstructed high-
dimensional images corresponding to synthetic points sampled
in a range of +/ — 20 along these directions, o standing for
the standard deviation of the projection of the latent space on
such direction. For comparison purposes, we performed the
same experiment for the concatenation of the 3-dimensional
MVO and MI latent spaces.

The reconstruction from the hierarchical space (see Fig.
[I0) correctly reflects the label each direction is supposed to
encode. This is particularly well rendered for ESL: the slice
at +20 presents a large MI, very wide near the endocardium.
In contrast, the reconstructions from the concatenation latent
space for MI, transmurality and ESL all exhibit a similar
behavior not specifically corresponding to the desired label.

We complemented these qualitative observations by quan-
tifying the correlations between the projection of the latent
coordinates along each attribute direction estimated with O-
PLS, and the corresponding physiological labels (Fig. [TOf and

(a) . (b)
11 11
[] 4 1 o
-1 Jue k1
-1 1] 1 -1 [\] 1
No shuffling —Shuffling—,
#0 #1 #2
1 1.0
2 0.8
5
© 2 3 06
(]
E4 0.4
=}
> 0.2
6
0.0

MI MVO MI MVO MI MVO MI MVO

Fig. 9: Hierarchical latent space obtained when the first
modality has been shuffled, breaking the hierarchical prior.
(a) and (b) Estimated latent space colored either by MI or
MVO. (c) Correlation between each dimension of the latent
space and these two physiological labels, without (left) / with
shuffling (three rightmost columns). Breaking the hierarchical
prior leads to a decorrelation between the two labels and some
redundancy across the dimensions, emphasizing the relevance
of the hierarchical link in the data.

f). The figure confirms that the hierarchical space is better
structured according to these physiological labels: projection
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Fig. 10: Consistency of the latent space according to the physiological labels listed in Tab. @ (a) and (b) Two-dimensional
projections of the hierarchical (left) and concatenation (right) latent spaces, colored by the MVO size. The colored straight
lines stand for the main directions of the five physiological labels, estimated with O-PLS. (c) and (d) Reconstruction of high-
dimensional images obtained by sampling along these axes, for the hierarchical and the concatenation spaces, respectively. The
hierarchical space is able to reconstruct specific patterns from the labels, contrary to the concatenation space which does not
distinguish between MI (2nd row), transmurality (3rd row) and ESL (5th row). (e) and (f) Correlations between the projection
of the latent coordinates along each attribute direction estimated with O-PLS, and the corresponding physiological labels.
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along the angle is mostly independent from the other labels,
and each of the other projections is rather correlated to its
corresponding label and related labels (given the existing
correlations between these values, e.g. ESL is naturally related
to MI); in contrast, the concatenation latent spaces shows
limited representation of the angle, and higher correlations
between each projection and all the other labels.

V. DISCUSSION AND CONCLUSIONS

In this paper, we presented an original strategy for the
hierarchical integration of high-dimensional descriptors ex-
tracted from medical images, potentially of heterogeneous
types, in the context of unsupervised representation learning.
The method is hierarchical, meaning that former levels in
the (imposed) hierarchy of descriptors are used to guide the
representation of next levels (potentially associated to more
complex descriptors). More specifically, our method is based
on GP-LVMs, and extends this framework to build a two-
level hierarchy with specific considerations on the mutual link
between the two levels. We demonstrated its relevance on real
cardiac imaging data from delayed enhancement MRI, with
the objective of better representing the distribution of lesion
patterns related to acute infarction and reperfusion across a
population. Our model was able to learn a relevant latent low-
dimensional representation of these data, guided by a former
level of hierarchy, allowing statistical analysis of the higher
level data.

The two variants (with and without a fixed former level) of
the proposed hierarchical model outperformed single-modality
and fusion models on all evaluated aspects: the distribution of
the latent space, its representation power, and the consistency
with physiological labels used in clinical routine. The joint
training model allows a better circulation of information
between the two latent spaces X and X, explaining slightly
better representation power. For this model, the two latent
spaces (Xo and X;) are different trade-offs between the
representation of the observations Y and Y. The hierarchical
model with fixed X is interesting to mimic the way clinicians
progressively integrate different levels of information: in our
application, we would like to estimate a representation for
MVO that benefits from former-level information (MI), but
not to challenge the original MI representation. This is also a
substantial asset when dealing with larger amounts of data and
more hierarchical levels, which can be added to the hierarchy
without having to retrain the whole model.

Our model is adaptable but this flexibility comes at a price:
on real world data, it can be difficult to find the balance
between each modality. In practice, if we let the model
parameters free, the latent space is dominated either by the MI
or MVO representations and fails to learn a decent trade-off
between them. Besides, GP-LVMs provide an intuitive manner
of representing the desired hierarchy, but they are challenging
to optimize. To better control these aspects, we opted for fixing
the hyperparameters before learning the embedding. In theory,
these hyperparameters can be learnt by gradient descent, but
this may require the design of an additional regularization term
to constrain the trade-off between modalities. Nonetheless,

the adaptability of the GP-LVM framework allows learning
from much more complex data spaces and hierarchies. The
major obstacle is then to draw the hierarchical relationships
between numerous modalities. In this work, we chose a
simple established hierarchy related to the data complexity
to focus on its implementation with GP-LVMs. An alternative
would be to learn the hierarchical order at the same time the
embedding is learnt, which, although appealing, may be very
challenging within this framework, but has been demonstrated
with reinforcement learning for active modality selection on
simpler data and for supervised problems [44].

Unsupervised learning is interesting to characterize the
distribution of a population from complex descriptors, as
performed in this study (characterizing specific lesion patterns
from imaging data that clinicians over-simplify). Unsupervised
methods are challenging to validate, given the lack of labels. In
our context, we performed a thorough series of experiments to
examine both the latent space and reconstructed data or phys-
iological labels, which allowed understanding the behavior of
the hierarchical model and demonstrated its better performance
for our task. GP-LVMs can also be designed for supervised
problems, meaning that our methodology could rather directly
be applied to such problems.

Ischemia-reperfusion mechanisms are complex and evolve
with follow-up. In this paper, we focused on a portion of
the imaging data used by clinicians to characterize these
patterns, namely LGE MRI segmentations, which reflect the
shape of lesions from perfusion-related images. Although
these segmentations were obtained by semi-automatic software
and carefully controlled by experts, expanding this work to
larger datasets would benefit from very recent developments in
deep learning-based segmentation of MI and MVO from LGE
images [45]], [46]]. A more complete characterization may also
incorporate image appearance (and not just segmentations),
and other imaging data related to myocardial tissue content
(T1 and T2 images) and deformation (CINE or DENSE
sequences), to be addressed in future work on larger cohorts
with longitudinal data available.
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