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Abstract:  

This study investigates the application of machine learning tools to predict sludge decantability in 

wastewater treatment. Machine learning covers all the methods used to design models from 

experimental data. Focusing on the activated sludge treatment process, we use five years of 

monitoring data from a large Wastewater Treatment Plant (WWTP). The aim is to develop models 

using automatic water quality monitoring data to estimate the quantities characterising the sludge's 

settling properties (SV30, Sludge Volume Index (SVI) and Filamentous Index (FI)). Indeed, 

measuring these properties presents a number of operational difficulties and financial constraints. 

Through the application of different pre-treatment methods, we develop two dynamic models based 

on Recurrent Neural Networks (RNN) that could provide estimates for a 100 days horizon with an 

uncertainty level similar to that of real measurements.  

1. INTRODUCTION 

To ensure the effective elimination of the domestic pollution, WWTPs are finely controlled, generally 

requiring control loops, supervision, online sensors, in addition to laboratory measurement campaigns 

(off-line), which take time to carry out. Challenges persist in terms of instrumentation, data 

acquisition and analysis. Issues as fouling and biofilm, ionic interference and corrosion have already 

been identified in the literature (Ching et al. 2021). Furthermore, the limited use of time series 

acquired throughout the treatment processes does not allow taking advantage of the current data 

massification (Newhart et al. 2019). In order to minimise equipment and maintenance costs, data-

driven soft-sensors are a relevant alternative. This approach uses readily available measurements (for 

example : T°, pH, flow, COD, etc.) to estimate output variables that are difficult to measure, using 

reduced knowledge models, neural networks or fuzzy logic (Corominas et al. 2018). Although this 

research topic has been studied to predict various parameters as BOD5 or E. Coli concentrations (Li 

and Zhang, 2020 ; Foschi et al. 2021), to our knowledge, no study has deployed this methodology 

in biological reactors to estimate sludge settlability ((SV30, Sludge Volume Index (SVI) and 

Filamentous Index (FI)), while it is one of the most limiting factors for the operation of large WWTPs. 

Sludge settling depends on many factors as operating conditions but also sludge characteristics 

(bioflocculation properties, expolymeric susbtances content and nature, microbial communities, etc.) 

and cannot be predicted empirically.  

We propose to apply two learning based models, the GRU (Gated Recurrent Unit) and the LSTM 

(Long Short-Term Memory) to estimate these two operating parameters. Both these models are 

variants of recurrent neural networks and in the literature obtain similar performances. While more 
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recent work in deep learning of time series is based on self-attention and transformers (Shaw et al. 

2018), we will opt for recurrent models as they allow to explicitly model the process dynamics in a 

latent space (Chung et al. 2014). 

2. DATA AND METHODOLOGY  

 

The global methodology is summarized in the Fig. 1 and is composed in three main parts : i) the 

data collection, ii) the data pre-processing and finally iii) the modelling including the training, test 

and validation steps. 

 

 
 

Figure 1. Study methodology : from data collection to prediction. 
 

o Data collection and pre-processing 

 

Data pre-processing is a fundamental step to ensure that data-driven models operate correctly and 

provide reliable predictions. A combination of techniques and expertise is used to address common 

issues such as missing values, outliers, errors, and inconsistencies while preparing the data for 

effective use in the learning process. In this work, the data originates from self-monitoring of a 

wastewater treatment plant with a capacity of around 900,000 p.e., five years of data were collected 

on three biological nutrient removal (BNR) lines (nitrification - denitrification). A total of 526 SVI 

and 283 FI measurements were selected, with inlet and outlet measurements daily for more than 1,800 

measurements over the five-years. On these data sest, various pre-processing methods were used in 

this work including normalisation, principal component analysis, Hotteling's T² test, using Taskesen's 

method (Taskesen et al. 2020). Gaussian process interpolation was used to consistently complete the 

time series (Rasmussen et al. 2006). 

 

o Model training, optimisation and validation 

 

For model training, the k-fold cross validation methodology proposed by Anguita et al. (Anguita et 

al. 2012) was used . The training set is divided into k blocks. The model is then trained k times, with 

k-1 blocks used for training and one block used to test the models. The neural network models are 

optimised by stochastic gradient descent using ADAM algorithm (Kingma et al. 2014). The use of 

ADAM leads to three hyper-parameters (epochs number or training length, the size of the batches 

and the learning rate) for which, the most relevant values will be optimized on a hold-out set. The 

calculated k-scores are averaged. Finally, mean absolute error (MAE) was evaluated as the average 

difference between the observations (true values) and model output (predictions). 
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3. RESULTS AND DISCUSSION 
 

o Data pre-processing  

 

The method of detecting extreme values using Hotteling's T2 with PCA enabled us to remove 122 

outliers from the influent dataset, 14 values from the aerated tanks and 27 values in the times series 

of WWTP effluent. Interpolation using a Gaussian process was used to obtain a large dataset for TSS, 

V30, sludge index and even filamentous index values. After interpolation, we obtained 5,876 points 

for the V30 and BVI and 4,878 for the filamentous index for the three basins combined. From the 

PCAs, we have determined the quared cosines of variables (Cos2), known as the quality of the 

representation of variables on an axis) and the percentage of variance explained by the principal 

components. Beyond PC_4, the components account for less than 4% of the variance in our data, and 

the cumulative figure is 80% at PC_5. Finally, the explanatory variables for decantation to be taken 

into account are TSS and VSS influent concentrations, and temperature with N-NO3 concentration in 

the effluent. 

 

o Data-driven modeling 

 

The models used (GRU and LSTM) are trained to generate estimates, considering both self-

monitoring measurements and the previous day's estimate. The chosen models are trained to forecast 

over a specific number of consecutive days, referred to as the prediction horizon. The RNNs models 

operate with hidden states that accumulate information, making it advisable to extend the number of 

initial days when the actual measurement is available. This period is referred to as the 'delay'. To 

evaluate the performance of the developed models in forecasting and determine the optimal required 

data quantity, the models are trained with varying memory horizons. Table 1 presents the main results 

in terms of MAE for different prediction horizons, highlighting the errors. 
 
Table 1: Comparison of MAE between GRU and LSTM for estimating IVB over different delays and prediction horizons. 

 
 Delay 

Horizon 
1  5  10  20 

GRU LSTM  GRU LSTM  GRU LSTM  GRU LSTM 

1 12,6 12,6  12,2 12,2  12,4 12,3  12,2 12 

5 15,1 15,6  15 14,9  15,2 15  15,4 15,3 

10 17,7 18,5  17,4 16,9  17,8 17,2  17,6 17,3 

20 20,8 20  19,6 19,1  19,9 19,1  20,3 18,3 

50 20,6 20,7  19,6 19,1  19,7 20  19,3 20,8 

100 23 23,3  22 21,4  21,4 22,5  20,5 20,9 

 

 

In terms of comparison, predictive capacities of both models are quite similar. The results obtained 

for prediction on a one-day horizon are comparable to the uncertainty of +/-10 mL/g of a real 

measurement. However, with a forecasting on horizon of up to 100 days, the average error is at most 

doubled. A memory of more than one day systematically outperforms a one-day delay. For a 

prediction horizon spanning 5 to 20 days, the findings suggest that, beyond a 5-day delay there is no 

significant decrease in MAE. Consequently, we can infer that the optimal MAE is achieved with a 

five-day delay. Indeed, five days of measurements are sufficient to identify the characteristics of the 

system for a short-term horizon. For a long-term horizon, the graphic representation allows us to see 

that it is in fact a decrease in error of up to 15 mL/g on the estimates for the first few days. However, 

even if the prediction error over a short horizon is small for a given delay, forecasting over a long 

horizon entails an accumulation of errors over time, necessitating a compromise. 
 



The IWA 2024 Conference on the Design, Operation and Economics of Large Wastewater Treatment Plants 

4. CONCLUSION AND PERSPECTIVES 

The GRU and LSTM have shown good capacity to model the dynamics of the system with average 

errors of 15 to 25 mL/g. Their hidden state should therefore contain all the information needed on the 

state of the system to predict its evolution and the quantities of interest. In our applications, a single 

MLP is used to decode the hidden state and provide all three estimated quantities (TSS, VSS, 

SV30/IVB). It might be interesting to test other implementations, for example using one MLP per 

variable to be estimated. In addition, the model could seek to predict all the variables measured in the 

basins and at their outlets. Another possibility would be to estimate the settleability variables at 

different treatment plants, which vary in size and conditions of use, to produce models with better 

generalisability. In this way, we hope to develop versatile models that can be used in wastewater 

treatment plants. Finally, a hybrid model combining mechanistic models (ASM type) and these data-

derived models would be an attractive development. This model can be then used to develop an 

observer for the estimation of non-measured states. 
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