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Abstract

Anxiety and depression may have serious disabling consequences for health, social,
and occupational outcomes for people who are unaware of their actual health status and/or
whose mental health symptoms remain undiagnosed by physicians. This article provides a
big picture of unrecognised anxiety and depressive troubles revealed by a low score on the
Mental Health Inventory-5 (MHI-5) with the help of machine learning methods using the
2012 French National Representative Health and Social Protection Survey (Enquête Santé
et Protection Sociale, ESPS) matched with yearly healthcare consumption data from the
French Sickness Fund. Compared to people with no latent symptoms who did not declare
any depression over the last 12 months, those with unrecognised anxiety or depression
were found to be older, more deprived, more socially disengaged, at a higher probability
of adverse working conditions, and with higher healthcare expenditures backed, to some
extent, by chronic conditions other than anxiety or mood disorder.
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“He walks, sleeps, eats, and drinks, like other folks, but that does not hinder him
from being very ill.”

Toinette, Act II, Scene 3, Molière, The imaginary invalid, 1673

1 Introduction

Research on mental disorders (anxiety and depression) in the general population has yielded
puzzling results. On the one hand, the main part of the literature focusing on this topic states
that these mental health troubles are largely unrecognised (under-reported by patients and/or
under-diagnosed by health professionals) in the general population (Falagas et al., 2007; Freel-
ing et al., 1985; Higgins, 1994; McQuaid et al., 1999; Sheehan, 2004). On the other hand, less fre-
quent but not less relevant works conclude that mental health problemsmay be over-diagnosed
to some extent (Aragonès et al., 2006; Klinkman et al., 1998). Underdiagnosis and overdiagno-
sis of anxiety and depressive disorders may lead to detrimental (absence of) care, resulting in a
serious mismatch between people who obviously need and those who receive antidepressant
drugs and/or anxiolytics (Mojtabai and Olfson, 2011; Druss et al., 2007; Jureidini and Tonkin,
2006; Van der Heyden et al., 2009). Overdiagnosis of anxiety and/or depression may undoubt-
edly result in unnecessary healthcare expenses (Eveleigh et al., 2014; Luppa et al., 2008), which
is beyond the scope of this article. In contrast, unrecognised anxiety-depressive disorders can
be fuelled, among other things, by specific social and occupational situations and have strong
adverse consequences on health (Falagas et al., 2007), healthcare consumption (Rost et al., 1998;
Sheehan, 2004) and occupation (Broadhead et al., 1990; Egede, 2007; Asami et al., 2014; Lim
et al., 2000; Simon et al., 2001; Hilton et al., 2010; Stewart et al., 2003). In this respect, the cited
literature widely documents the benefits of the diagnosis and treatment of mental health prob-
lems, including cost-benefit advantages from aworkplace perspective (Berndt et al., 1998; Rizzo
et al., 1996; Kessler et al., 1999; Beck et al., 2014). It scrutinises much less the hidden upshots
that their non-recognition may create regarding population health, quality of life, social en-
gagement, and participation in the labour force, whereas untreated and treated depression can
have serious consequences on absenteeism, presenteeism, and productivity losses (Melchior
et al., 2009; Koopmans et al., 2008).

The aim of this paper is to provide an overview of people suffering from unrecognised men-
tal disorders: anxiety and/or depression, i.e., unwell people who are unaware of their illness,
unlike Argan, Molière’s character, who readily imagines himself ill, and whom we will refer to
in the rest of the article as the imaginary healthy patients. The analysis relies on a subsample of
people aged 18 to 65 years, extracted from the French 2012 Comprehensive Health, Health Care
and Insurance Survey (Enquête Santé et Protection Sociale, ESPS), which provides information
about health and life outcomes of 23,047 community-dwelling people aged 15 and older. These
data are matched with the yearly individual healthcare consumption billings from the National
Health Insurance Fund. Descriptive statistics are first used to compare people who do not
spontaneously report mental disorders with those with low or high Mental Health Inventory-5
(MHI-5) scores. In addition, a machine learning approach based on various methods (random
forest, extreme gradient boosting, support vector machine, penalised logistic regression; see
Hastie et al. (2001) for an overview) is used to characterise unrecognised mental disorders and
identify discriminant variables associated with them. This approach is preferred over paramet-
ric estimation strategies due to the multiple endogeneity and multicollinearity issues present
in this cross-sectional design. These methods are well-designed when the outcome is a self-
reported health status that can be produced by complex nonlinear relationships and interaction
terms (Lamu and Olsen, 2016; Doupe et al., 2019). The contributions and interactions of such
factors are assessed using a model explainer method based on Shapley values. The implications
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of these ignored mental disorders are especially studied regarding concomitant health issues,
the existence of potential barriers to accessing care, the level and structure of healthcare con-
sumption, social and family (dis)engagement, working conditions, and quality of life at work.
Inconsistencies between the (absence of) mental disorders spontaneously self-reported by in-
dividuals and their actual anxiety and depression disorders may signal worrisome situations of
mental health needs that are not diagnosed by health professionals and/or recognised by the
respondents themselves. These disorders are eventually associated with, but not completely
reducible to, problems in access to care. Their solving may help improve the health status and
quality of life of people suffering from them.

The remainder of this article is organised as follows. Section 2 describes the population at
stake, data collection, and various statistical and machine-learning methods developed in this
study. Section 3 provides descriptive statistics, presents the results, and analyses the determi-
nants of self-reported depression, whether valid or contradictory with respect to MHI-5 scores.
Section 4 discusses the results. Section 5 concludes.

2 Materials and Methods

2.1 Study Design and Settings

The 2012 Health, Health Care, and Insurance Survey (Enquête sur la Santé et la Protection So-
ciale, ESPS) is a representative French cross-sectional survey conducted by the Institute for
Research and Information in Health Economics (Institut de Recherche et de Documentation en
Economie de la Santé, IRDES Paris) comprising 23,047 French residents aged 15 years and older
(participation rate: 66%) (see Herr et al. (2017) or Pierre and Jusot (2017) for the presentation
of the survey). Respondents were first interviewed either by telephone or face-to-face at home
regarding their health status, insurance, and access to healthcare services. Socioeconomic sta-
tus (SES) was documented using self-administered questionnaires.
The survey data, excluding individual healthcare consumption data, are available on the web-
site of the French National Archive of Data from Official Statistics (Archives de Données Issues
de la Statistique Publique, ADISP), and the data including individual healthcare consumption
are available on the website of the French Secure Data Access Center (Centre d’Accès Sécurisé
aux Données, CASD).
The survey was approved by the French National Commission for Data Protection and Liberties
(Commission Nationale Informatique et Libertés, CNIL), which monitors respect for liberties
and protection of individual data.

2.2 Data Collection

The data used in this study match the self-reported responses given by the individuals in
the ESPS survey to personal billings for healthcare consumption from the French National
Health Insurance records (Système National d’Information Interrégimes de l’Assurance Mal-
adie, SNIIR-AM).

Survey data. The 2012 French National Representative Health and Social Protection Survey
provides information on respondents’ socio-professional characteristics, either at the individ-
ual or household level: age, gender, occupation, professional status, social security status and
scheme, marital and family status, household income, net income per consumption unit, size of
the urban area, zoning in urban areas, and geographical region. Mental health-related quality
of life is assessed using the Mental Health Inventory (MHI-5) score, which is an internationally
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validated instrument issued from the Medical Outcome Study Short-Form 36 (SF-36) (Hoey-
mans et al., 2004; Rumpf et al., 2001; Thorsen et al., 2013). This score is computed using the
responses to five items measuring different aspects of the self-perception of mental burden
concerning nervousness, self-motivation, peacefulness, sadness, and happiness in the previous
four weeks (Ware et al., 2001).1 Using a supplementary binary item, respondents were also in-
vited to self-report the presence or absence of a depressive episode in the previous 12 months,
as well as any experience with other health-related conditions including asthma, bronchitis,
heart attack, artery disease, hypertension, stroke, osteoarthritis, low back pain, neck pain, di-
abetes, allergy, cirrhosis, and urinary incontinence. Working conditions are assessed using
nine items from the Job Content Questionnaire (Karasek, 1985; Karasek et al., 1998). With four
response choices (always, often, sometimes, and never), these items capture information about
autonomy, skill use, psychological demand, social support, and physical demand. Finally, so-
cial conditions are monitored through participation in group projects and the frequency of
social interactions.

Healthcare consumption billings from the French health insurance records. These
data provide measures of actual ambulatory healthcare consumption (inpatient hospital stays
were excluded): number of medical visits, healthcare expenses, reimbursements, co-payments,
extra fees, and deductible fees in different medical fields (general practitioners, specialists,
pharmacists, physiotherapists, nurses, dentists, equipment, transport, optics, prostheses, and
emergencies with or without hospitalisation).

Sunlight data. The literature reports negative correlations betweenmental health status and
the duration of sunlight exposure (Kent et al. 2009; Wang et al. 2019; Kim et al. 2021). To cap-
ture this effect in our analysis, we use monthly sunlight records from Météo–France’s public
data service.2 The observations are provided by geolocated stations. We retain only stations
for which data are consistently available over several years, from 1990 to 2019, to exclude sta-
tions that could be ephemeral and thus introduce noise into the data. In total, 57 stations are
used. To match monthly meteorological observations given at the scale of weather stations
with survey data, where the finest geographical indication is the region and the interview year
is 2012, meteorological data must be aggregated to obtain the climate data. Initially, we in-
terpolated sunlight values on a 5◦ × 5◦ grid covering metropolitan France using kriging. The
resulting data represent the average monthly sunlight exposure values. The grid was created
using the GEOFLA database provided by the Institut National de l’Information Géographique
et Forestière.3 Given that the self-assessment question regarding depression concerns the pre-
vious year at the time of the interview, we aggregate the interpolated monthly values from the
2012 grid by administrative region.

1The five questions the MHI-5 score is based on are: ’How much of the time in the previous four weeks…have
you been a very nervous person?’, ’…have you felt so down in the dumps that nothing could cheer you up?’, ’…have
you felt calm and peaceful?’, ’…have you felt downhearted and blue?’, ’…have you been a happy person?’, each
admitting one of the six answers: ’all of the time’, ’most of the time’, ’a good bit of the time’, ’some of the time’, ’a
little of the time’, ’none of the time’. The value scale applied to the answers to the positively (respectively negatively)
formulated questions is: 5, 4, 3, 2, 1 and 0 (respectively 0, 1, 2, 3, 4 and 5).
The individual MHI-5 score is computed by adding the five value scales, the sum of which is multiplied by 4, so that
the MHI-5 score ranges from 0 (poorest mental health) to 100 (best mental health).

2The weather data are freely accessible at: https://donneespubliques.meteofrance.fr/?fond=produit
&id_produit=115&id_rubrique=38.

3The GEOFLA database can be accessed freely at: https://www.data.gouv.fr/en/datasets/geofla-r/.
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2.3 Statistical Analysis

Descriptive statistics are first computed for the entire study sample, the sample of people who
self-report depression and those who do not. Individuals are then discriminated according to
their computed MHI-5 score depending on whether it is below or above the first quartile (Q1)
of the score distribution. This leads to a 4-class representation of the respondents:

• DQ1− : Individuals who self-report depression, with an MHI-5 score below Q1.

• DQ1+ : Individuals who self-report depression, with an MHI-5 score above Q1.

• DQ1− : Individuals who self-report no depression, with an MHI-5 score below Q1, (i.e.,
those we call the imaginary healthy patients).

• DQ1+ : Individuals who self-report no depression, with an MHI-5 score above Q1.

Of these four classes, the focus is on the last two. Thus, the sample is restricted to those
who reported to have not experienced a depressive episode within the previous twelve months.
There are two reasons for this choice. First, this study focuses on people with unrecognised
mental disorders, including depression. Second, the number of observations in the initial sam-
ple of individuals in the first two categories is very low, particularly for those with an MHI-5
score above the first quartile.

The following characteristics are compared between the last two groups: (1) the scores of
MHI-5, age, household income, number of medical visits, healthcare expenses and extra fees
using mean comparison tests with ANOVA; (2) gender, occupation, professional status, marital
status, household type, social security status and scheme, insurance coverage, and geographical
region using χ2-test; and (3) income class, size of urban area and urban area zoning using the
Kruskal-Wallis rank sum test.

2.4 Classification

Among those who did not self-report depression, the question of discriminating individuals
with a low MHI-5 score (DQ1− individuals) and individuals with a high MHI-5 score (DQ1+

individuals) is addressed as a supervised binary classification problem. We train four types
of algorithms to classify individuals into their respective groups. Specifically, we employ
three popular machine learning algorithms: two ensemble methods—Random Forests (RF) and
Extreme Gradient Boosting (XGBoost)—and a Support Vector Machine (SVM).4 Additionally,
we consider a fourth model, a regularisation method known as Penalised Logistic Regression.
The objective is to effectively discriminate between the two groups of individuals (imaginary
healthy patients and healthy patients) using these widely recognised algorithms.

To train the classifiers, we adopt the following methodology. The sample of individuals
reporting no depressive episodes in the past twelve months is split into a training set com-
prising 80% of the observations and a test set comprising the remaining 20%. The models are
trained on the training sample, and their predictive performances are evaluated on the test
sample. To select the hyperparameters for the models, we use grid search and repeated k-fold
cross-validation (5 folds, 10 repetitions).

One of the main interests of the classification in this study is to predict unrecognised anx-
iety and/or depressive disorders (individuals in the DQ1− group). In doing so, we must pay
attention to the measure of sensitivity (or the true-positive rate, when defining the imaginary
healthy as the positive class). The choice of hyperparameters is made to optimise sensitivity,

4More details on the algorithms are provided in Appendix B.1.
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in order to maximise the detection of individuals with potential unrecognised mental health
disorders.

2.5 Interpretation of Scores

To explain the model predictions, we used Shapley additive explanation (SHAP) values (Lund-
berg and Lee, 2017). SHAP values are a concept inherited from game theory (Hart, 1989), and
were initially used to assess the individual contribution of an agent when considering different
agents’ coalitions in a cooperative game. In other words, they represent the marginal con-
tribution of an agent where all coalitions have been considered. When applied to predictive
machine learning methods such as classification tasks, this method can be used to evaluate the
marginal importance of a variable when predicting an outcome. Although tree-based methods
already have an embedded method to evaluate the importance of individual variables reflect-
ing their discriminating power to distinguish between several classes of individuals (Breiman,
2001), SHAP values offer multiple advantages. First, they are calculated for each individual ob-
servation, instead of representing an average on the entire sample. Second, they are applicable
to all predictive methods. Third, unlike variable importance measures, variable contributions
can be interpreted as negative or positive depending on their impact on the probability of an
individual belonging to a given class. The typical SHAP value for an individual variable {i} in
a set of variables F is defined as follows:

ϕi =
∑

S⊆F\{i}

|S|!(|F | − |S| − 1)!

|F |!
(
fS∪{i}(xS∪{i})− fS(xS)

)
, (1)

where fS (respectively fS∪{i}) is the prediction function corresponding to themodel trained
using the variables contained in the subset S (respectively S ∪{i}). Similarly, xS (respectively
xS∪{i}) represents the observation of the values of variables contained in subset S (respectively
S∪{i}). Thus, the value ϕi ∈ R is a weighted average of the marginal contributions of variable
{i} calculated when adding this variable to a model trained with a given subset of variables S.

There are different strategies for estimating SHAP values. Kernel SHAP (Lundberg and
Lee, 2017) is an extension of LIME (Ribeiro et al., 2016). LIME is an additive feature attribution
method that locally approximates an output f(x) based on a single input x, using an explana-
tion model g, defined as follows:

g(z′) = ϕ0 +
M∑
i=1

ϕiz
′
i, (2)

whereM is the number of variables, and g(z′) ≈ f(hx(z
′))whenever z′ ≈ x′. Here, hx is a

mapping function that converts a binary vector into the original input space. Thus, x′ refers to
a simplified version of input x with x = hx(x

′). The SHAP values, denoted ϕi, i ∈ {1, ...,M},
represent the parameters of the explanation model g and are jointly estimated using the Kernel
SHAP method by minimising the following objective function:

ξ = argmin
g∈G

L(f, g, πx′) (3)

= argmin
g∈G

∑
z′∈Z

[
f(hx(z

′))− g(z′)
]2

πx′(z′), (4)

where πx′ is a local kernel defined as follows:

πx′(z′) =
M − 1(

M

| z′ |

)
| z′ |

(
M− | z′ |

) (5)
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In this paper, the SHAP values are computed for the tree-based methods using the Tree-
SHAP method (Molnar, 2018). TreeSHAP is a more recent variant of SHAP adapted for tree-
based methods. Unlike Kernel SHAP, which assumes that variables are independent, Tree-
SHAP uses the conditional expectation of the prediction instead. Although TreeSHAP is com-
putationally less costly (it computes in polynomial time instead of exponential), it is known
for producing unintuitive feature attributions, particularly in the case of correlated variables
(Sundararajan and Najmi, 2020; Janzing et al., 2020). In the end, we decided to use this method
due to its fast computation time, fully aware that independence between variables may not be
guaranteed.

Once the SHAP values are estimated for each observation, we focus on respondents clas-
sified by the model as imaginary healthy patients. We investigate the existence of groups of
individuals by performing clustering on the SHAP values of variables whose contributions, as
indicated by the SHAP values, are relatively large. To identify the variables with substantial
SHAP values, we adopt the following approach. First, we compute the mean SHAP value for
each variable. Subsequently, the overall mean of the individual averages is calculated. Variables
are retained for clustering if their average SHAP value exceeds the overall mean. We group
the individuals using hierarchical clustering and use the Euclidean distance of the SHAP values
as the dissimilarity measure. The number of clusters K is determined based on the silhouette
score (Rousseeuw, 1987). We proceed as follows. First, we perform bootstrap re-sampling
(1,000 runs) of the subset of data concerning individuals predicted DQ1− by the model. For
each re-sample, we perform clustering and then calculate the silhouette score for a number of
K-group partitions ranging from two to eight groups. We then calculate the average of the sil-
houette scores over all 1,000 runs for each value ofK and select the value ofK that maximises
the score.

3 Results

This paper focuses on the mismatch that may occur between the absence of depression and/or
anxiety self-reported by individuals and their actual mental health status objectified by their
MHI-5 score. This section presents the findings of the study, starting with a detailed description
of the characteristics of the individuals in the observed sample. The results of the estimation
using the classifiers are then presented. Finally, an interpretation of the predictions of the best
classifier using the SHAP values is provided.

3.1 Study Sample and Population Characteristics

Matching the data sources presented in Section 2 results in a sample of 18, 561 individuals.5 The
whole sample is separated into three categories: individuals who reported having experienced
a depressive episode in the past twelve months (705), those who reported not (11, 860), and
those for whom the information is not provided (5, 996). The mean MHI-5 score is 41.2, 70.7,
and 70.1, respectively. A broader picture of MHI-5 scores is shown in Figure 1.

Interestingly, the distribution of MHI-5 scores for individuals for whom the response to
the question regarding possible depression in the past twelve months is unknown is very sim-
ilar to that of individuals who reported no depressive episodes in the past year.6 In contrast,
the distribution of individuals who reported depression within the same time frame is clearly

5It should be noted, however, that the estimation relies on fewer observations, as explained in the current section.
6Comparisons between respondents who did not report mental health issues and those who did not document

this point are given in Table A7 in the Appendix.
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Figure 1. Density of MHI-5 Scores According to Self-reported Depression Status.

Depression

No Depression

No answer

0.00

0.01

0.02

0.03

0 25 50 75 100
Mental Health Inventory score (MHI-5)

Notes: The vertical dashed line represents the first quartile of the distribution when all individuals were considered, regardless of
their self-reported depression status (MHI-5 score = 60).

distinguishable from the other two. The MHI-5 scores of the respondents in this category is
concentrated towards significantly lower values.

Thereafter, we focus only on respondents who reported not having experienced a depres-
sive episode within the past twelve months. Based on their MHI-5 scores, we establish two
groups: imaginary healthy patients, that is, those with a low MHI-5 score (denoted DQ1− ),
and others (denoted DQ1+ ). Therefore, it is necessary to select a cut-off point to establish
these two groups. Figure 2 shows how the choice of this cut-off value affects the proportion of
individuals designated as imaginary healthy patients.

Figure 2. Proportion of People with unrecognised Anxiety and/or Depressive Disorders
(Imaginary Healthy Patients) Depending on the Value of the Cut-off Used for the MHI-5 Score.

Cut-off (Q1)

0.00

0.25

0.50

0.75

1.00

0 25 50 75 100
MHI-5 score

Notes: The MHI-5 score is used to classify individuals as either healthy or not with regard to depression and/or anxiety. This
classification depends on the cut-off value used for the MHI-5. This graph shows how the proportion of people with unrecognised
anxiety and/or depressive disorders, that is, individuals who self-reported as not depressed while considered anxious and/or
depressed according to the MHI-5 score, varies according to the cut-off. The vertical dashed line represents the first quartile of
the distribution when all individuals are considered regardless of their self-reported depression status, that is, the cut-off value
used in the present analysis.

Notably, there is no consensus in the literature regarding the selected values for the cut-
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off, as reported by Kelly et al. (2008). While some conservative values can be found (see, e.g.,
Kroenke et al., 2005 who opt for 52, or Rist et al., 2013 and Whang et al., 2009 who use 53),
much higher values can be encountered (for example Hoeymans et al., 2004 pick a value of 74).
Rumpf et al. (2001) recommend using a cut-off value ranging from 60 to 70 to diagnose mood
and anxiety disorders, respectively. The vertical dashed line in Figure 2 corresponds to the
value we used, 60, that is, the first quartile of the distribution of MHI-5 scores over the whole
sample. This corresponds to the definition used by Yamazaki et al. (2005) for moderate and
severe depressive symptoms. This value also roughly corresponds to that which maximises
Youden’s J-statistic, as in Kelly et al. (2008). The proportion of imaginary healthy patients
among those who report that they have not experienced depression during the previous year
is 28.5% in the whole sample.

Table 1 shows the size of each sub-population defined by the intersection of self-reported
depression status and MHI-5 scores.7

Table 1. Size of Groups of Individuals According to their MHI-5 Score and Self-reported
Depression Status.

Self-reported status
Depression No Depression Total

MHI-5 ≤ Q1 572 (4.8%) 3,193 (26.9%) 3,765 (31.7%)
MHI-5 > Q1 101 (0.9%) 8,006 (67.5%) 8,107 (68.2%)

Total 673 (5.6%) 11,199 (94.3%) 11,872 (100%)

Notes: This table shows the number of individuals in each subpopulation based on self-reported depression status and evaluated
MHI-5 score. The MHI-5 scores range from 0 to 100, with a score of 100 representing optimal mental health. Q1 represents the
first quartile of the MHI-5 score distribution for all the respondents. The value of Q1 is 60.

Most respondents (94.3%) reported that they had not experienced a depressive episode in
the past 12 months. Among them, 3, 193 of 11, 199 (28.5%) have an MHI-5 score defined as
low in this article.

The final sample contains 5, 293 individuals, which corresponds to observations with no
missing values for any of the characteristics considered, as explained in Subsection 2.2.8 Among
them, 1, 597 (30.2%) have a MHI-5 score equal to or less than 60 and are labelled as imaginary
healthy patients. Half of the participants are women, and the mean age is 48.7 ± 18.6 years.
The descriptive statistics of these individuals are presented in Tables A1–A6 in the appendix.

Among the respondents who did not report any depression, women are significantly over-
represented in the subsample of imaginary healthy patients (Table A1). There is a significant
difference in the mean age between imaginary healthy patients (50.0 ± 18.3 years old) and
respondents with MHI-5 scores higher than 60 (48.1± 18.7 years old). Incidentally, imaginary
healthy patients reported poorer health status (16.0% with bad or very bad health compared to
2.4% for respondents with MHI-5 scores higher than 60). They also reported long-term condi-
tions more often, either self-declared or documented in the Health Insurance registers (SNIIR-
AM billings). The proportion of administrative and sales employees is higher in the subsample
of imaginary healthy patients. There are significant differences in the Health Insurance scheme
(e.g., a higher proportion of individuals covered by the basic Universal Health Coverage among
imaginary healthy people) and in the way respondents access Health Insurance benefits (with
a greater proportion of people insured by their own among the imaginary healthy patients).

7For 6, 188 individuals among the 18, 561 aged 15 or older, the MHI-5 score cannot be computed because of
missing values. In addition, 501 people did not answer questions regarding depression. Removing all of these
individuals leads to 11, 872 respondents.

8More details on the sample selection are provided in Appendix A.
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In addition, imaginary healthy patients live as couples less often. With regard to the binary
variables indicating the self-declaration of other diseases, we observe significant differences in
proportions between the two groups, the proportion of individuals who self-declare the pres-
ence of each disease (except cirrhosis) is significantly greater among the imaginary healthy
patients.

Regardless of whether defined at the household or individual level, the income of imaginary
healthy patients is significantly lower than that of respondents with MHI-5 scores higher than
60 (Table A2). There is a significant difference in household size, with smaller households
among imaginary healthy patients.

Regarding healthcare billings from the National Health Insurance, imaginary healthy pa-
tients appear to be much bigger healthcare consumers than their counterparts with MHI-5
scores higher than 60 in all healthcare categories, except dentistry and optics (Table A3). Their
total expenses are higher, as are those reimbursed by National Health Insurance. The gaps are
much less consistent with regard to co-payments and extra fees. The variations in deductibles
can be seen as indicators of differences in the healthcare services used by respondents. In
the French context, all patients, except those with chronic conditions, are required to pay de-
ductibles each time they visit a doctor, receive prescribed medications, use nursing care, or
benefit from health transport. The last two rows in Table A3 reveal that, on average, imagi-
nary healthy patients referredmore often to general practitioners and specialists. They declared
more often to renounce to healthcare provided by general practitioners or dentists because the
healthcare was too distant or the appointments were too long to get (Table A4).

For respondents concernedwith this issue, the big picture from theworkplace is unambigu-
ously worse for imaginary healthy patients (Table A5). Compared to their counterparts with
MHI-5 scores higher than 60, imaginary healthy patients reported more often having to hurry
to do their job, having little freedom, carrying heavy loads, being exposed to painful postures
or to harmful or toxic products. They are also less likely to learn new things from their jobs
or find help from colleagues when carrying out tasks. Finally, imaginary healthy people more
often declared that their work required night shifts or repetitive tasks under time constraints.

Finally, social participation and interactions (participation in group activities, meetings
with friends, neighbours, people within organisations, colleagues outside the workplace, or
distant relatives) appear to be more restricted among imaginary healthy patients (Table A6).
There are also significant differences in social backgrounds when looking at mothers’ and fa-
thers’ levels of education, especially at both ends of the distributions.

3.2 Classification

Four types of models—RF, XGBoost, SVM, and penalised logistic regression—are estimated to
classify respondents reporting no depressive episodes in the last twelve months into two cate-
gories: DQ1− , individuals with a lowMHI-5 score (i.e., imaginary healthy patients), andDQ1+ ,
those with highMHI-5 scores. As explained in Section 2, the estimation is performed on a train-
ing sample comprising 80% of the data (4, 235 observations and 91 explanatory variables). The
values of the hyperparameters of each model obtained by repeated k-fold cross validation are
reported in Table B8.

The predictive performances of the models for both training and validation samples are
presented in Table 2.

The model offering the best performance in terms of sensitivity (i.e., its ability to detect,
among individuals defined as imaginary healthy, those who truly are) measured on data not
used to train the model is undoubtedly XGBoost. The sensitivity, nearly twice as high as that of
the other algorithms, is 69%. However, the overall capabilities of this model are inferior to the
others. The accuracy on the test sample, 66.7%, is relatively lower than for the other models.
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Table 2. Performances of the Classifiers.

Accuracy Sensitivity Specificity ROC-AUC
Method Train Test Train Test Train Test Train Test
RF 0.812 0.726 0.383 0.144 0.997 0.977 0.96 0.72
XGBoost 0.676 0.667 0.666 0.690 0.680 0.658 0.74 0.71
SVM 0.780 0.721 0.348 0.226 0.967 0.935 0.86 0.72
Pen. Log. Reg. 0.740 0.749 0.276 0.301 0.941 0.942 0.75 0.73

Note: RF stands for Random Forest, XGBoost for Extreme Gradient Boosting, SVM for Support Vector Machine, and glmnet for
Penalised Logistic Regression.

On the other hand, the predictive capabilities of XGBoost on the test sample are very similar
to those obtained on the training sample, indicating a superior generalisation ability compared
to the other models.

3.3 Interpretation with SHAP Values

In this section, we focus on the predictions made by the model offering the best performance
in terms of sensitivity, XGBoost. Among the 91 explanatory variables, not all had the same
relative importance in forming the score used by the model to classify observations in the
target classDQ1− (imaginary healthy). As the number of variables is high, we focus on the top
10 in terms of absolute SHAP value (Figure 3). First, the income effect appears to be the most
important factor. Among the other ranked features, four are health-related: reimbursement in
general practice and pharmacy, having had low back pain or neck pain over the past year. The
other features are employment-related—such as having to hurry to do one’s job or having very
little freedom in one’s job, related to social life—such as the frequency of meeting with people
in organisations, or concern personal characteristics like age and gender.910

The absolute SHAP values, as shown in Figure 3, indicate nothing about the direction of
the effects of the variables on the score used to classify an individual as imaginary healthy by
the model. To do so, the signs of the SHAP values must be considered. This is proposed in
Figure 4, where the effects of the main variables on the classification score for each individ-
ual according to the level of all their characteristics, are depicted. Each point represents the
estimated SHAP value for each variable for each respondent. When this value is negative, the
level of the variable reduces the probability of being classified as an imaginary healthy patient
by the model. Conversely, when the SHAP value is positive, the level of the variable increases
that probability. For continuous variables, an indication of the relative level of each individ-
ual variable is provided through the colour of the point representing the individual. The light
grey points denote low variable values whereas black points denote high variable values. For
categorical variables, the grey scale of the points varies only for ordered categorical variables.
The same colour code (light gray to black) is used.

Having a net income in the lowest deciles of the distribution positively affects the probabil-
ity of being classified as DQ1− (Figure 4(a)). Additionally, reporting no interaction with work

9The variable indicating the average monthly duration of sunlight ranks 28th.
10Very similar results are found with the SHAP values estimated from the predictions made by the random forest.

In fact, many of the top 10 variables identified with XGBoost also appear in the top 10 obtained with RF. Notably,
age, gender, frequency meeting with people in organizations and freedom at work, which are in the top 10 for
XGBoost, are not in the top 10 for RF. Conversely, the number of medical sessions, the deductible in pharmacy and
the fact that individuals have given up a medical appointment because of the length of time it takes to obtain one,
or have given up on dental care, which are in the top 10 for RF, do not appear in the top 10 for XGBoost. These
detailed results can be found in the online replication ebook.
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Figure 3. Variable Importance of the XGBoost Classifier According to SHAP Values.
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colleagues (Figure 4(g)) also positively affects the probability of being classified asDQ1− . These
findings are consistent with the literature. A modest socio-economic status (Pena-Gralle et al.,
2023), as well as a tenuous job (Asami et al., 2014), have been found to be more often associated
with latent mental health problems, including depressive and anxiety disorders. Conversely,
lower values for reimbursements and deductions in general practice and pharmacy (Figure 4(b),
Figure 4(e)) negatively impact the probability of being classified asDQ1− . The healthcare con-
sumer profile of the imaginary healthy identified in this article is fairly similar to that identified
by other articles in the literature (Williams et al., 2017). Older age and being male (Figure 4(c)
and Figure 4(h)) negatively affect the probability of being classified as DQ1− . Finally, hav-
ing experienced lower back pain (Figure 4(d)) or neck pain (Figure 4(f)) in the past 12 months
increases the likelihood that the model classifies individuals as DQ1− .

The SHAP values were estimated for each observation. Therefore, it is possible to decom-
pose the contribution of each variable on an individual basis and graphically represent these
contributions, as suggested by Lundberg et al. (2018).11 We illustrate this with two exam-
ples: one where the score associated with classification by the XGBoost model as an imaginary
healthy patient is low (first individual) and another where this score is high (second individual).
We focus on the variables that most contributed, for each respective individual, to the deviation
of their score from the reference score, which is the average of the scores in the sample used
by TreeSHAP.The most important variable values for these individuals are reported in Table 3.
The associated SHAP values are listed in order of importance in the top graph of Figure 5 for
the first individual and the bottom graph for the second individual.

The score returned by the XGBoost model for the first individual is ŷ = 0.217, which is
lower than the average score in the training sample (¯̂y = 0.476). The high value of net income
per consumption unit (€2,400) is, according to the SHAP value, the most important factor ex-
plaining why the probability of being classified as imaginary healthy by the model is lower
than the average prediction value. The individual’s age (63 years), reimbursements of gen-
eral practitioner visits (€60.4), gender (male), frequent social interactions, absence of low back
pain and neck pain, most of which are below the average values in the training sample, con-

11We adapted the R codes of Pablo Casas and Yang Liu available on Github: https://github.com/pablo14/shap-
values and https://github.com/liuyanguu/SHAPforxgboost, respectively. Our code is available in the replication
ebook.
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Figure 4. Impact of Variables on the Probability of Being Classified as an Imaginary Healthy
Patient.
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Note: The plots are ordered by variable importance with respect to average absolute SHAP values. Each dot represents a single
individual. For points with a negative abscissa, the variable of interest had a downward effect on the probability of being classified
as an imaginary healthy patient (DQ1− ). For quantitative variables, the colour of the points depends on the level of the variable
of interest, ranging from light grey (low values) to black (high values). For the net income per consumption unit variable, the
grey scale ranges according to the empirical quantiles of the variable.

tribute to lowering the probability of the model predicting the individual as imaginary healthy.
Conversely, the amounts for pharmacy reimbursement (€396), which is higher than the sam-
ple average, prevent the probability from decreasing further. For the second individual, the
high amounts for pharmacy reimbursement (€1,813.33) and general practitioner reimburse-
ment (€206.20), along with the low income per consumption unit (€900), are the three main
factors explaining why the score returned by the model, ŷ = 0.714, is higher than the average
score. The advanced age (79 years) and the absence of low back pain reduces the probability of
the model classifying the second individual as imaginary healthy. Unlike the first individual,
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the gender variable contributes to increasing the score. For the second individual, the fact of
never meeting other people in organisations, contrary to what might be expected, decreases
the probability of being classified as an imaginary healthy patient.

Table 3. Characteristics for the Most Important Variables for Two Individuals According to
their SHAP Values.

Variable First Individual Second Individual Train Set
(ŷ = 0.217) (ŷ = 0.714) Average

Value In top 10 Value In top 10 Value

Net Income per Cons. Unit 2,400 ✓ 900 ✓ 1,610.26
Age 63 ✓ 79 ✓ 48.56
Reimbursement General Practitioner 60.4 ✓ 206.2 ✓ 87.52
Gender = Male 1 ✓ 0 ✓ 0.48
Freq. Meet. w/ People in Org.: At least once a week 1 ✓ 0 0.17
Freq. Meet. w/ People in Org.: Never 0 ✓ 0 ✓ 0.51
Low Back Pain = Yes 0 ✓ 0 ✓ 0.2
Participation in Group Activities: No 0 ✓ 1 0.63
Neck Pain: Yes 0 ✓ 0 0.15
Reimbursement Pharmacy 396.26 ✓ 1,818.33 ✓ 364.21
Long-term condition (Self-declared): No 1 0 ✓ 0.81
No. Medical Sessions General Pract. 4 10 ✓ 4.64
Waiver Appointment Delay Too Long: No 1 0 ✓ 0.68

Note: The predicted score by the XGBoost model is ŷ = 0.217 for the first individual and ŷ = 0.747 for the second. The average
score in the reference sample is ¯̂y = 0.476. The column ”Value” indicates the value of the individual’s characteristics, while the
column ”In top 10” shows whether each variable is among the top 10 most important variables in explaining the deviation of the
individual’s score from the average score of the reference sample. The last column gives the average value of the variables in the
reference set used by TreeSHAP, i.e., the train set.

Rather than looking at this type of results for each observation in the dataset, it is possible,
as explained in Lundberg et al. (2018), to stack the contributions of each individual vertically
and place the individual contributions on a horizontal axis to produce what the authors call a
‘force plot.’ We rely on this type of representation and focus exclusively on individuals pre-
dicted as imaginary healthy (DQ1− ) by the XGBoost classifier. Only the contributions of the
most important variables for each individual are reported,12 the effects of the other variables
being summed and labelled as ”Other.” The observations are ordered based on similarities in
their SHAP values. These similarities were obtained from ascending hierarchical classification.
According to the silhouette score (Section 2), three profiles emerge among individuals classified
DQ1− . Figure 6 shows the details of these profiles in terms of the average SHAP values of each
variable observed in each cluster.13 Table 4 complements the figure and shows the means and
standard deviations of the top 10 variables for each cluster as well as for the set of individuals
predicted as imaginary healthy and for the entire sample.

The first cluster, comprising 626 individuals with a 48.9% true positive rate, is character-
ized by elderly individuals (mean age 66 years) with substantial healthcare consumption. The
probability of being classified as imaginary healthy in this group is primarily driven by lower
income levels (€1, 194± 687 compared to the sample average of €1, 610± 1008) and advanced
age. However, a notable counterbalancing factor emerges: pharmaceutical consumption. Sub-
stantial pharmaceutical expenditures (€1, 795±3322 versus €361±1, 432 in the overall sample)
significantly decrease the likelihood of being classified as imaginary healthy. The second and

12These are the eleven variables with the highest average absolute SHAP values for this subset of individuals
predicted as DQ1− . The number of variables defining the top is chosen such that it corresponds to a group of
variables with similar average absolute SHAP values. Beyond the eleventh variable, the average absolute SHAP
values become less significant.

13Refer to the online ebook, Chapter 8, for individual-level representations.

14



Ba, Gallic, Michel, Paraponaris

Figure 5. Decomposition of the Contribution of the Most Influential Variables to the
Prediction Deviation of Being Classified as an Imaginary Healthy Patient from the Baseline
Value.
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Note:The baseline value corresponds to the average probability of being classified by the preferred model as an imaginary healthy
patient, (DQ1− ) in the dataset.

largest cluster (n = 1, 077) presents a more complex interplay of predictive factors, with a 48%
true positive rate. Several characteristics positively influence the classification as imaginary
healthy: the pharmaceutical and general practitioner reimbursements (€131 ± 120 compared
to €89 ± 113 in the sample average), higher income levels (€1, 641 ± 691), and the general
absence of long-term conditions (79% report none). Conversely, the age profile (mean 49± 16
years) emerges as a negative predictor of imaginary health classification. The third cluster
(n = 566), showing a lower true positive rate of 43.8%, reveals particularly interesting deter-
minants of imaginary health classification. Interestingly, the absence of reported neck pain
or low back pain increases the likelihood of being classified as imaginary healthy, with 75.6%
reporting no low back pain and 86.9% reporting no neck pain. The moderate general practi-
tioner reimbursement levels (€86± 109) also positively influence this classification. However,
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Figure 6. Decomposition of the Effect of the Most Important Variables on the Probability of
Being Predicted as an Imaginary Healthy Patient for Individuals Predicted as Such.
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the low level of income (€643± 192) substantially decreases the probability of being classified
as imaginary healthy. Lastly, this cluster is characterized by high social isolation (66.8% report
no organizational participation).

Table 4. Average Person in Each Cluster and in the Samples.

Cluster 1 Cluster 2 Cluster 3 Pred. Imaginary Pred. Healthy Entire Sample
n = 626 n = 1, 077 n = 566 n = 2, 269 n = 3, 024 n = 5, 293

Imaginary healthy 306(48.9%) 517(48.0%) 248(43.8%) 1071(47.2%) 526(17.4%) 1597(30.2%)
Accuracy 48.9% 48.0% 43.8% 47.2% 82.6% 67.4%

Net Income per Cons. Unit 1193.67 (687.48) 1640.95 (691.14) 643.45 (192.42) 1268.72 (728.7) 1865.21 (1108.24) 1609.51 (1008.13)
Reimbursement GP 228.85 (169.81) 131.15 (119.72) 85.79 (108.71) 146.79 (143.51) 46.41 (48.95) 89.44 (112.53)
Age 66.15 (15.23) 49.29 (16.48) 38.39 (12.82) 51.22 (18.39) 46.8 (18.49) 48.7 (18.58)
Low Back Pain No (81.6%) No (50.3%) No (75.6%) No (65.3%) No (90.4%) No (79.6%)
Reimbursement Pharmacy 1794.9 (3321.96) 306.26 (669.55) 99.92 (178.35) 665.5 (1937.75) 133.41 (805.81) 361.5 (1431.61)
Neck Pain No (88%) No (57.9%) No (86.9%) No (73.5%) No (94.3%) No (85.4%)
Freq. Meet. w/ People in Org. Never (64.2%) Never (59.4%) Never (66.8%) Never (62.6%) Never (42.9%) Never (51.3%)
Gender Female (51%) Female (71.7%) Female (62.9%) Female (63.8%) Male (56.4%) Female (52.2%)
Have to Hurry to Do Job No answer (85.8%) No answer (37.5%) No answer (71.6%) No answer (59.3%) No answer (46.2%) No answer (51.8%)
Very Little Freedom to Do Job No answer (85.9%) No answer (37.8%) No answer (72.1%) No answer (59.6%) No answer (46.4%) No answer (52.1%)
Allergy No (86.7%) No (69.5%) No (83.9%) No (77.8%) No (91.1%) No (85.4%)
Waiver GP No (81%) No (85.1%) No (64%) No (78.7%) No (74%) No (76%)
Long-term condition (Self-declared) Yes (74.1%) No (79.4%) No (89.9%) No (67.2%) No (90.5%) No (80.5%)

Notes: This table shows the representative person in each of the three clusters in the set of individuals predicted as imaginary healthy, in the set of individuals predicted as
healthy, and in the entire sample. For numerical variables, the within-cluster means are reported (with standard errors between brackets), whereas for categorical variables,
the within-cluster mode is provided (the proportions are given in brackets). The first rows of the table give the number of imaginary healthy and the corresponding proportion
in each sample, and the accuracy of the XBG model in that sample. GP stands for general practitioners.

4 Discussion

In this article, we portrayed the imaginary healthy patients using tree-based methods. Imagi-
nary healthy patients were defined as those who did not report spontaneously having or having
had recent mental health problems but whose MHI-5 scores were very poor. These methods
have been preferred over more classical parametric estimations because of the tricky issue of
multiple potential endogeneity between our outcome variable (non-diagnosed or non-reported
mental health trouble) and several associated variables that can be explanatory to, as well as
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explained by, the outcome variable (occupation, marital status, long-term condition, income,
occupational position, working conditions, healthcare expenditures, social participation, and
interactions) in a cross-sectional design that makes it difficult to identify any causal relation-
ship. In this regard, our results provide evidence of significant characteristics associated with
imaginary healthy patients, taking into account the potential interactions between character-
istics and nonlinearity.

A big picture of imaginary healthy patients identifies respondents whose health status is
poorer than that of their counterparts who appears to correctly assess their mental health sta-
tus. This poorer health status seems to be supported by self-assessed health status and chronic
conditions, objectivised by healthcare consumption billings and chronic conditions traceable
by the National Health Insurance. Regarding the global health conditions of the respondents,
the misperception by imaginary healthy patients of their true mental health status appears
to be a latent personal trait associated with actual and consequent pathologies, just as a men-
tal/psychological comorbidity. In this figure, the working conditions are at the forefront. Imag-
inary healthy patients exhibited much less favourable working conditions than respondents
who declared no mental health issues and whose MHI-5 scores were higher than 60. Because
of the questions from the job content questionnaire questionnaire (Karasek, 1985; Karasek et al.,
1998), it appears that imaginary healthy patients have much more demanding occupational ac-
tivities, exposing them to sustained work rates and painful working conditions, potentially
including the handling of heavy loads and harmful substances, with less decision-making flex-
ibility and fewer opportunities to get help from co-workers to complete tasks (Williams et al.,
2017; Pena-Gralle et al., 2023; Rugulies et al., 2023).

In addition to their relatively professional isolation (Kouvonen et al., 2008), imaginary
healthy people appear to be socially isolated, and they tend to have less social participation and
interactions. At this stage, our article does not allow us to determine the causal direction of the
relationship between social and/or professional deprivation and anxiety-depressive disorders
(Rugulies et al., 2023; Johnson, 1991). Living less often as a couple, imaginary healthy patients
may be less able to find resources to rely on within the couple. Taken together, these charac-
teristics are also associated with an overall less comfortable economic condition for imaginary
healthy patients than for their healthy counterparts.

Identifying what fuels the lack of insight that this study sheds light on into imaginary
healthy people is not self-evident. It remains unclear whether the unconsciousness of their
actual psychological disorders, called anosognosia in Alzheimer’s and brain-injured patients
(Starkstein et al., 2006; Orfei et al., 2009), is a disease per se for the selected respondents to
the ESPS survey, or the expression of a denial, which is an expected psychological defence
mechanism (Goldbeck, 1997). How patients assess their actual health status, including their
mental health status and the potential healthcare needs, may vary dramatically (Prins et al.,
2008). However, the reliability of self-assessment of health is questionable. The assessments
may not be the same over time for the same actual health status because of the different lists
of questions used to document the self-reported health status (Crossley and Kennedy, 2002).
Self-assessed health may also involve heterogeneity bias, which has been widely documented
in the literature. Robust empirical evidence has been found regarding systematic differences
in response styles across countries (Jürges, 2007) or social classes (Jürges, 2008), or depending
on the position in the income distribution (Etilé and Milcent, 2006), gender, or age (Linde-
boom and van Doorslaer, 2004). This heterogeneity bias may be due to intrinsic discrepancies
in how individuals view different health statuses differently, depending on their social class,
socioeconomic status, and culture.

Self-reported health can also be manipulated by respondents when their economic situ-
ations rely heavily on it. Bound (1991) and Kerkhofs and Lindeboom (1995), among others,
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demonstrated how self-assessment of health can be biased by considering social benefits. Addi-
tionally, we cannot reject the fact that these results may be due to differential item functioning
(Teresi, 2006; Teresi and Fleishman, 2007; Knott et al., 2017). Facing the same health situa-
tion, respondents may not use the same items as those proposed in the questionnaire, possibly
because of social, economic, or demographic factors (e.g., gender, education, ethnicity, depriva-
tion). For all these reasons, given that our contribution does not specifically address the issue
of potential response bias or differential item functioning, although it could be considered as
a means of detecting them, the results obtained in this paper should be greeted with caution.

In our article, we use the MHI-5 score for the detection of mental health conditions (anxiety
and depressive symptoms) to check for self-report of any recent illness (over the past twelve
months), including depression.

Of course, we cannot totally crowd out that respondents did not declare any depressive
episode, backed by neither official medico-administrative recognition of it nor specific health-
care consumption that we would have identified in our dataset, whereas the MHI-5 score cap-
tured emerging mental health issues. Unfortunately, this grey area cannot be illuminated using
the data available to us. In this respect, it would certainly have been useful to know how re-
spondents’ consumption of healthcare had changed in the twelve months following the survey.
In addition, some imaginary healthy patients may turn out to be not as imaginary as we claim,
simply because their MHI-5 score would report anxiety in the last four weeks when they have
rightly declared no depression in the last twelve months. Nonetheless, anxiety is known to be
most often comorbid with depression (Kalin, 2020), both being associated with chronic medi-
cal illnesses (Katon et al., 2007), what we globally find with our data, especially in Cluster 1.
Finally, the psychometric properties of the MHI-5 score can also be questioned, particularly its
ability to identify depressive disorders. Thereon, the MHI-5 is presented as ’a good screener for
mood disorder in the general population, with high sensitivity and specificity’ and ’when patients
are screened for major depression and/or dysthymia, the three-item MHI-d[epression] is as good as
the full MHI-5’ (Cuijpers et al., 2009). In that respect, we checked the robustness of our findings
in two distinct directions. First, when restricted to the MHI-3 (only the three dimensions for
depression in the MHI-5 score, Yamazaki et al., 2005), the results remain globally the same.
The predictive performance of the model is slightly better overall, but mainly because of its
better ability to predict not being imaginary healthy. Second, when the self-assessed health is
substituted with the question about a depressive episode in the last twelve months and crossed
with the MHI-5 score to identify imaginary healthy patients, imaginary healthy patients are
still associated with poor social and family interactions and working conditions (low-skilled,
low-support, and unempowering jobs), as in Borrell et al. (2004).14

One of the potential limitations of our study lies in the selection process for the final sample
on which the estimates were based (Figure A.1). Starting with an initial dataset of 19, 940
individuals, we excluded individuals under the age of 15 years old (n = 1,379) to focus on an
adult population. This exclusion inherently limits the generalization of our results to older
individuals and not to younger ones. Additionally, individuals with missing values on the
MHI-5 score (n = 6, 188) were excluded, which may introduce bias if those with missing MHI-
5 scores differ from the others, possibly along unobserved psychological or socioeconomic
dimensions. Furthermore, we excluded individuals who had affirmative or missing values on
the variable that self-reports presence of depression (n = 1, 174), as both the latter and the

14In the online ebook, Part IV Robustness checks: MHI-3 and Part V Robustness checks: SAH respectively
give the codes and propose replications of all the results detailed in the body of the paper when substituting the
MHI-5 score with the MHI-3 score and when substituting the reported depression with the self-assessed health
respectively, regarding descriptive statistics (chapters 9 and 10, and chapters 16 and 17 respectively) , classification
results (chapters 11 and 12, and chapters 17 and 18 respectively) and SHAP values (chapters 13 and 14, and chapters
19 and 20 respectively).
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MHI-5 score are crucial for constructing our variable of interest (being an imaginary healthy
patient or not). This exclusion may contribute to selection bias if individuals with depressive
symptoms or missing responses differ in important ways from the rest of the sample. Lastly,
individuals with missing values on several predictors were excluded (n = 5, 906) to maintain
data completeness in the rest of the analysis, a step which may limit the representativeness of
the sample if those with missing predictors have distinct characteristics. All of these selection
steps result in a final sample of 5, 305 individuals and may affect the generalization of our
results, even if for some of those steps, even though for some of these stages we systematically
checked the potential specificities of the individuals excluded from the sample against those
still included on the basis of common observable variables. Future research could consider
alternative approaches, such as multiple imputation for missing data, to minimize potential
bias and enhance representativeness.

Nonetheless, with the help of clusters, our results help to identify three distinct popula-
tions whose profiles deserve the attention of anyone contributing to the defence of population
health, whatever the level (centralised or decentralised) and the motivation (public health or
economic interest). The individuals in the first cluster are characterised by a dramatically high
consumption of healthcare (consultations with GPs and reimbursed drugs are about 5 times and
3 times higher than the mean amount in the entire sample, respectively), in association with an
outstanding prevalence of chronic issues. In this cluster, the prediction for respondents to be
imaginary healthy is positively determined by their modest individual disposable income, their
advanced age, theirmale gender and their hardly emancipatingworking conditions. The under-
diagnosed and/or under-reported mental disorders of these people mainly appear as masked
co-morbidities or complications of otherwise recognised somatic health problems (Verhaak
et al., 2005; Scott et al., 2016). In many respects (age, individual disposable income, absence of
chronic issue, consultations with GPs), respondents in the second cluster have the average pro-
file of the whole sample. Yet, compared to respondents in the first cluster, they are more likely
to be female and, while mainly reporting no chronic issue, they significantly evoke much more
often back and neck pain, without incurring higher pharmacy costs. Low back pain mainly
contributes to predict them as imaginary healthy, and so do consultations with GPs, individual
disposable income, the absence of recognised chronic issue or not-so-adverse working condi-
tions, among others. Because of their possible association with mood and anxiety disorders
(Von Korff and Simon, 1996; Bair et al., 2003), the actual source of the pain complaints of these
individuals must be questioned. The profile of respondents in the third cluster is more difficult
to relate to any recognised or masked health issue. Indeed, at first sight, their young age, their
low use of healthcare (whether in terms of visits to the GP or use of medication) and the fact
that they rarely report chronic health problems suggest that they are objectively healthy peo-
ple. But they are also economically deprived, with an individual disposable income less than
half the sample mean. Even if scarcer than for the two other clusters, pain complaints are the
main predictors of their classification as imaginary healthy, as well as consultations with GPs
and personal disposable income. Regarding respondents in the third cluster, individual but also
neighbourhood deprivation can constitute a strong signal for potential mental health concerns
(Patel et al., 2007; Visser et al., 2021).

It is tricky to make recommendations to the public health authorities based on our results.
However, it seems to us that, whatever their level, the stakeholders concerned by the predic-
tive characteristics of the risk that the individuals in each cluster are imaginary healthy people,
have levers that can help them raise awareness of imaginary healthy people of the health prob-
lems they are likely to develop. With regard to the first cluster, the high level of healthcare
expenditure in relation to diagnosed chronic illnesses should alert both compulsory health
insurers and supplementary insurers to the particular risk of developing associated anxiety-
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depressive disorders. The use of algorithms (Choong et al., 2024; Hernandez et al., 2021) to
identify health issues, including anxiety and depression (Priya et al., 2020; Zulfiker et al., 2021),
is now widespread and provides a tractable tool for the identification of insurees to whom
proposing suitable screening questionnaires on the basis of which it would possible, if they
reveal unrecognised mental disorders, to provide imaginary health patients with appropriate
preventive action. Beyond the basic public health interest that those actions may target, those
interventions can reveal to be cost-efficient (Gräfe et al., 2020) for the compulsory national as
well as the supplementary health insurers (Wanni Arachchige Dona et al., 2021). The exercise
is certainly much more difficult to carry out with individuals belonging to the second cluster,
because of the absence of prominent health problems to refer to, but low back and neck pain.
If these complaints are addressed to a healthcare professional, there is a good chance that they
will make a fair assessment of the risk of developing anxiety-depressive disorders. If these
complaints are not verbalized, it is to be hoped that they can be spotted in one circumstance
or another. The workplace can be one of them, for example during surveys on quality of life at
work and working conditions (Bender and Farvolden, 2008). Once again, as long as employers
wish their employees healthy for altruistic as well as productive concerns, the identification of
imaginary health employees can prove to be a cost-efficient action, not so expensive to carry
out and likely to prevent the costs associated with absenteism and presenteism. Finally, the
third group is certainly the least specific to be dealt with in a particular prevention programme.
However, it does have two key characteristics that need to be addressed: individuals belonging
to that cluster are mainly young and described by very modest economic conditions. The pre-
vention of anxiety and depressive disorders must be particularly focused on young adults, as
part of national schemes that canmake use of the health framework of the school and university
systems, which in the case of France should be given a new lease of life (Nauphal et al., 2023).
Furthermore, social programmes that target poverty may have the unexpected but welcome
side-effect of reducing or preventing the risk of being imaginary healthy which individuals of
modest socio-economic status would not be aware of and which would escape epidemiological
surveillance (Ridley et al., 2020). In other contexts, programmes aimed at reducing poverty
using cash transfers proved to be efficient regarding the population mental health (McGuire
et al., 2022).

5 Conclusion

Based on matching the 2012 French National Representative Health and Social Protection Sur-
vey and annual healthcare consumption billings from the French health insurance record, this
article examines factors related to unrecognised anxiety and depressive troubles. The mental
status related to anxiety and depressive disorders are assessed using the MHI-5 score. Crossing
this score with the self-reported perception of depression of the people in the survey allows
us to define two categories of people among those reporting no depressive episodes in the last
twelve months: those who were unaware that they had anxiety or depressive disorders, which
we call imaginary healthy, and others in whom these disorders did not occur. Once these two
types of people are labelled, we train machine learning algorithms, to predict whether a person
belongs to the imaginary healthy category based on their personal characteristics, healthcare
consumption, and environmental, social, and family conditions. While the preferred classi-
fier, XGBoost, exhibits modest predictive capabilities, it identifies factors strongly associated
with the inability to recognise the presence of anxiety and depressive disorders. The predic-
tions from our machine learning algorithm corroborate the empirical evidence provided by de-
scriptive statistics by highlighting the existence of profiles related to the onset of anxiety and
depressive disorders. More specifically, a gender effect consistent with epidemiological knowl-
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edge regarding the prevalence of anxiety and depressive disorders in the general population is
observed alongside an income effect associated with people with unrecognised mental health
problems and low personal disposable income. We also observe a massive effect expressing the
overall arduousness of the occupation (feeling of not having enough time, low decision lati-
tude in the job), and occupation type. The effect of reduced social participation also stands out.
More marginally and probably in connection with previous factors, specific medical consump-
tion (pharmacy and consultations with general practitioners) is found to be associated with the
inability to recognise the presence of anxiety or depressive disorders. Of course, as advocated
by Rugulies et al. (2023), the causal transmission channels between undiagnosed mental health
issues and social and labour outcomes require more comprehensive investigation, which our
article is not able to do on the basis of cross-sectional data, and what could be achieved with
the help of the challenging techniques of causal random forests initiated by Wager and Athey
(2018) on longitudinal datasets.

Be that as it may, for the public health decision-maker, the compulsory and/or supplemen-
tary health insurer, the MHI-5 score combined with any self-assessed health indicator rep-
resents an inexpensive, easy-to-use and reliable instrument for screening for unrecognised or
undiagnosedmental disorders in the general population, which can be administered by a health
professional in a practice, in the workplace or at home using a self-administered questionnaire.
Predictions based on machine learning methods, whether they identify true or false positives,
can help to identify patients whose latent health needs need to be met quickly (Haghish and
Czajkowski, 2024).
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Appendix

A Sample Composition

Matching the different parts of the ESPS survey results in a dataset of 19, 940 individuals.
However, there are many missing values in it. In addition, the set of individuals does not
correspond to the people whom we intend to target. The flowchart in Figure A1 shows the
successive removals of observations leading to the final sample used for the estimation of the
model.
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First, we exclude 1, 379 people under 15. Then, we remove 6, 188 individuals for whom
it is not possible to compute the MHI-5 score (these people answered two or less of the five
questions used to compute the MHI-5 score). As the aim of the article is to study imaginary
healthy people, we only include people who declared that they had not experienced a depres-
sive episode in the last 12months. This leads to the separation of 501 peoplewho did not answer
the question on depression, and 673 people who reported having had a depressive episode in
the previous year.

We then remove a few people due to missing values for the following variables: coverage
by the compulsory national health insurance (48 observations), health insurance scheme (4
observations) and occupation (10 observations). For the latter variable, it should be noted that
individuals who have never worked are included in the sample.

Information on household disposable income is missing for 1, 561 people, which we de
facto remove from the final sample. Unfortunately, data on health care consumption (of any
kind among the many categories provided) are not available for 4, 270 people, which we also
remove. We then remove one respondent for whom the questions on economic and social
living conditions are missing.

Some parts of the questionnaire were administered only to a subsample of respondents.
When an individual’s responses were absent because they were not prompted to answer the
questions, rather than by their choice to withhold answers, we categorise the responses as ’No
Answer.’ This decision was made to prevent the exclusion of the sample. Finally, we discard
12 individuals for whom couple status is not available, even after trying to infer their status.
In the raw sample, the couple status is not available for 292 people. We make the following
assumptions for these individuals : for all individuals who were 15 years old (this question was
not asked to people younger than 15 years), we assume that they do not live in a couple. For
people older than 15 years and living alone, we assume they are not living as a couple either.
For the remaining 12 individuals, we do not infer anything about this matter and discard them
from the analysis.

Descriptive statistics for the study sample are presented in Tables A1 to A6. Each table
shows the means and standard deviations for numerical variables, and the proportions of each
level for qualitative variables. The first column provides statistics for people who self-reported
that they had not experienced a depressive episode in the last twelve months. The second
and third columns provide the same statistics for those with low MHI-5 scores (below the first
quartile of the distribution) and those with high MHI-5 scores, respectively. The fourth column
provides a test p-value depending on the type of variables (analysis of variance for continuous
variables, χ2-test for nominal variables, and Kruskal-Wallis rank sum test for ordinal variables).
Bold values indicate significant differences (p-value < 0.05).

Table A1. Descriptive Statistics of Individual Characteristics.

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Expenses
MHI-5 Score 69.97 (±17.93) 47.7 (±11.96) 79.59 (±9.58) < 10−3

Self-Assessed Health Condition
Not reported 22 (0.42%) 5 (0.31%) 17 (0.46%)
Very Bad or Bad 344 (6.5%) 256 (16.03%) 88 (2.38%)
Very Good, Good or Fairly Good 4927 (93.09%) 1336 (83.66%) 3591 (97.16%) < 10−3

Age 48.7 (±18.58) 50.04 (±18.28) 48.11 (±18.67) < 10−3

Gender
Female 2765 (52.24%) 950 (59.49%) 1815 (49.11%)
Male 2528 (47.76%) 647 (40.51%) 1881 (50.89%) < 10−3

Couple
No 1830 (34.57%) 636 (39.82%) 1194 (32.31%)
Yes 3463 (65.43%) 961 (60.18%) 2502 (67.69%) < 10−3

Continued on next page
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Table A1 – Continued from previous page

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Marital Status
Married, Civil Union 2861 (54.65%) 780 (48.96%) 2081 (57.14%)
Divorced, separated 437 (8.35%) 197 (12.37%) 240 (6.59%)
Widowed 336 (6.42%) 129 (8.1%) 207 (5.68%)
Lives in a marriage or concubinage 600 (11.46%) 181 (11.36%) 419 (11.5%)
Single 996 (19.03%) 306 (19.21%) 690 (18.95%)
Does not know 1 (0.02%) 0 (0.00%) 1 (0.03%)
Refuses to answer 4 (0.08%) 0 (0.00%) 4 (0.11%) < 10−3

Professional Status
Public employee 854 (16.13%) 280 (17.53%) 574 (15.53%)
Private employee 3153 (59.57%) 974 (60.99%) 2179 (58.96%)
Other 737 (13.92%) 207 (12.96%) 530 (14.34%)
No answer 549 (10.37%) 136 (8.52%) 413 (11.17%) 0.005

Social Security
Yes (own) 4554 (86.04%) 1402 (87.79%) 3152 (85.28%)
Yes (third party) 739 (13.96%) 195 (12.21%) 544 (14.72%) 0.018

Social Security System
The general scheme (Cnamts) 3959 (74.8%) 1211 (75.83%) 2748 (74.35%)
Public service 294 (5.55%) 80 (5.01%) 214 (5.79%)
The local Alsace-Moselle scheme 187 (3.53%) 67 (4.2%) 120 (3.25%)
The basic Universal Health Coverage 151 (2.85%) 76 (4.76%) 75 (2.03%)
The agricultural scheme 340 (6.42%) 83 (5.2%) 257 (6.95%)
The self-employed scheme 338 (6.39%) 76 (4.76%) 262 (7.09%)
Other (Student, abroad, other) 19 (0.36%) 2 (0.13%) 17 (0.46%)
Does not know 5 (0.09%) 2 (0.13%) 3 (0.08%) < 10−3

Occupation
Farmer 160 (3.02%) 38 (2.38%) 122 (3.3%)
Craftsman, trader 292 (5.52%) 80 (5.01%) 212 (5.74%)
Executive and intellectual profession 745 (14.08%) 184 (11.52%) 561 (15.18%)
Intermediate occupation 931 (17.59%) 255 (15.97%) 676 (18.29%)
Administrative employee 713 (13.47%) 265 (16.59%) 448 (12.12%)
Commercial employee 650 (12.28%) 236 (14.78%) 414 (11.2%)
Skilled worker 824 (15.57%) 248 (15.53%) 576 (15.58%)
Unskilled worker 418 (7.9%) 149 (9.33%) 269 (7.28%)
Inactive having never worked 560 (10.58%) 142 (8.89%) 418 (11.31%) < 10−3

Long-term condition (Self-declared)
Yes 1018 (19.23%) 430 (26.93%) 588 (15.91%)
No 4262 (80.52%) 1161 (72.7%) 3101 (83.9%)
Does not know 13 (0.25%) 6 (0.38%) 7 (0.19%) < 10−3

Long-term condition (SNIIRAM)
Yes 1019 (19.25%) 408 (25.55%) 611 (16.53%)
No 4274 (80.75%) 1189 (74.45%) 3085 (83.47%) < 10−3

Asthma (n = 5,293)
Yes 359 (6.78%) 165 (10.33%) 194 (5.25%) < 10−3

No 4934 (93.22%) 1432 (89.67%) 3502 (94.75%)
Bronchitis (n = 5,293)

Yes 306 (5.78%) 159 (9.96%) 147 (3.98%) < 10−3

No 4987 (94.22%) 1438 (90.04%) 3549 (96.02%)
Heart Attack (n = 5,293)

Yes 34 (0.64%) 19 (1.19%) 15 (0.41%) 0.002
No 5259 (99.36%) 1578 (98.81%) 3681 (99.59%)

Artery Disease (n = 5,293)
Yes 103 (1.95%) 49 (3.07%) 54 (1.46%) < 10−3

No 5190 (98.05%) 1548 (96.93%) 3642 (98.54%)
Hypertension (n = 5,293)

Yes 631 (11.92%) 254 (15.9%) 377 (10.2%) < 10−3

No 4662 (88.08%) 1343 (84.1%) 3319 (89.8%)
Stroke (n = 5,293)

Yes 28 (0.53%) 14 (0.88%) 14 (0.38%) 0.037
No 5265 (99.47%) 1583 (99.12%) 3682 (99.62%)

Osteoarthritis (n = 5,293)
Yes 707 (13.36%) 298 (18.66%) 409 (11.07%) < 10−3

No 4586 (86.64%) 1299 (81.34%) 3287 (88.93%)
Low Back Pain (n = 5,293)

Yes 1078 (20.37%) 458 (28.68%) 620 (16.77%) < 10−3

No 4215 (79.63%) 1139 (71.32%) 3076 (83.23%)
Continued on next page
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Table A1 – Continued from previous page

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Neck Pain (n = 5,293)
Yes 774 (14.62%) 353 (22.1%) 421 (11.39%) < 10−3

No 4519 (85.38%) 1244 (77.9%) 3275 (88.61%)
Diabetes (n = 5,293)

Yes 445 (8.41%) 223 (13.96%) 222 (6.01%) < 10−3

No 4848 (91.59%) 1374 (86.04%) 3474 (93.99%)
Allergy (n = 5,293)

Yes 773 (14.6%) 313 (19.6%) 460 (12.45%) < 10−3

No 4520 (85.4%) 1284 (80.4%) 3236 (87.55%)
Cirrhosis (n = 5,293)

Yes 7 (0.13%) 4 (0.25%) 3 (0.08%) 0.253
No 5286 (99.87%) 1593 (99.75%) 3693 (99.92%)

Urinary Incontinence (n = 5,293)
Yes 222 (4.19%) 117 (7.33%) 105 (2.84%) < 10−3

No 5071 (95.81%) 1480 (92.67%) 3591 (97.16%)

Notes: The MHI-5 scores range from 0 to 100, with a score of 100 representing optimal mental health. N = 5, 293. The first
column gives the characteristics of the sample of people who self-reported not having depression, regardless of the MHI-5 score.
The second and third columns consider only those people whose MHI-5 score was less than or equal to Q1 = 60 and strictly
greater than Q1 = 60, respectively. The different characteristics are expressed in terms of the mean ± standard deviation for
continuous variables, and in terms of absolute and relative frequencies for nominal and ordinal variables. The fourth column
provides a test p-value, depending on the type of variable (analysis of variance for continuous variables, χ2-test for nominal
variables, and Kruskal-Wallis rank sum test for ordinal variables). Bold values indicate significant differences (p-value < 0.05).

Table A2. Descriptive Statistics of Household and Regional Characteristics.

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Expenses
Household size 2.84 (±1.44) 2.73 (±1.45) 2.89 (±1.43) < 10−3

Income (note used in the model) 2855.27 (±1893.64) 2432.83 (±1495.36) 3039.56 (±2015.88) < 10−3

Net Income per Cons. Unit 1609.51 (±1008.13) 1424.22 (±805.62) 1689.57 (±1074.24) < 10−3

Regional Characteristics
Zoning in Urban Areas

Major urban cluster (and its crown) 3680 (69.53%) 1046 (65.5%) 2634 (71.27%)
Medium/small urban cluster (and its

crown) 697 (13.17%) 205 (12.84%) 492 (13.31%)

Spaces outside the area of influence of
cities 238 (4.5%) 61 (3.82%) 177 (4.79%)

No answer 678 (12.81%) 285 (17.85%) 393 (10.63%) < 10−3

Region
Région parisienne 739 (13.96%) 221 (13.84%) 518 (14.02%)
Champagne-Ardenne 148 (2.8%) 49 (3.07%) 99 (2.68%)
Picardie 200 (3.78%) 64 (4.01%) 136 (3.68%)
Haute-Normandie 145 (2.74%) 30 (1.88%) 115 (3.11%)
Centre 194 (3.67%) 61 (3.82%) 133 (3.6%)
Basse-Normandie 141 (2.66%) 45 (2.82%) 96 (2.6%)
Bourgogne 148 (2.8%) 46 (2.88%) 102 (2.76%)
Nord-Pas-de-Calais 376 (7.1%) 134 (8.39%) 242 (6.55%)
Lorraine 245 (4.63%) 82 (5.13%) 163 (4.41%)
Alsace 154 (2.91%) 52 (3.26%) 102 (2.76%)
Franche-Comté 115 (2.17%) 28 (1.75%) 87 (2.35%)
Pays de la Loire 344 (6.5%) 98 (6.14%) 246 (6.66%)
Bretagne 281 (5.31%) 66 (4.13%) 215 (5.82%)
Poitou-Charentes 178 (3.36%) 44 (2.76%) 134 (3.63%)
Aquitaine 278 (5.25%) 79 (4.95%) 199 (5.38%)
Midi-Pyrénées 260 (4.91%) 80 (5.01%) 180 (4.87%)
Limousin 52 (0.98%) 19 (1.19%) 33 (0.89%)
Rhône-Alpes 596 (11.26%) 171 (10.71%) 425 (11.5%)
Auvergne 122 (2.3%) 44 (2.76%) 78 (2.11%)
Languedoc-Roussillon 220 (4.16%) 70 (4.38%) 150 (4.06%)
Provence-Alpes-Côte d’Azur 350 (6.61%) 112 (7.01%) 238 (6.44%)
Corse 7 (0.13%) 2 (0.13%) 5 (0.14%) 0.077

Size Urban Area
Small Municipality 1954 (36.92%) 548 (34.31%) 1406 (38.04%)
Medium Municipality 554 (10.47%) 147 (9.2%) 407 (11.01%)
Large Municipality 1587 (29.98%) 474 (29.68%) 1113 (30.11%)
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Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Paris metropolitan area 520 (9.82%) 143 (8.95%) 377 (10.2%)
No answer 678 (12.81%) 285 (17.85%) 393 (10.63%) < 10−3

Sunlight 2088.7 (±311.91) 2089.46 (±316.43) 2088.37 (±309.98) 0.907

Notes: The MHI-5 scores range from 0 to 100, with a score of 100 representing optimal mental health. N = 5, 293. The first
column gives the characteristics of the sample of people who self-reported not having depression regardless of the MHI-5 score.
The second and third columns consider only those people whose MHI-5 scores is less than or equal to Q1 = 60 and strictly
greater than Q1 = 60, respectively. The different characteristics are expressed in terms of the mean ± standard deviation for
continuous variables and in terms of absolute and relative frequencies for nominal and ordinal variables. The fourth column
provides a test p-value, depending on the type of variables (analysis of variance for continuous variables, χ2-test for nominal
variables, and Kruskal-Wallis rank sum test for ordinal variables). Bold values indicate significant differences (p-value < 0.05).

Table A3. Descriptive Statistics of Health Care Expenditures.

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Expenses
Outpatient 1469.8 (±2528.39) 2024.47 (±3305.82) 1230.14 (±2060.32) < 10−3

General Practitioner 125.64 (±143.02) 162.99 (±171.99) 109.5 (±125.12) < 10−3

Specialist 193.62 (±376.86) 229.62 (±389.06) 178.07 (±370.44) < 10−3

Pharmacy 468.79 (±1473.3) 684.48 (±1748.96) 375.6 (±1326.17) < 10−3

Physiotherapist 59.12 (±221.51) 90.57 (±301.99) 45.53 (±173.97) < 10−3

Nurse 70.77 (±620.48) 130.68 (±875.91) 44.89 (±466.68) < 10−3

Dentist 164.77 (±503.46) 176.6 (±553.59) 159.66 (±480.18) 0.261
Equipment 80.91 (±499.86) 136.98 (±665.04) 56.68 (±406.04) < 10−3

Transport 57.56 (±610.5) 121.82 (±1005.28) 29.8 (±307.78) < 10−3

Optical 104.41 (±224.41) 107.36 (±222.11) 103.14 (±225.42) 0.53
Prostheses 39.27 (±248.88) 52.26 (±296.01) 33.66 (±225.3) 0.013
Emergency w/o hospitalization 14.96 (±51.1) 18.65 (±58.7) 13.36 (±47.36) < 10−3

Reimbursement
Outpatient 966.66 (±2322.13) 1445.77 (±3106.26) 759.64 (±1847.45) < 10−3

General Practitioner 89.44 (±112.53) 120.49 (±141.45) 76.03 (±94.32) < 10−3

Specialist 133.15 (±301.12) 163.41 (±333.25) 120.07 (±285.18) < 10−3

Pharmacy 361.5 (±1431.61) 547.1 (±1688.87) 281.31 (±1296.91) < 10−3

Physiotherapist 42.49 (±191.39) 68.65 (±273.58) 31.19 (±140.39) < 10−3

Nurse 64.22 (±595.92) 123.79 (±870.91) 38.48 (±422.84) < 10−3

Dentist 58.64 (±135.48) 63.06 (±156.12) 56.73 (±125.49) 0.119
Equipment 69.36 (±478.52) 121.45 (±640.45) 46.85 (±386.14) < 10−3

Transport 54.8 (±606.35) 117.36 (±1000.33) 27.77 (±303.2) < 10−3

Optical 2.63 (±6.17) 2.89 (±6.43) 2.52 (±6.05) 0.046
Prostheses 13.65 (±109.58) 18.65 (±136.82) 11.49 (±95.38) 0.029
Emergency w/o hospitalization 11.97 (±40.47) 15.03 (±46.65) 10.65 (±37.42) < 10−3

Co-payment
Outpatient 236.32 (±273.57) 286.12 (±312.7) 214.8 (±251.82) < 10−3

General Practitioner 27.22 (±35.42) 31.73 (±40.59) 25.27 (±32.75) < 10−3

Specialist 32.75 (±46.61) 37.31 (±52.35) 30.78 (±43.75) < 10−3

Pharmacy 93.7 (±142.51) 120.43 (±176.69) 82.16 (±123.13) < 10−3

Physiotherapist 14.73 (±52.04) 19.08 (±59.14) 12.85 (±48.54) < 10−3

Nurse 5.59 (±79.13) 5.46 (±23.94) 5.65 (±93.39) 0.937
Dentist 21.56 (±52.58) 23.06 (±58.81) 20.91 (±49.64) 0.172
Equipment 9.56 (±58.31) 12.24 (±65.53) 8.4 (±54.87) 0.028
Transport 2.05 (±22.25) 3.8 (±34.09) 1.29 (±14.31) < 10−3

Optical 1.57 (±3.81) 1.65 (±3.96) 1.53 (±3.75) 0.304
Prostheses 4.67 (±17.96) 5.16 (±18.63) 4.45 (±17.66) 0.192
Emergency w/o hospitalisation 2.73 (±11.51) 3.31 (±13.25) 2.47 (±10.66) 0.015

Extra-fees
Outpatient 238.86 (±500.81) 257.66 (±540.78) 230.73 (±482.36) 0.073
General Practitioner 5.04 (±28.26) 5.89 (±31.36) 4.68 (±26.81) 0.151
Specialist 23.94 (±106.01) 24.48 (±86.38) 23.71 (±113.46) 0.808
Pharmacy 0.23 (±7.81) 0.28 (±7.74) 0.2 (±7.84) 0.72
Physiotherapist 0.81 (±13.9) 1.48 (±21.1) 0.52 (±9.18) 0.02
Nurse 0.02 (±0.44) 0.02 (±0.42) 0.02 (±0.45) 0.783
Dentist 84.57 (±344.5) 90.46 (±368.33) 82.02 (±333.7) 0.413
Equipment 1.99 (±33.16) 3.28 (±55.06) 1.43 (±16.25) 0.063
Transport 0.41 (±17.34) 0.06 (±2.04) 0.56 (±20.7) 0.328
Optical 100.21 (±217.26) 102.82 (±214.95) 99.09 (±218.27) 0.566
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Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Prostheses 20.96 (±189.11) 28.46 (±222.58) 17.72 (±172.59) 0.058
Emergency w/o hospitalisation 0.02 (±0.51) 0.03 (±0.61) 0.02 (±0.47) 0.715

Deductible
Outpatient 27.76 (±28.71) 34.7 (±32.96) 24.75 (±26.1) < 10−3

General Practitioner 3.93 (±4.38) 4.88 (±5.24) 3.52 (±3.87) < 10−3

Specialist 3.59 (±4.89) 4.24 (±5.48) 3.31 (±4.58) < 10−3

Pharmacy 13.36 (±15.38) 16.66 (±17.08) 11.93 (±14.35) < 10−3

Physiotherapist 1.09 (±3.54) 1.36 (±3.83) 0.98 (±3.41) < 10−3

Nurse 0.94 (±4.13) 1.41 (±5.44) 0.74 (±3.39) < 10−3

Dentist 0 (±0.11) 0.01 (±0.17) 0 (±0.06) 0.01
Transport 0.31 (±2.04) 0.6 (±3.13) 0.18 (±1.3) < 10−3

Emergency w/o hospitalisation 0.24 (±0.92) 0.28 (±1.03) 0.22 (±0.87) 0.025
Medical Sessions

No. Medical Sessions General Pract. 4.73 (±5.02) 6.11 (±6.23) 4.13 (±4.26) < 10−3

No. Medical Sessions Specialist 3.44 (±4.44) 4.13 (±4.98) 3.14 (±4.15) < 10−3

Notes: The MHI-5 scores range from 0 to 100, with a score of 100 representing optimal mental health. N = 5, 293. The first
column gives the characteristics for the sample of people who self-report not having depression regardless of the MHI-5 score.
The second and third columns consider among this sample, only people whose MHI-5 score is less than or equal to Q1 = 60 and
strictly greater than Q1 = 60, respectively. The different characteristics are expressed in terms of mean ± standard deviation
for continuous variables, and in terms of absolute and relative frequencies for nominal and ordinal variables. The fourth column
gives a test p-value, depending on variables’ type (analysis of variance for continuous variables, χ2-test for nominal variables
and Kruskal-Wallis rank sum test for ordinal variables). Bold values indicate a significant differences (p-value < 0.05).

Table A4. Descriptive Statistics on Reasons for Waiver for Care.

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Expenses
Waiver General Practitioner

Yes 188 (3.55%) 110 (6.89%) 78 (2.11%)
No 4024 (76.02%) 1201 (75.2%) 2823 (76.38%)
No answer 1081 (20.42%) 286 (17.91%) 795 (21.51%) < 10−3

Waiver Dental Care
Yes 695 (13.13%) 311 (19.47%) 384 (10.39%)
No 3517 (66.45%) 1000 (62.62%) 2517 (68.1%)
No answer 1081 (20.42%) 286 (17.91%) 795 (21.51%) < 10−3

Waiver Other Health Care
Yes 169 (3.19%) 92 (5.76%) 77 (2.08%)
No 4043 (76.38%) 1219 (76.33%) 2824 (76.41%)
No answer 1081 (20.42%) 286 (17.91%) 795 (21.51%) < 10−3

Waiver Health Care Too Far
Yes 100 (1.89%) 63 (3.94%) 37 (1%)
No 4112 (77.69%) 1248 (78.15%) 2864 (77.49%)
No answer 1081 (20.42%) 286 (17.91%) 795 (21.51%) < 10−3

Waiver Appointment Delay Too Long
Yes 632 (11.94%) 264 (16.53%) 368 (9.96%)
No 3580 (67.64%) 1047 (65.56%) 2533 (68.53%)
No answer 1081 (20.42%) 286 (17.91%) 795 (21.51%) < 10−3

Notes: The MHI-5 scores range from 0 to 100, with a score of 100 representing optimal mental health. N = 5, 293. The first
column gives the characteristics of the sample of people who self-reported not having depression regardless of the MHI-5 score.
The second and third columns consider only those people whose MHI-5 scores is less than or equal to Q1 = 60 and strictly
greater than Q1 = 60, respectively. The different characteristics are expressed in terms of the mean ± standard deviation for
continuous variables and in terms of absolute and relative frequencies for nominal and ordinal variables. The fourth column
provides a test p-value, depending on the type of variables (analysis of variance for continuous variables, χ2-test for nominal
variables, and Kruskal-Wallis rank sum test for ordinal variables). Bold values indicate significant differences (p-value < 0.05).

Table A5. Descriptive Statistics of Working Conditions.

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Expenses
Have to Hurry to Do Job

Always 391 (7.39%) 168 (10.52%) 223 (6.03%)
Often 895 (16.91%) 290 (18.16%) 605 (16.37%)
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Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Sometimes 1016 (19.2%) 219 (13.71%) 797 (21.56%)
Never 247 (4.67%) 39 (2.44%) 208 (5.63%)
No answer 2744 (51.84%) 881 (55.17%) 1863 (50.41%) < 10−3

Very Little Freedom to Do Job
Always 126 (2.38%) 50 (3.13%) 76 (2.06%)
Often 299 (5.65%) 130 (8.14%) 169 (4.57%)
Sometimes 1084 (20.48%) 302 (18.91%) 782 (21.16%)
Never 1028 (19.42%) 229 (14.34%) 799 (21.62%)
No answer 2756 (52.07%) 886 (55.48%) 1870 (50.6%) < 10−3

Job Allows to Learn New Things
Always 401 (7.58%) 88 (5.51%) 313 (8.47%)
Often 960 (18.14%) 255 (15.97%) 705 (19.07%)
Sometimes 1039 (19.63%) 316 (19.79%) 723 (19.56%)
Never 151 (2.85%) 60 (3.76%) 91 (2.46%)
No answer 2742 (51.8%) 878 (54.98%) 1864 (50.43%) < 10−3

Colleagues Help Carry out Tasks
Always 291 (5.5%) 59 (3.69%) 232 (6.28%)
Often 785 (14.83%) 204 (12.77%) 581 (15.72%)
Sometimes 978 (18.48%) 302 (18.91%) 676 (18.29%)
Never 241 (4.55%) 90 (5.64%) 151 (4.09%)
Not concered 247 (4.67%) 60 (3.76%) 187 (5.06%)
No answer 2751 (51.97%) 882 (55.23%) 1869 (50.57%) < 10−3

Job Requires not to Sleep Betw. Midnight
and 5 a.m.

Always 61 (1.15%) 18 (1.13%) 43 (1.16%)
Often 91 (1.72%) 20 (1.25%) 71 (1.92%)
Sometimes 254 (4.8%) 77 (4.82%) 177 (4.79%)
Never 2136 (40.36%) 605 (37.88%) 1531 (41.42%)
No answer 2751 (51.97%) 877 (54.92%) 1874 (50.7%) 0.037

Repetitive Work under Time Constraints
/ Line Job

Always 174 (3.29%) 64 (4.01%) 110 (2.98%)
Often 227 (4.29%) 79 (4.95%) 148 (4%)
Sometimes 330 (6.23%) 100 (6.26%) 230 (6.22%)
Never 1809 (34.18%) 474 (29.68%) 1335 (36.12%)
No answer 2753 (52.01%) 880 (55.1%) 1873 (50.68%) < 10−3

Exposed to Carrying Heavy Loads
Always 187 (3.53%) 68 (4.26%) 119 (3.22%)
Often 392 (7.41%) 127 (7.95%) 265 (7.17%)
Sometimes 725 (13.7%) 200 (12.52%) 525 (14.2%)
Never 1237 (23.37%) 323 (20.23%) 914 (24.73%)
No answer 2752 (51.99%) 879 (55.04%) 1873 (50.68%) < 10−3

Exposed to Painful Postures
Always 409 (7.73%) 153 (9.58%) 256 (6.93%)
Often 523 (9.88%) 148 (9.27%) 375 (10.15%)
Sometimes 533 (10.07%) 125 (7.83%) 408 (11.04%)
Never 1078 (20.37%) 294 (18.41%) 784 (21.21%)
No answer 2750 (51.96%) 877 (54.92%) 1873 (50.68%) < 10−3

Exposed to Harmful/Toxic
Products/Substances

Always 211 (3.99%) 77 (4.82%) 134 (3.63%)
Often 335 (6.33%) 92 (5.76%) 243 (6.57%)
Sometimes 582 (11%) 150 (9.39%) 432 (11.69%)
Never 1415 (26.73%) 399 (24.98%) 1016 (27.49%)
No answer 2750 (51.96%) 879 (55.04%) 1871 (50.62%) 0.002

Notes: The MHI-5 scores range from 0 to 100, with a score of 100 representing optimal mental health. N = 5, 293. The first
column gives the characteristics of the sample of people who self-reported not having depression regardless of the MHI-5 score.
The second and third columns consider only those people whose MHI-5 scores is less than or equal to Q1 = 60 and strictly
greater than Q1 = 60, respectively. The different characteristics are expressed in terms of the mean ± standard deviation for
continuous variables and in terms of absolute and relative frequencies for nominal and ordinal variables. The fourth column
provides a test p-value, depending on the type of variables (analysis of variance for continuous variables, χ2-test for nominal
variables, and Kruskal-Wallis rank sum test for ordinal variables). Bold values indicate significant differences (p-value < 0.05).
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Figure A1. Successive Steps in the Selection of Individuals in the Final Sample.

Raw data (n = 19, 940)
Exclusion – Age:

< 15 (n = 1, 379)
Age ≥ 15

(n = 18, 561)
Exclusion – MHI-5 score:

Missing values (n = 6, 188)
MHI-5 Score

(n = 12, 373)
Exclusion – Depression:

Missing values (n = 501)
Depressed (n = 673)

Depression
(n = 11, 199)

Exclusion – Social Security Health Insurance:
Missing values (n = 48)

Social Security
Health Insurance
(n = 11, 151)

Exclusion – Social Security Regime:
Missing values (n = 4)

Social Security Regime
(n = 11, 147)

Exclusion – Occupation:
Missing values (n = 10)

Occupation
(n = 11, 137)

Exclusion – Net Income per Unit of Consumption:
Missing values (n = 1, 561)

Net Income per Unit
of Consumption
(n = 9, 576)

Exclusion – Reimbursement of Medical Consumption:
Missing values (n = 4, 270)

Reimbursement of
Medical Consumption

(n = 5, 306)
Exclusion – Economic and Social Situation:

Missing values (n = 1)
Economic and

Social Situation
(n = 5, 305)

Exclusion – Couple:
Missing values (n = 12)

Couple
(n = 5, 305)

Imaginary Healthy
(n = 1, 598)

Healthy
(n = 3, 707)

Notes: The red boxes show the criteria used to filter the data, the reason for deletion, and the number of individuals removed from
the sample. The green boxes indicate the number of observations remaining after the removal of observations. For example, the
first green cell indicates that the initial sample consists of 19, 940 observations. The first red cell indicates that 1, 379 individuals
in the initial sample are younger than 15 years of age. These individuals are removed, leaving 18, 561 observations, as indicated
by the second green cell.

Table A6. Descriptive Statistics of Economic and Social Situation.

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Expenses
Participation in Group Activities

Yes 1848 (34.91%) 458 (28.68%) 1390 (37.61%)
No 3337 (63.05%) 1103 (69.07%) 2234 (60.44%)
No answer 108 (2.04%) 36 (2.25%) 72 (1.95%) < 10−3

Frequency Meeting with
Friends/Neighbors

Every day or almost every day 1144 (21.61%) 300 (18.79%) 844 (22.84%)
At least once a week 2150 (40.62%) 616 (38.57%) 1534 (41.5%)
At least once a month 1098 (20.74%) 325 (20.35%) 773 (20.91%)
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Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Less than once a month 497 (9.39%) 181 (11.33%) 316 (8.55%)
Never 270 (5.1%) 129 (8.08%) 141 (3.81%)
No answer 134 (2.53%) 46 (2.88%) 88 (2.38%) < 10−3

Frequency Meeting with People in
Organizations

Every day or almost every day 161 (3.04%) 49 (3.07%) 112 (3.03%)
At least once a week 912 (17.23%) 209 (13.09%) 703 (19.02%)
At least once a month 604 (11.41%) 156 (9.77%) 448 (12.12%)
Less than once a month 657 (12.41%) 178 (11.15%) 479 (12.96%)
Never 2717 (51.33%) 923 (57.8%) 1794 (48.54%)
No answer 242 (4.57%) 82 (5.13%) 160 (4.33%) < 10−3

Frequency Meeting with Colleagues
Outside Work

Every day or almost every day 275 (5.2%) 68 (4.26%) 207 (5.6%)
At least once a week 446 (8.43%) 128 (8.02%) 318 (8.6%)
At least once a month 670 (12.66%) 175 (10.96%) 495 (13.39%)
Less than once a month 1032 (19.5%) 275 (17.22%) 757 (20.48%)
Never 2374 (44.85%) 808 (50.59%) 1566 (42.37%)
No answer 496 (9.37%) 143 (8.95%) 353 (9.55%) < 10−3

Frequency Meeting with Family Living
Outside Household

Every day or almost every day 1022 (19.31%) 311 (19.47%) 711 (19.24%)
At least once a week 1969 (37.2%) 553 (34.63%) 1416 (38.31%)
At least once a month 1157 (21.86%) 323 (20.23%) 834 (22.56%)
Less than once a month 783 (14.79%) 251 (15.72%) 532 (14.39%)
Never 208 (3.93%) 93 (5.82%) 115 (3.11%)
No answer 154 (2.91%) 66 (4.13%) 88 (2.38%) < 10−3

Social Background
Mother’s Level of Education

Never Been to School 355 (6.71%) 141 (8.83%) 214 (5.79%)
Nursery School, Primary school,

Certificate of studies 1996 (37.71%) 603 (37.76%) 1393 (37.69%)

1st cycle ( Middle School) 968 (18.29%) 266 (16.66%) 702 (18.99%)
2nd cycle ( High School 458 (8.65%) 107 (6.7%) 351 (9.5%)
Higher Education 478 (9.03%) 134 (8.39%) 344 (9.31%)
Other 82 (1.55%) 16 (1%) 66 (1.79%)
Does not know 857 (16.19%) 300 (18.79%) 557 (15.07%)
No answer 99 (1.87%) 30 (1.88%) 69 (1.87%) < 10−3

Father’s Level of Education
Never Been to School 292 (5.52%) 117 (7.33%) 175 (4.73%)
Nursery School, Primary school,

Certificate of studies 1830 (34.57%) 557 (34.88%) 1273 (34.44%)

1st cycle ( Middle School) 1037 (19.59%) 269 (16.84%) 768 (20.78%)
2nd cycle ( High School 401 (7.58%) 99 (6.2%) 302 (8.17%)
Higher Education 565 (10.67%) 154 (9.64%) 411 (11.12%)
Other 123 (2.32%) 44 (2.76%) 79 (2.14%)
Does not know 948 (17.91%) 319 (19.97%) 629 (17.02%)
No answer 97 (1.83%) 38 (2.38%) 59 (1.6%) < 10−3

Notes: The MHI-5 scores range from 0 to 100, with a score of 100 representing optimal mental health. N = 5, 293. The first
column gives the characteristics of the sample of people who self-reported not having depression regardless of the MHI-5 score.
The second and third columns consider only those people whose MHI-5 scores is less than or equal to Q1 = 60 and strictly
greater than Q1 = 60, respectively. The different characteristics are expressed in terms of the mean ± standard deviation for
continuous variables and in terms of absolute and relative frequencies for nominal and ordinal variables. The fourth column
provides a test p-value, depending on the type of variables (analysis of variance for continuous variables, χ2-test for nominal
variables, and Kruskal-Wallis rank sum test for ordinal variables). Bold values indicate significant differences (p-value < 0.05).

Table A7. Comparison of Respondents Having not Reported Mental Health Issues and
Respondents Having not Answered

Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Expenses
MHI-5 Score (n = 10,398) 71.12 (±17.05) 71.13 (±17.05) 70.85 (±17.18) 0.73
Self-Assessed Health Condition (n =

11,063)
Very Good 2661 (24.05%) 2511 (23.96%) 150 (25.82%)
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Variable Self-reported
No depression MHI-5 ≤ Q1 MHI-5 > Q1 p-value

Good 5194 (46.95%) 4934 (47.07%) 260 (44.75%)
Fairly Good 2637 (23.84%) 2493 (23.78%) 144 (24.78%)
Bad 507 (4.58%) 483 (4.61%) 24 (4.13%)
Very Bad 64 (0.58%) 61 (0.58%) 3 (0.52%) 0.74

Age (n = 15,699) 46.64 (±18.8) 48.26 (±19.1) 43.3 (±17.71) < 10−3

Gender (n = 15,699)
Female 7889 (50.25%) 5411 (51.25%) 2478 (48.2%)
Male 7810 (49.75%) 5147 (48.75%) 2663 (51.8%) < 10−3

Occupation (n = 15,674)
Farmer 575 (3.67%) 413 (3.91%) 162 (3.16%)
Craftsman, trader 838 (5.35%) 555 (5.26%) 283 (5.52%)
Executive and intellectual profession 1985 (12.66%) 1437 (13.62%) 548 (10.69%)
Intermediate occupation 2649 (16.9%) 1866 (17.69%) 783 (15.28%)
Administrative employee 2097 (13.38%) 1466 (13.9%) 631 (12.31%)
Commercial employee 1773 (11.31%) 1187 (11.25%) 586 (11.44%)
Skilled worker 2478 (15.81%) 1578 (14.96%) 900 (17.56%)
Unskilled worker 1133 (7.23%) 718 (6.81%) 415 (8.1%)
Inactive having never worked 2146 (13.69%) 1330 (12.61%) 816 (15.93%) < 10−3

Professional Status (n = 13,564)
Public employee 2710 (19.98%) 1880 (20.35%) 830 (19.2%)
Private employee 8613 (63.5%) 5833 (63.13%) 2780 (64.29%)
Other 2241 (16.52%) 1527 (16.53%) 714 (16.51%) 0.27

Social Security (n = 15,652)
Yes, because he/she works, or receives

unemployment benefits, is a student, retired,
widower of a pensioner, disabled, beneficiary
of the basic CMU…

13707 (87.57%) 9308 (88.4%) 4399 (85.87%)

Yes, as the beneficiary of a person living
in your household 1945 (12.43%) 1221 (11.6%) 724 (14.13%) < 10−3

Social Security System (n = 15,682)
The general scheme (Cnamts) 11142 (71.05%) 7477 (70.89%) 3665 (71.37%)
Public service 1401 (8.93%) 943 (8.94%) 458 (8.92%)
The local Alsace-Moselle scheme 506 (3.23%) 359 (3.4%) 147 (2.86%)
The basic Universal Health Coverage 32 (0.2%) 19 (0.18%) 13 (0.25%)
The agricultural scheme 1075 (6.85%) 767 (7.27%) 308 (6%)
The self-employed scheme 1008 (6.43%) 653 (6.19%) 355 (6.91%)
Other (Student, abroad, other) 493 (3.14%) 310 (2.94%) 183 (3.56%)
Does not know 25 (0.16%) 19 (0.18%) 6 (0.12%) < 10−3

Couple (n = 14,236)_ Yes 10951 (76.92%) 7524 (79.43%) 3427 (71.95%)
No 3285 (23.08%) 1949 (20.57%) 1336 (28.05%) < 10−3

Marital Status (n = 15,401)
Married, Civil Union 9142 (59.36%) 6327 (60.94%) 2815 (56.1%)
Divorced, separated 588 (3.82%) 419 (4.04%) 169 (3.37%)
Widowed 597 (3.88%) 469 (4.52%) 128 (2.55%)
Lives in a marriage or concubinage 1803 (11.71%) 1192 (11.48%) 611 (12.18%)
Single 3253 (21.12%) 1965 (18.93%) 1288 (25.67%)
Does not know 6 (0.04%) 4 (0.04%) 2 (0.04%)
Refuses to answer 12 (0.08%) 7 (0.07%) 5 (0.1%) < 10−3

Long-term condition (Self-declared) (n =
15,699)

Yes 2529 (16.11%) 1877 (17.78%) 652 (12.68%)
No 13059 (83.18%) 8651 (81.94%) 4408 (85.74%)
Does not know 111 (0.71%) 30 (0.28%) 81 (1.58%) < 10−2

Notes: The MHI-5 scores range from 0 to 100, with a score of 100 representing optimal mental health. N = 5, 293. The first
column gives the characteristics of the sample of people who self-reported not having depression regardless of the MHI-5 score.
The second and third columns consider only those people whose MHI-5 scores is less than or equal to Q1 = 60 and strictly
greater than Q1 = 60, respectively. The different characteristics are expressed in terms of the mean ± standard deviation for
continuous variables and in terms of absolute and relative frequencies for nominal and ordinal variables. The fourth column
provides a test p-value, depending on the type of variables (analysis of variance for continuous variables, χ2-test for nominal
variables, and Kruskal-Wallis rank sum test for ordinal variables). Bold values indicate significant differences (p-value < 0.05).

B Classifiers

We train four models to predict the imaginary healthy patients: random forest, extreme gra-
dient boosting, support vector machine, and penalised logistic regression. This section briefly
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describes the models and details the estimation procedure, followed by an overview of their
performance using the AUC metric.

B.1 Algorithms

Random Forests. RF (Breiman, 2001) are an ensemble learning method that operates by
constructing multiple decision trees. The algorithm uses a bagging technique (bootstrap ag-
gregation) during the training process, which involves randomly selecting observations to train
each tree and randomly selecting variables when performing space partitioning at each node
of the trees. For classification tasks, each terminal node of the individual trees outputs the class
that is the mode of the classes. The output of the random forest is determined by the majority
vote of the outputs from the individual trees. To associate a level of confidence with the pre-
diction, it is common practice to calculate the proportion of positive class observations among
all predictions made by the ensemble of trees; this value is referred to as a prediction score. RF
are convenient for applications in high-dimensional data; their use is recommended in health
outcome research (Crown, 2015), and they have been recently used to detect depression (Pear-
son et al., 2019; Cacheda et al., 2019). We train the forests using the ranger package in R. The
Gini index is employed as the splitting rule, and the number of trees is set to 500. In the grid
search process, we vary two hyperparameters: the minimum size of a tree node (with values
of 50, 75, 100, and 150) and the number of variables considered for a split, ranging from 3 to
the square root of the total number of explanatory variables.

Extreme Gradient Boosting. The gradient boosting algorithm (Chen and Guestrin, 2016),
implemented in XGBoost, sequentially builds a series of decision trees where each new tree
corrects the errors made by the previous ones. At each iteration, the residuals from the previ-
ous tree are estimated, and a regularisation term is used to prevent overfitting. We train the
models using the xgboost R package. We set the number of boosting iterations to 500 and
the learning rate to 0.01. Several hyperparameters are varied. The maximum depth of the trees
is varied within the range [3, 6]. Deeper trees are more complex and present a higher risk of
overfitting. We also vary the fraction of columns to be randomly sampled for each tree, choos-
ing values from the set {0.1, 0.2, . . . , 1}. This hyperparameter acts as a form of regularisation,
helping to mitigate overfitting and improve generalisation by generating more diverse trees.
Additionally, we vary the hyperparameter that specifically controls regularisation, consider-
ing the possible values of 0, 5, and 10. When this hyperparameter is set to 0, tree splits are
made as long as they provide a gain. Increasing this value leads to pruning of the trees, which
can again help prevent overfitting. Finally, we explore different values for the proportion of
training data used to construct the trees: 70%, 80%, 90%, and the entire training sample.

Support Vector Machine. SVM (Ben-Hur et al., 2002) finds the hyperplane that best sep-
arates the observations of different classes. In our binary classification case, the best hy-
perplane maximises the distance—called the margin—between the hyperplane and the near-
est data points from each class—called the support vectors. To handle non-linear relation-
ships between data points, the input data is transformed into a higher-dimensional space
where a linear separation is possible using a radial kernel. More specifically the kernel writes
K(x, x′) = exp(−γ∥x − x′∥22), where x and x′ are two data points, ∥x − x′∥22 is the squared
Euclidean distance between them, and γ is a parameter that determines the kernel’s width.
We train the model using the e1071 R library. The training data is centered and scaled. The
value for γ is estimated using the sigest function from the kernlab R package. We let
the regularisation parameter, which controls the trade-off between maximising the margin and
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minimising the classification error, vary in values in the set made of 2 to the power of each el-
ement in the sequence {−2,−1, 0, 1, . . . , 97}.15 The lower this cost hyperparameter, the more
the model will allow for some misclassifications. Conversely, the higher this hyperparameter,
the more complex the model, which may result in overfitting.

Penalised Logistic Regression Model. Penalised logistic regression (Friedman et al., 2010)
is an extension of logistic regression that incorporates regularisation. Regularisation is achieved
by adding a penalty term to the logistic regression’s objective function, which constrains the
size of the coefficients in the following problem:

min
β0,β

1

N

N∑
i=1

l(yi, β0 + βTxi) + λ
[
(1− α)∥β∥22/2 + α∥β∥1

]︸ ︷︷ ︸
elastic net penalty

,

where N is the total number of observations, yi is the binary target value, xi is the vector of
predictor values, l(yi, β0 + βTxi) is the negative log-likelihood contribution for observation
i. The penalty term is a weighted combination of the L1 norm (lasso) and the L2 norm (ridge),
controlled by the elastic net mixing parameter, α. When α = 1 (respectively α = 0), the
penalty is purely lasso (respectively ridge). The intercept β0 and the coefficients β are to be
estimated. When training the classifier, we vary values of α over a grid (sequence of 100 values
evenly spaced from 0.1 to 1) to find the optimal balance between the L1 and L2 penalties. For
each value of α, the regularisation parameter λ is determined through cross-validation so as
to maximise the sensitivity on the validation set. This cross validation is performed using the
glmnet function from the glmnet R package.

B.2 Grid Search

For each algorithm, the choice of hyperparameters is made using grid search, with repeated
k-fold cross-validation (10 repetitions, 5 folds). The possible values for the hyperparameters
are listed in Table B8. The training process is performed using the caret R package. See the
online replication ebook for more details on the R codes.

After the grid search, the hyperparameters for the models are the following:

• Random Forest: mtry=9, min.node.size=50

• XGBoost: nrounds=500,max_depth=5,colsample_bytree=8,eta=0.01,
gamma=5, min_child_weight=150, subsample=0.9

• SVM: gamma=0.003586236, cost=0.25

• Penalized Logistic Regression: alpha=0.2909091, lambda=0.01157483.

B.3 Model Performances

The ROC curve obtained from the train and the test sets on the four different models (random
forest, XGBoost, SVM, and penalised logistic regression) are shown in Figure B2. The ROC
curve represents the variation in the performance in terms of the true positive rate (TPR) and
false positive rate (FPR) induced by varying the threshold above which an individual is pre-
dicted to be positive (imaginary healthy patient). The area under the curve (ROC-AUC) on the
test set is about 0.7 for all models (see Table 2). If the model were able to perfectly predict the
class of respondents, this area would be 1. Conversely, if the model could not correctly predict
any individual, this area would be 0.

15More specifically, 2(3:(len+2))−5 where len equals 100.
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Table B8. Hyperparameters.

Hyperparameter Possible Values Description
Random Forest

mtry {3, 4, 5, 6, 7, 8, 9} Number of variables randomly sampled as candidates
at each split

splitrule Gini index Splitting rule
min.node.size {50, 75, 100, 150} Minimum size of terminal nodes

Extreme Gradient Boosting

nrounds 500 Number of boosting iterations
max_depth {3, 4, 5, 6} Maximum depth of a tree
colsample_bytree {.1, .2, …, .9} Subsample ratio of columns when constructing each

tree
eta 0.01 Learning rate
gamma {0, 5, 10} Minimum loss reduction required to make a further

partition on a leaf node of the tree
min_child_weight {50, 100, 150} Minimum sum of instance weight needed in a child
subsample {0.7, 0.8, 0.9, 1} Subsample ratio of the training instances

Support Vector Machine (with radial kernel)

gamma Estimated with the sigest()
function from the kernlab pack-
age

Radial kernel parameter

cost {2−2, 2−1, . . . , 297} Cost of constraints violation

Penalised Logistic Regression Model.

alpha Sequence of equally distant values
from 0.1 to 1 with a length of 100

Elasticnet mixing parameter

Figure B2. ROC Curve on Validation Data.
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