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Abstract—4D cone-beam computed tomography (CBCT) plays 

a critical role in adaptive radiation therapy for lung cancer. 
However, extremely sparse sampling projection data will cause 
severe streak artifacts in 4D CBCT images. Existing deep learning 
(DL) methods heavily rely on large labeled training datasets which 
are difficult to obtain in practical scenarios. Restricted by this 
dilemma, DL models often struggle with simultaneously retaining 
dynamic motions, removing streak degradations, and recovering 
fine details. To address the above challenging problem, we 
introduce a Deep Prior Image Constrained Motion Compensation 
framework (DPI-MoCo) that decouples the 4D CBCT 
reconstruction into two sub-tasks including coarse image 
restoration and structural detail fine-tuning. In the first stage, the 
proposed DPI-MoCo combines the prior image guidance, 
generative adversarial network, and contrastive learning to 
globally suppress the artifacts while maintaining the respiratory 
movements. After that, to further enhance the local anatomical 
structures, the motion estimation and compensation technique is 
adopted. Notably, our framework is performed without the need 
for paired datasets, ensuring practicality in clinical cases. In the 
Monte Carlo simulation dataset, the DPI-MoCo achieves 
competitive quantitative performance compared to the state-of-
the-art (SOTA) methods. Furthermore, we test DPI-MoCo in 
clinical lung cancer datasets, and experiments validate that DPI-
MoCo not only restores small anatomical structures and lesions 
but also preserves motion information. 

 
Index Terms—4D CBCT imaging, motion compensation, prior 

image, generative adversarial loss, contrastive learning. 
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I. INTRODUCTION 
N-board cone-beam computed tomography (CBCT) 
mounted on a linear accelerator is an effective imaging 

tool in image-guided radiation therapy (IGRT) [1] because it 
can flexibly provide three-dimensional anatomical information 
and correct any changes in patient setup or target localization 
[2]. However, owing to the respiratory movements, CBCT will 
suffer from severe degradation caused by motion-induced 
artifacts. 

Later, four-dimensional CBCT (4D CBCT) was introduced 
to tackle the motion-blurred artifacts. And it has played an 
important role in adaptive radiation therapy (ART) for lung 
cancer [3, 4] because of its ability to track the movements of 
organs and tissues in real time. However, this can also lead to 
severe streak artifacts in 4D CBCT because the projection data 
of each phase-resolved image (PRI) is extremely sparse, which 
undoubtedly reduces its clinical values [5]. Currently, how to 
preserve the dynamic changes of breathing motion while 
reconstructing high-quality PRIs at the same time is the main 
challenge in 4D CBCT. Many efforts have been devoted to 
solving this issue and they can be roughly grouped into three 
categories: iterative (IR) methods, motion compensation 
(MoCo) methods, and deep learning (DL)-based methods. 

By incorporating a variety of regularization terms into the 
optimization process [6], IR methods perform better than the 
typical Feldkamp-David-Kress (FDK) algorithm [7]. Among 
them, total variation (TV) is the most widely used constraint 
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function. Via minimizing the magnitudes of gradient images 
from PRIs, the TV method successfully promotes the 4D CBCT 
images in noise and artifact suppression [8, 9]. Next, to fully 
exploit the temporal interrelation between adjacent PRIs, some 
works propose 4D TV to regularize the reconstructed images in 
the spatial-sequential domain [10-12]. Besides, prior-image-
guided TV algorithms are another popular scheme for 4D 
CBCT reconstruction [13, 14]. These studies are driven by the 
observation that the difference maps between the individual 
PRI and prior images reconstructed from full-sampled 
projection data are sparse at motion regions, which can greatly 
boost the final reconstruction results compared to classical TV 
methods [13]. Nevertheless, IR-based methods often lead to 
over-smoothing results and loss of small details. 

The MoCo-based methods are also commonly employed for 
4D CBCT reconstruction, whose key roadmap is to compensate 
for the respiratory motion of target PRI by applying 
deformation vector fields (DVFs) [15-17]. To estimate the 
patient-specific motion mode, the direct way is to extract the 
DVFs from the 4D planning CT (pCT) of the same patient and 
then apply the estimated DVFs to correct deformed images 
based on the FDK algorithm [18-20]. However, this strategy 
follows the assumption that the motion pattern in acquired 
CBCT data is identical to the ones in pCT, which is often 
violated in clinical scenarios. Afterward, several hybrid 
approaches that integrate the smoothness constraint of 
respiratory motion into IR optimization are proposed to 
gradually improve the DVFs [21-23]. Compared to [18], results 
demonstrate that these works achieve a boosted temporal 
resolution of PRIs and a more accurate tumor motion trajectory. 
Although MoCo-based methods can generate robust movement 
information, it is difficult to produce visually improved PRIs. 

To mitigate streak artifacts and noise, many convolutional 
neural networks (CNNs) have been probed [24, 25]. One 
popular scheme is to take the artifact-induced images as input 
and produce high-quality results [26, 27]. Benefiting from the 
powerful feature extraction capacity, these models can provide 
better images with clearer edges and enhanced anatomical 
structures than conventional methods. However, on account of 
extremely sparse projection, it is hard for simple CNNs to 
recover satisfactory PRIs in 4D CBCT. Inspired by the PICCS 
[13], some studies attempt to input the PRI and prior image 
jointly into the CNN model and bring excellent promotions in 
artifact removal [28-30]. In addition, the combination of the 
CNN model and MoCo or IR optimization is also an effective 
way to boost PRIs [28, 31, 32]. It is worth noting that there is 
no ground truth image in clinical 4D CBCT. For this reason, the 
abovementioned DL-based methods cannot guarantee their 
worst performance when transferring the trained model on the 
simulated dataset to the real CBCT images. To overcome this 
issue, a specialized projection selection scheme is designed to 
construct a pseudo-paired dataset [33]. In this way, existing 
CNN models can be flexibly optimized on this dataset [34] and 
therefore get rid of the inter-domain inconsistencies that 
occurred in [30, 31]. However, it remains a challenging 
problem that simultaneously retains dynamic motions, removes 
streak degradations, and restores fine details. 

In this study, we propose a Deep Prior Image Constrained 
Motion Compensation (DPI-MoCo) reconstruction framework 
for 4D CBCT. It decomposes the 4D CBCT into two sub-tasks 
including coarse image generation and structural features fine-
tuning, which collectively improve the PRIs from the global 
and local aspects. Compared with [31], our DPI-MoCo only 
adapts one motion compensation step and generates satisfactory 
results, which has high computational efficiency. In addition, 
the proposed method gets rid of the labeled data, which is 
important for practical 4D CBCT applications. Besides, unlike 
[34], DPI-MoCo constructs a more complex and effective 
framework, including pseudo-paired dataset construction, deep 
model training, and motion compensation, as a result, leading 
to promising results. The main contributions of DPI-MoCo are 
four-fold.  
 We propose a specialized framework for clinical 4D 

CBCT reconstruction, which eliminates the need for 
ground truth data, allowing it to be applied to various 
imaging conditions and vendors. 

 We employ the prior-image guided artifact estimation 
module (PIGAE) to construct a more effective pseudo-
paired dataset than [34], which not only supplies higher-
quality CBCT images for training RestoreNet and 
RegisNet but also offers a better candidate for MoCo 
that can further promote the reconstruction image. 

 Unlike the existing hybrid methods that combine deep 
learning and MoCo [31, 34], the proposed DPI-MoCo 
additionally designs a prior-image guided DenoiseNet 
after the MoCo step to facilitate streaking artifact 
removal at some areas with fewer changes during 
breathing.  

 Experimental results demonstrate that on the simulated 
dataset, our DPI-MoCo even surpasses the existing 
competitive methods trained on the ground truth data. 
Moreover, on the clinical datasets, DPI-MoCo performs 
well both in stationary structure preservation and 
dynamic movement tracking. This proves the proposed 
method is promising for real 4D CBCT applications. 

The rest of this paper is organized as follows. Section II 
presents the preliminary work related to the DPI-MoCo. The 
detailed descriptions of the proposed method will be given in 
section III. In section IV, the simulated and clinical experiments 
are performed. Section V will discuss some issues and conclude. 

II. BACKGROUND 

A. Phase-Resolved Image Reconstruction 
For the PRI reconstruction, the fully-sampled projection data 

𝑃𝑃 ∈ 𝑅𝑅𝑀𝑀×𝑁𝑁×𝑉𝑉 is first split into different phases according to the 
respiratory signal, where 𝑀𝑀 and 𝑁𝑁 are the height and width of 
the plat detector, respectively, and 𝑉𝑉 indicates the projection 
numbers. Then, the PRI can be reconstructed as follows: 

𝑥𝑥𝑛𝑛 = FDK(𝑃𝑃𝑛𝑛)                                   (1) 
where every projection data in 𝑃𝑃𝑛𝑛 ∈ 𝑅𝑅𝑀𝑀×𝑁𝑁×𝑉𝑉𝑛𝑛  belongs to the 
𝑛𝑛𝑡𝑡ℎ respiratory phase and 𝑉𝑉𝑛𝑛 is the number of projection data in 
𝑃𝑃𝑛𝑛, 𝑥𝑥𝑛𝑛 represents the PRI reconstructed from 𝑃𝑃𝑛𝑛. 
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Fig 1. The overview of the proposed DPI-MoCo framework. (a) Prior-image guided artifact estimation module. (b) RestoreNet training on the pseudo-paired dataset. 
(c) Global artifact removal inference for APRIs. (d) Motion estimation between arbitrary BPRIs. (e) Motion compensation and denoising. (a)-(c) Coarse image 
generation. (d)-(e) Anatomical structure fine-tuning. PAI: Pseudo-average image, PI: Prior-Image, PRI: Phase-Resolved Image, APAI: Artifact-reduced PAI, APRI: 
Artifact-reduced PRI, BPRI: Boosted PRI, DPRI: Denoised PRI. 

B. Self-Contained Deep-Learning-Based Artifact Removal 
In real 4D CBCT applications, ground truth data is typically 

unavailable, so it is difficult to reconstruct reliable PRIs for 
practical scenarios. To address this matter, Madesta et al. 
proposed a novel projection binning scheme to build the 
pseudo-paired samples for instructing CNN optimization [33]. 

The pseudo-average projection subset 𝑃𝑃𝑛𝑛𝑎𝑎  ( 𝑛𝑛 ∈ [1,𝑁𝑁𝑏𝑏] ) 
construction can be simply described as follows. 

𝑛𝑛𝑎𝑎 ← 𝑛𝑛, 𝑟𝑟 ← 1,𝑃𝑃𝑛𝑛𝑎𝑎 ← {}                           (2) 
𝑃𝑃𝑛𝑛𝑎𝑎 = 𝑃𝑃𝑛𝑛𝑎𝑎 ⋃𝑃𝑃𝑛𝑛𝑎𝑎,𝑟𝑟                                (3) 

𝑛𝑛𝑎𝑎 ← (𝑛𝑛𝑎𝑎 + 1) mod 𝑁𝑁𝑏𝑏 , 𝑟𝑟 ← 𝑟𝑟 + 1                   (4) 
𝑛𝑛𝑎𝑎 ← 𝑁𝑁𝑏𝑏 , 𝑖𝑖𝑖𝑖 𝑛𝑛𝑎𝑎 == 0                            (5) 

where 𝑁𝑁𝑏𝑏  is the total respiratory phase number, 𝑃𝑃𝑛𝑛𝑎𝑎,𝑟𝑟  
corresponds to projection that belongs to the 𝑛𝑛𝑡𝑡ℎ  respiratory 
phase in the 𝑟𝑟𝑡𝑡ℎ  breathing circle. Specifically, Eq. (2) is the 
initialization step, then repeat the Eqs. (3)-(5) until 𝑟𝑟 exceeds 
the total breathing circles. Eventually, pseudo-paired samples 
{𝑥𝑥𝑛𝑛𝑎𝑎,𝑃𝑃𝑃𝑃} can be constructed via pseudo-average image (PAI) 
𝑥𝑥𝑛𝑛𝑎𝑎 = FDK(𝑃𝑃𝑛𝑛𝑎𝑎) and prior image 𝑃𝑃𝑃𝑃 = FDK(𝑃𝑃). As described 
above, the 𝑥𝑥𝑛𝑛𝑎𝑎 not only shares similar streak artifacts with the 
PRI 𝑥𝑥𝑛𝑛, but also characterizes the same motion mode with 𝑃𝑃𝑃𝑃. 
Consequently, the network trained by regarding the 𝑥𝑥𝑛𝑛𝑎𝑎 as the 
artifact-corrupted input and PI as the high-quality ground truth 
is able to diminish the artifacts of 𝑥𝑥𝑛𝑛. 

C. Motion Compensation-Based Reconstruction 
In contrast to Eq. (1), MoCo-based methods utilize the full-

sampled projection data to reconstruct the motion-free target 
PRI by applying DVFs. To boost the computational efficiency, 
Brehm et al. directly deformed the individual PRI and added 
them to achieve the final results, which is equal to performing 
a backprojection of filtered data along motion direction [16]. 
The MoCo reconstruction in [16] is briefly formulated as: 

𝑚𝑚𝑗𝑗 = ∑ 𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛
𝑗𝑗(𝑥𝑥𝑛𝑛)𝑁𝑁

𝑛𝑛=1                               (6) 

where 𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛
𝑗𝑗  is a transformation that can register 𝑥𝑥𝑛𝑛 from phase 

𝑛𝑛  to 𝑗𝑗  via 𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛
𝑗𝑗(𝑥𝑥𝑛𝑛) , and 𝑚𝑚𝑗𝑗  presents the deformed high-

quality target image. 

III. METHODOLOGY 
The proposed DPI-MoCo framework adopts a multi-phase 

processing strategy to gradually improve the PRIs (as illustrated 
in Fig. 1). 

A. Prior-Image Guided Artifact Estimation 
The pseudo-paired samples {𝑥𝑥𝑛𝑛𝑎𝑎,𝑃𝑃𝑃𝑃}  overcome the lack of 

ground truth 4D CBCT images to some degree. However, as 
reported in [33, 34], the well-trained model obtained on this 
dataset still results in over-smoothing details. Following the 
observation that the prior image possesses sharp edges and clear 
structures at the stationary regions during breathing, our 
proposed DPI-MoCo first develops a PIGAE module (as 
demonstrated in Fig. 1 (a)) to promote the PRIs. Specifically, 
the PIGAE is described as: 

𝑠𝑠𝑛𝑛𝑎𝑎 = 𝑃𝑃𝑃𝑃 − FDK(𝐴𝐴𝑛𝑛𝑎𝑎𝑃𝑃𝑃𝑃)                          (7) 
𝑠𝑠𝑛𝑛 = 𝑃𝑃𝑃𝑃 − FDK(𝐴𝐴𝑛𝑛𝑃𝑃𝑃𝑃)                          (8) 

where 𝐴𝐴𝑛𝑛𝑎𝑎  and 𝐴𝐴𝑛𝑛 are the system matrices. Particularly, 𝐴𝐴𝑛𝑛𝑎𝑎  can 
project the PI along the same direction as the data in 𝑃𝑃𝑛𝑛𝑎𝑎 , 
resulting in projection data of the same size as 𝑃𝑃𝑛𝑛𝑎𝑎 . Similarly, 
𝐴𝐴𝑛𝑛 can project the PI along the same direction as the data in 𝑃𝑃𝑛𝑛, 
also resulting in projection data of the same size as 𝑃𝑃𝑛𝑛 . Taking 
the PI as the ground truth, 𝐴𝐴𝑛𝑛𝑎𝑎  and 𝐴𝐴𝑛𝑛  aim to reproduce the 
degradations that occurred in 𝑥𝑥𝑛𝑛𝑎𝑎 and 𝑥𝑥𝑛𝑛. Consequently, 𝑠𝑠𝑛𝑛𝑎𝑎 and 
𝑠𝑠𝑛𝑛  indicate the similar streaking artifacts contained in 𝑥𝑥𝑛𝑛𝑎𝑎 and 
𝑥𝑥𝑛𝑛. Thus, the corrected results can be accessed: 

𝑐𝑐𝑛𝑛𝑎𝑎 = 𝑥𝑥𝑛𝑛𝑎𝑎 − 𝑠𝑠𝑛𝑛𝑎𝑎                                   (9) 
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Fig.2. The architecture of the proposed RestoreNet. 

𝑐𝑐𝑛𝑛 = 𝑥𝑥𝑛𝑛 − 𝑠𝑠𝑛𝑛                                  (10) 
here 𝑐𝑐𝑛𝑛𝑎𝑎  and 𝑐𝑐𝑛𝑛  are artifact-reduced PAI and PRI, denoted by 
APAI and ARPI, respectively. After being processed by the 
PIGAE module, 𝑐𝑐𝑛𝑛𝑎𝑎  and 𝑐𝑐𝑛𝑛  become more robust to bone or 
muscle structures. As a result, we can get the improved pseudo-
average paired dataset {𝑐𝑐𝑛𝑛𝑎𝑎 ,𝑃𝑃𝑃𝑃}. 

B. RestoreNet 
As illustrated in Fig. 1(b) and Fig. 2, the RestoreNet is 

adopted in this work to generate boosted PRIs (BPRIs). Usually, 
the RestoreNet is optimized with 𝐿𝐿2 or 𝐿𝐿1 loss and prefers to 
blur the CBCT images, which is the inherent shortcoming of 
CNN models [35]. To alleviate this problem, the GAN and CL 
techniques are simultaneously conducted to upgrade the minor 
feature preservation of RestoreNet in this work. In contrast to 
calculating the distance between the generated image and the 
ground truth pixel-by-pixel, GAN intends to bring the source 
distribution and the target counterpart closer. Various image 
recovery tasks have validated that GAN indeed encourages to 
supply of visually improved results [35, 36]. In addition, CL is 
another popular practice that provides realistic images [37]. 
There are usually three necessary elements in CL, including 
anchor, positive sample, and negative sample, which 
respectively correspond to the restored images, degraded 
images, and ground truth in this work. The goal of CL is to 
reduce the distance between the anchor and positive samples 
but put away the anchor from negative ones at the same time. 

Generally, the GAN or CL is independently regularized on 
the CNN model [35, 36]. To synergistically exploit the 
advantages of GAN and CL, the DPI-MoCo binds them 
together to guide the RestoreNet. Similar to existing works [35, 
38, 39], there are two loss functions that need to be optimized, 
which are 𝐿𝐿𝐷𝐷  and 𝐿𝐿𝐺𝐺 , respectively. Specifically, the loss 
function 𝐿𝐿𝐷𝐷 of discriminator 𝐷𝐷 is defined as follows: 

 𝐿𝐿𝐷𝐷 = −𝐸𝐸[𝐷𝐷�𝐶𝐶(𝑃𝑃𝑃𝑃,𝐻𝐻𝑃𝑃𝑃𝑃)�]  
+𝐸𝐸 �𝐷𝐷 �𝐶𝐶�𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎),𝐻𝐻𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎)��� + 𝜌𝜌𝜌𝜌[(‖∇𝑥𝑥�𝐷𝐷(𝑥𝑥�)‖2 − 1)2] (11) 

here, we adopt EGAN [36] to enhance the original WGAN 
further. Where 𝐶𝐶 indicates the concatenation operation and 𝐻𝐻 
declares the high-frequency extraction (referred to [36]), and 𝑥𝑥� 
means the linear interpolation between 𝐶𝐶�𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎),𝐻𝐻𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎)� and 
𝐶𝐶(𝑃𝑃𝑃𝑃,𝐻𝐻𝑃𝑃𝑃𝑃) . 𝐸𝐸[(‖∇𝑥𝑥�𝐷𝐷(𝑥𝑥�)‖2 − 1)2]  represents the gradient 
penalty term for network regularization. 𝜌𝜌  is a constant 
weighting parameter and a reasonable value can constrain the 

gradients to an approximate range to improve the stability of 
network training. 

For the RestoreNet 𝐺𝐺, its objective function is: 

𝐿𝐿𝐺𝐺 = 𝑀𝑀𝑀𝑀𝑀𝑀(𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎),𝑃𝑃𝑃𝑃) − 𝜆𝜆𝜆𝜆 �𝐷𝐷 �𝐶𝐶�𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎),𝐻𝐻𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎)��� 

 +𝛽𝛽 ∑ 𝑤𝑤𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀(Φ𝑖𝑖(𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎)),Φ𝑖𝑖(𝑃𝑃𝑃𝑃))
𝑀𝑀𝑀𝑀𝑀𝑀(Φ𝑖𝑖(𝐺𝐺(𝑐𝑐𝑛𝑛𝑎𝑎)),Φ𝑖𝑖(𝑐𝑐𝑛𝑛𝑎𝑎))

𝐼𝐼
𝑖𝑖=1        (12) 

where 𝑀𝑀𝑀𝑀𝑀𝑀 is the mean square error,  Φ𝑖𝑖 and 𝑤𝑤𝑖𝑖  (𝑖𝑖 = 1,2, … , 𝐼𝐼) 
are the feature extractor and weight coefficient. 𝜆𝜆  and 𝛽𝛽  are 
weighting parameters that correspond to adversarial loss and 
CL terms, respectively. Both 𝜆𝜆  and 𝛽𝛽  balance the tradeoff 
between artifact removal and detail recovery. That means 
smaller 𝜆𝜆 or 𝛽𝛽 cannot avoid image blurring caused by MSE but 
larger values may lead to some negative effects because of the 
instabilities of GAN or CL training processes. In most works, 
the pre-trained deep model developed by visual geometry group 
(VGG) [40] is often regarded as the feature extractor [37, 39, 
41, 42]. In opposition to this, in our DPI-MoCo, the 
discriminator 𝐷𝐷  and feature extractor Φ  share the same 
architecture and learnable variables for better capturing 
intrinsic CBCT features. Particularly, the 2th, 4th, 6th, 8th 
convolutional layers in discriminator 𝐷𝐷  (more detailed 
architecture can be found in [36]) serve as feature extractors. 
Overall, in this work, the networks 𝐷𝐷  and 𝐺𝐺  are trained 
alternatively by fixing one and updating the other, with one 
updating in each network optimization stage. 

After training the RestoreNet, the boosted PRI (BPRI) 𝑏𝑏𝑛𝑛 can 
be obtained by applying the RestoreNet on APRI 𝑐𝑐𝑛𝑛 (as shown 
in Fig. 1(c)). When the ground truth images are unavailable in 
clinical 4D CBCT, the restored BPRIs show their advantages in 
terms of artifact removal than some label-dependent methods 
[28, 30, 31]. 

C. RegisNet 
Even though RestoreNet can produce global artifact-free 

images, local structural details still need to be refined. MoCo is 
a promising way to overcome these defects by applying DVFs 
to utilize all PRIs. The accuracy of estimated DVFs 
significantly influences the performance of MoCo-based 
methods. As mentioned before, DVFs provided by pCT cannot 
precisely characterize the motion mode of CBCT images. 
Meanwhile, the PRIs reconstructed from the FDK algorithm 
will disrupt the quality of DVFs caused by streak artifacts. 
Recently, Zhang et al. first reconstructed initial PRIs following 
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the [33], and then the DVFs extracted from these were 
employed to compensate for the breathing motion [34]. 
Experimental results state that [34] outperforms [33] in tissue 
recovery and conventional MoCo in artifact reduction. 

As exhibited in Fig. 1(d), we use RegisNet to obtain the 
DVFs between various respiratory phases. There are two 
important differences between RegisNet and [34]. One is that 
RegisNet receives better input compared with [34], therefore, 
resulting in more accurate DVFs. The other is that RegisNet 
establishes itself on the CNN model, so it has higher 
computational efficiency. The cost function of RegisNet is 
offered: 

𝐿𝐿𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑁𝑁𝑁𝑁𝑁𝑁�𝐷𝐷𝐷𝐷𝐹𝐹𝑖𝑖
𝑗𝑗(𝑏𝑏𝑖𝑖), 𝑏𝑏𝑗𝑗� + 𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎ℎ(𝐷𝐷𝐷𝐷𝐹𝐹𝑖𝑖

𝑗𝑗)   (13) 

where RegisNet takes the 𝑏𝑏𝑖𝑖 and 𝑏𝑏𝑗𝑗 as input and outputs 𝐷𝐷𝐷𝐷𝐹𝐹𝑖𝑖
𝑗𝑗. 

𝑁𝑁𝑁𝑁𝑁𝑁  is the normalized cross-correlation loss and 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ 
represents the local smoothness constraint by minimizing the 
gradient of 𝐷𝐷𝐷𝐷𝐹𝐹𝑖𝑖

𝑗𝑗  [43]. 𝜎𝜎  is the parameter that controls the 
smoothness of the DVF. Unreasonable 𝜎𝜎 values could limit the 
registration performance or cause some unnatural distortions. 
Specifically, we use VoxelMorph [43] to implement RegisNet 
in this study. 

D. Motion-Free Image Reconstruction 
According to [16], the target phase image is reconstructed by 

adding all other deformed sequential results as computed in Eq. 
(6). For a given 𝐷𝐷𝐷𝐷𝐹𝐹𝑛𝑛

𝑗𝑗 , there are three candidates to be 
deformed, including 𝑥𝑥𝑛𝑛 , 𝑐𝑐𝑛𝑛 , and 𝑏𝑏𝑛𝑛 . Routinely, the DVFs are 
conducted on the 𝑥𝑥𝑛𝑛 to generate results. However, this scheme 
will leave many artifacts [34] since 𝑥𝑥𝑛𝑛  contains severe 
corruptions. As for 𝑏𝑏𝑛𝑛, it loses detailed structures, so the target 
image also fails to restore them. Compared to 𝑥𝑥𝑛𝑛, 𝑐𝑐𝑛𝑛 mitigates 
the artifacts at some stationary regions. Meanwhile, it owns 
more tiny features than 𝑏𝑏𝑛𝑛. As a result, 𝑐𝑐𝑛𝑛 can better balance the 
tradeoff between artifact suppression and detail preservation. 
Therefore, deformed PRIs of DPI-MoCo are delivered: 

𝑑𝑑𝑗𝑗 = ∑ 𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛
𝑗𝑗(𝑐𝑐𝑛𝑛)𝑁𝑁

𝑛𝑛=1                           (14) 
Nevertheless, 𝑑𝑑𝑗𝑗 performs well in detail recovery, it remains 

slight corruptions in some relatively stationary regions because 
of the streak artifacts in 𝑐𝑐𝑛𝑛. Although some advanced denoising 
algorithms [44-46] have been proposed for unlabeled data, they 
may not be suitable for application here. To improve the 𝑑𝑑𝑗𝑗, a 
specialized prior-image guided DenoiseNet is developed and its 
loss function is defined: 

𝐿𝐿𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑀𝑀(𝑂𝑂(𝑌𝑌),𝑃𝑃𝑃𝑃)                        (15) 
where 𝑌𝑌 = 𝑃𝑃𝑃𝑃 + 𝛾𝛾 ∗ 𝜖𝜖  and 𝜖𝜖~𝑁𝑁(0, I)  is Gaussian noise, 𝛾𝛾 
controls the noise level, 𝑀𝑀 represents the metrics, 𝑂𝑂 indicates 
the DenoiseNet. As mentioned above, the DenoiseNet is trained 
using 𝑃𝑃𝑃𝑃  as the ground truth again. Particularly, DenoiseNet 
adopts the same network architecture as RestoreNet and is also 
optimized by GAN and CL (identical to Eqs. (11)-(12)). After 
training the DenoiseNet, the denoised PRIs (DPRIs) can be 
obtained by 𝑂𝑂(𝑑𝑑𝑗𝑗 + 𝛾𝛾 ∗ 𝜖𝜖). Since the artifacts in 𝑑𝑑𝑗𝑗 are small, 
the well-trained DenoiseNet treats them as noise and removes 

them from 𝑑𝑑𝑗𝑗 + 𝛾𝛾 ∗ 𝜖𝜖 thus realizing the improvement of 𝑑𝑑𝑗𝑗. The 
workflow of DPI-MoCo is summarized in Algorithm 1. 

Algorithm 1 DPI-MoCo 
Training Phase 
Input: 𝑃𝑃𝑃𝑃, 𝜌𝜌, 𝜆𝜆 , 𝛽𝛽, 𝑤𝑤𝑖𝑖, 𝜎𝜎, 𝛾𝛾. 
Reconstruct 𝑐𝑐𝑛𝑛𝑎𝑎 and 𝑐𝑐𝑛𝑛 using Eqs. (7)-(10). 
Optimize the ResotreNet with Eqs. (11)-(12). 
Generate 𝑏𝑏𝑛𝑛 via RestoreNet. 
Optimize the RegisNet with Eq. (13). 
Optimize the DenoiseNet with Eq. (15). 
Inference Phase 
Input: 𝑃𝑃𝑃𝑃, 𝛾𝛾, RestoreNet, RegisNet, DenoiseNet. 
Reconstruct 𝑐𝑐𝑛𝑛 using Eqs. (8)(10). 
Generate 𝑏𝑏𝑛𝑛 via RestoreNet. 
Generate 𝐷𝐷𝐷𝐷𝐹𝐹 using RegisNet and 𝑏𝑏𝑛𝑛. 
Generate 𝑑𝑑𝑛𝑛 using Eq. (14).  
Generate DPRI using DenoiseNet(𝑑𝑑𝑛𝑛 + 𝛾𝛾 ∗ 𝜖𝜖). 
Return: Final DPRI. 

IV. EXPERIMENTS 

A. Setup 
1) Data Collection: There were three CBCT datasets in this 

work to evaluate different methods, including Monte-Carlo-
based simulated dataset, LinaTech dataset, and the Elekta 
dataset. 

The Monte-Carlo-based simulated dataset was provided by 
the SPARE Challenge [47]. It contained twelve patients and 
three of them had ground truth fully-sampled projection data for 
each breathing phase, and the other nine only offered down-
sampled counterparts. The simulated dataset was acquired by 
the half-fan mode with a detector shift of 148 mm to increase 
the field of view. The scanned parameters were configured as 
follows. The distances from the X-ray source to the object and 
detector were 1000 mm and 1500 mm, respectively. The 
detector size was 768×384 and each of them covered an area of 
0.776 mm2. For one circle, 680 projections were collected. The 
reconstructed volume was 512×512×96 and each voxel 
represented the size of 0.9×0.9×1.5 mm3. Notably, the ground 
truth image for individual phases was reconstructed from 680 
projections. The breathing circles of this dataset are from 16 to 
22. 

The LinaTech dataset was acquired on the VenusX linear 
accelerator (LinaTech LLC, Suzhou, China) with the full-fan 
scanning mode. It consisted of eighteen patients collected from 
Pingjiang Hospital and Dengzhou Hospital, respectively. The 
geometry parameters were set as below. The source-to-
isocenter and source-to-detector were 797 mm and 1354 mm, 
respectively. The detector had a size of 1408×1408 and each 
element stood for 0.3075×0.3075 mm2. 360 projections were 
scanned via 360°. The size of the reconstructed image was 
512×512×96 and everyone was 0.5×0.5×2 mm3. And the 
breathing circles of different patients vary from 12 to 23. 

The Elekta dataset was also given by the SPARE Challenge 
[47]. It has five patients with a total of 20 scans acquired with 
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full-fan mode. The distances from the X-ray to the rotation 
center and detector were 1000 mm and 1536 mm, respectively. 
The detector size was 512×512, each with an area of 0.8×0.8 
mm2. The reconstructed volume was 256×256×200 from 340 
projections with a rotation of 200° and each voxel stood for 
1×1×1 mm3. Its breathing circles are various from 40 to 65 with 
a slow scanning speed. 

The respiratory phases of the simulated and Elekta datasets 
were provided by the datasets themselves, and the breathing 
bins of the LinaTech dataset were extracted using [31]. 
Referred to most 4D CBCT-related works [28, 30, 31, 34], the 
respiratory circle [0%, 100%] for all datasets was divided into 
ten subphases (Phase 1, Phase 2, etc.) using the phase gating 
technique [48]. For example, Phase 1 in this work really 
corresponded to the phase subset [0%, 10%] and so on for the 
other phases. 

2) Network Configuration: For the RestoreNet training, the 
hyper-parameter 𝜌𝜌 in Eq. (11) was set to 10 suggested by [36, 
39]. According to extensive experiments, the hyper-parameters 
𝜆𝜆 and 𝛽𝛽 in Eqs. (12) were selected to 0.01 and 10. Referred to 
[37], the 𝑤𝑤𝑖𝑖  in Eq. (12) were respectively set to 1

16
, 1
8
, 1
4
, and 1. 

The learning rate was linearly decreased from 1e-3 to 1e-5 with 
50 epochs. Furthermore, the patch-based training strategy was 
adopted. The batchsize was 32 and each patch had a size of 
128×128, which was extracted from the volumetric images. At 
the inference stage, RestoreNet directly took the 2D slice as 
input and then restored the original 3D shape. 

For RegisNet optimization, the weight parameter 𝜎𝜎  in Eq. 
(13) was 4 and the learning rate was initially set to 1e-4 and 
slowly reduced to 1e-5 during 50 epochs. Both the RestoreNet 
and RegisNet were optimized by Adam with the setting 𝛽𝛽1 = 
0.9 and 𝛽𝛽2 = 0.999. Specifically, the RegisNet regarded the 3D 
image as input to generate the DVFs and the batchsize was 1. 

For DenoiseNet, the noise level 𝛾𝛾 was 7×10-4, and the same 
optimization settings as RestoreNet were applied to DenoiseNet. 

Simulated and clinical datasets adopted the same hyper-
parameter settings. 

3) Comparison Methods & Evaluation Criteria: To validate 
the proposed DPI-MoCo, the respiratory phase gated FDK 
(Gated-FDK) [49], PICCS [13], MoCo [50], DDNet [51], 
CycN-Net [30], PRIOR-Net [28], and Boosting [33] were 
chosen as comparisons. For the simulated dataset, two patients 
with ground truth images were selected to train the DDNet, 
CycN-Net, and PRIOR-Net. The last labeled patient was 
performed to assess different methods. Because the Boosting 
and our DPI-MoCo were not dependent on the reference 4D 
CBCT images, the other patients were additionally employed to 
optimize these two algorithms. 

For LinaTech and Elekta datasets, the well-trained DDNet 
and CycN-Net models obtained on the simulated 4D CT dataset 
as described in [28] were straightly applied to process corrupted 
PRIs. Yet the dataset-specific methods, including Boosting and 
the proposed DPI-MoCo, were retrained for better adaption of 
the new dataset. Particularly, for LinaTech dataset, twelve 
patients were selected for training, three patients were selected 
for validation, and the rest three were selected for testing. For 
Elekta dataset, four patients were selected for training and one 
patient was selected for testing. The total training time of DPI-
MoCo for these three datasets was 106.9, 117.2, and 110.6 
hours, respectively. 

All the methods were performed on a PC (CPU was Intel(R) 
Core(TM) i9-10900K, 3.7 GHz, GPU was NVIDIA RTX 3090 
with 24G memory). 

Besides, the root mean square error (RMSE), peak signal-
noise-ratio (PSNR), and structural similarity index (SSIM) 
were chosen for quantitative evaluation. 

B. Simulated Data Results 
Table I gives the quantitative evaluations of different 

methods in average and five selected phases. It can be seen that 
the FDK algorithm is greatly affected owing to the extremely  

Table I 
QUANTITATIVE EVALUATIONS OF DIFFERENT METHODS FOR THE SIMULATED DATASET (RMSE: MM-1). BLUE AND GREEN RESPECTIVELY REPRESENT METHODS 

TRAINED WITH AND WITHOUT LABEL DATA.  

 Metric Gated- 
FDK DDNet CycN- 

Net 
PRIOR- 

Net Boosting DPI- 
MoCo 

 
Average 

RMSE(10-3) 
PSNR 
SSIM 

3.37 
15.47 
0.5400 

1.65 
21.76 
0.8291 

1.40 
23.11 

0.9208 

1.18 
24.61 
0.9347 

1.39 
23.17 
0.8569 

0.76 
28.45 
0.9054 

 
Phase 1 

RMSE(10-3) 2.82 1.47 1.42 1.21 1.34 0.79 
PSNR 16.95 22.65 22.98 24.43 23.43 28.20 
SSIM 0.5747 0.8488 0.9218 0.9347 0.8650 0.9046 

 
Phase 3 

RMSE(10-3) 3.19 1.53 1.38 1.15 1.35 0.72 
PSNR 15.87 22.4 23.19 24.75 23.38 28.97 
SSIM 0.5597 0.8435 0.9237 0.9382 0.8611 0.9111 

 
Phase 5 

RMSE(10-3) 3.27 1.60 1.39 1.18 1.37 0.75 
PSNR 15.68 21.99 23.14 24.58 23.26 28.62 
SSIM 0.5597 0.8378 0.9202 0.9336 0.8602 0.9076 

 
Phase 7 

RMSE(10-3) 3.79 1.76 1.38 1.16 1.44 0.76 
PSNR 14.37 21.12 23.18 24.71 22.85 28.23 
SSIM 0.5167 0.8142 0.9208 0.9346 0.8504 0.9014 

 
Phase 9 

RMSE(10-3) 3.77 1.93 1.40 1.18 1.41 0.79 
PSNR 14.43 20.26 23.08 24.58 23.01 28.07 
SSIM 0.5005 0.7974 0.9189 0.9328 0.8509 0.8999 
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Fig. 3. Reconstructed results from selected Phases 1 and 3 on the simulated dataset for different methods, including reconstructed images and magnified regions-
of-interest (ROIs). Reference images are reconstructed from full-sampled projections. (a1)-(f1) Axial results at Phase 1, (a2)-(f2) Coronal results at Phase 1, (a3)-
(f3) Coronal results at Phase 3, (a4)-(f4) Sagittal results at Phase 1, (a5)-(f5) Sagittal results at Phase 3. The display window is [0.004, 0.018] mm-1. 

sparse-view projection data. For all DL-based methods, they 
significantly boost the assessments aided by the powerful 
feature extraction capacity. In this study, DDNet is a pure CNN 
model that treats the 4D CBCT reconstruction as sparse-view 
imaging but ignores some intrinsic properties of 4D CBCT, 
such as temporal correlations and prior image guidance. 
Consequently, it works worse than CycN-Net and PRIOP-Net 
in all cases. Again, benefitting from higher prior image 
utilization and more advanced techniques [28], PRIOR-Net 
brings improved scores than CycN-Net. Compared to the above 
three models that need labeled data for training, Boosting and 
our DPI-MoCo, which are built on the pseudo-label data, 
demonstrate competitive performance. Specifically, both being 
plain CNNs, Booting achieves better evaluations than DDNet. 
Moreover, our proposed DPI-MoCo leads to the best 
measurements in RMSE and PSNR. It should be noted that 
DDNet, CycN-Net, and PRIOR-Net use two patients to train the 
model, yet Boosting and DPI-MoCo are conducted with all 
unlabeled patients. This configuration is reasonable because it 
is nearly impossible to collect high-quality PRIs but can easily 
acquire a large amount of pseudo-labeled data in practical 
applications. So, as proven in Table I, Boosting, and DPI-MoCo 
provide a reliable alternative way for 4D CBCT reconstruction. 

Fig. 3 illustrates the reconstructed results of different 
methods on the simulated 4D CBCT datasets at Phases 1 and 3. 
With an average of 68 views for reconstructing each PRI, the 
FDK algorithm suffers from severe streaking artifacts, making 
the normal tissues and organs indistinguishable. However, due 

to the high temporal resolution, it can approximately respond to 
the breathing motion in some regions (as marked by pink and 
green dash lines in Fig. 3(b2)-(b5)). Although DDNet shows 
advantages in artifact reduction over FDK (as observed in Fig. 
3(c1)-(c5)), it oversmooths the results and misses some 
structures (as pointed out by yellow arrows in Fig. 3(c2)(c5)). 
Following the prior image guidance, CycN-Net and PRIOR-Net 
not only alleviate the excessive blurring phenomenon that 
occurred in DDNet but also successfully recover clearer bone 
structures and minor tissues (as suggested by blue arrows in Fig. 
3(d2)-(e4)) while the utilization of prior images also negatively 
delivers a few motion-induced artifacts (as seen by yellow 
arrows in Fig. 3(d2)-(e2)(d4)). Last, our DPI-MoCo framework 
depicts promising results that can generate accurate tissue 
features and muscle edges (as marked by red circles and arrows 
in Fig. 3(f1)-(f5)) as well as hold the relatively precise motion 
pattern similar to FDK (as stated by pink and green dash lines 
in Fig. 3(f2)-(f5)). 

C. Clinical Data Results 
Fig. 4 exhibits the reconstructed images of different methods 

on the LinaTech dataset at Phases 1, 2, and 3. Apart from the 
streak artifacts, the down-sampled projections also produce 
noise to the reconstructions as noticed in Fig. 4(a1)-(a3). By 
minimizing the gradient maps between the restored results and 
prior images, PICCS can suppress most artifacts and preserve 
some bone features without losing dynamic information 
compared to FDK reconstructions (as shown by the blue arrows 
in Fig. 4(b1)(b3)). Because the ground truth 4D CBCT images 
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are inaccessible, the pre-trained DDNet and CyCN-Net on the 
simulated dataset have to be directly transferred to clinical 
counterparts. Although DDNet and CycN-Net provide more 
bony structures (as indicated by blue arrows in Fig. 4(c3)-(d3)), 
neither of them generates reliable results due to the big domain 
gaps (as stated by green arrows in Fig. (c1)-(d3)). Compared to 
DDNet and CycN-Net, Boosting is independent of labeled data, 
hence, bringing more guaranteed results. Regarding the PICCS 
as a baseline, Boosting overcomes its blocky effects but results 
in inaccurate movements (as indicated by the green arrow in Fig. 
4(e3)). As presented by zoomed regions-of-interest (ROIs) in 
Fig. 4(f2)-(f3), the proposed DPI-MoCo gives impressive 
results, specifically in muscle recovery. Unlike Boosting, DPI-
MoCo can also reflect temporal changes in lung regions. 

Fig. 5 illustrates the reconstructed results of different 
methods on the Elekta dataset at Phase 5. Again, the pre-trained 

 
Fig. 4. Reconstructed axial results from three selected phases on the LinaTech 
dataset for different methods. (a1)-(f1) Reconstructed results at Phase 1, (a2)-
(f2) Reconstructed results at Phase 2, (a3)-(f3) Reconstructed results at Phase 
3. The display window is [0.004, 0.022] mm-1. 

models, including DDNet and CycN-Net, suffer from severe 
fake artifacts caused by domain gaps. Assisted by the prior 
image, Boosting can restore more reliable images with clearer 
bones (as shown by blue arrows in Fig. 5(d1)(d3)). Moreover, 
the proposed method performs best in detail preservation (as 
observed by red arrows in Fig. 5(e1)-(e3)). 

 
Fig. 5. Reconstructed results on the Elekta dataset for different methods at 
Phase 5. (a1)-(a3) Images reconstructed by Gated-FDK, (b1)-(b3) Images 
processed by DDNet, (c1)-(c3) Images processed by CycN-Net, (d1)-(d3) 
Images processed by Boosting, (e1)-(e3) Images processed by DPI-MoCo. The 
display window is [0.006, 0.018] mm-1. 

D. Analyses of Different Backbones for RestoreNet and 
RegisNet 

To investigate the effects of different backbones for 
RestoreNet and RegisNet on the proposed DPI-MoCo, two 
additionally representative architectures, including 
Transformer, and Mamba (detailed configurations are listed in 
Table II), were performed on the simulated and Elekta datasets. 
Specifically, all the ResotreNets were optimized with MSE loss, 
and RegisNets were trained using Eq. (13) with the same hyper-
parameter settings. All the results in this section were not 
processed by DenoiseNet. 

Table III shows the average evaluations over ten phases. 
Overall, CNN, Transformer, and Mamba share similar 
quantitative assessments. Further, as observed in Figs. 6-7, 
although Transformer and Mamba bring more accurate bony 
structures (as point by red arrows in Fig. 6(c1)-(d1)), these three 
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backbones have resembled performance. Even though 
Transformer and Mamba have demonstrated remarkable 
performance in various medical imaging tasks, by comparing 
the results in Table III and Table V, it can be concluded the loss 
function has a greater influence than network architectures in 
our proposed method. 

Table II 
THE CONFIGURATIONS OF DIFFERENT BACKBONES FOR RESTORENET AND 

REGISNET. 

 CNN Transformer Mamba 
RestoreNet Fig. 2 Restormer [52] MambaIR [53] 

RegisNet 
VoxelMorph 

[43] 
TransMorph 

[54] 
MambaMorph 

[55] 

Table III 
AVERAGE QUANTITATIVE EVALUATIONS OF DIFFERENT BACKONES FOR 

RESTORENET AND REGISNET ON THE SIMULATED DATASET (RMSE: MM-1). 

Metric CNN Transformer Mamba 
RMSE(10-4) 8.13 8.12 8.03 
PSNR 27.84 27.85 27.97 
SSIM 0.9001 0.8976 0.8987 

 
Fig. 6. Reconstructed results from Phase 2 on the simulated dataset. (a1)-(a3) 
Reference images reconstructed from full-sampled projections, (b1)-(b3) 
Images processed by CNN networks, (c1)-(c3) Images processed by 
Transformer networks, (d1)-(d3) Images processed by Mamba networks. The 
display window is [0.004, 0.014] mm-1. 

 
Fig. 7. Reconstructed results from Phase 2 on the Elekta dataset. (a1)-(a3) 
Images processed by CNN entworks, (b1)-(b3) Images processed by 
Transformer networks, (c1)-(c3) Images processed by Mamba networks. The 
display window is [0.004, 0.018] mm-1. 

 
Fig. 8. Reconstruction images of different methods on the LinaTech dataset at 
Phase 1. (a1)-(a3) Images reconstructed by FDK, (b1)-(b2) Images 
reconstructed by MoCo, (c1)-(c3) Images processed by DPI-MoCo. The display 
window is [0.004, 0.022] mm-1. 

 
Fig. 9. Reconstructed tumor ROI results of different methods on the LinaTech 
dataset with continuous ten phases. (a1)-(a10) Coronal views of Gated-FDK 
from Phase 1 to Phase 10, (b1)-(b10) Coronal views of DPI-MoCo from Phase 
1 to Phase 10, (c1)-(c10) Sagittal views of Gated-FDK from Phase 1 to Phase 
10, (d1)-(d10) Sagittal views of DPI-MoCo from Phase 1 to Phase 10. The 
display window is [0.006, 0.2] mm-1. 

E. Comparison of DPI-MoCo and Conventional MoCo 
Fig. 8 depicts the reconstructed results of different methods 

on the LinaTech dataset at Phase 1. Although the DVFs are 
extracted from artifact-induced PRIs, the conventional MoCo 

ACCEPTED MANUSCRIPT / CLEAN COPY



 

 

generates higher-quality images. This claims that MoCo is more 
robust to dynamic imaging. With better initial images, our 
proposed method further boosts the bony or tissue features (as 
proved by the red arrows in Fig. 8(c1)-(c3)). 

F. Tumor Reconstruction and Localization 
The main purpose of 4D CBCT is to track the tumor 

movements. Therefore, the image quality of reconstructed 
tumors is an important criterion for evaluating 4D CBCT 
imaging methods. Fig. 9 illustrates the reconstructed ROI 
images with tumors on the LinaTech dataset with continuous 
ten phases. As observed in Fig. 9, it is hard for FDK to 
recognize lesions caused by severe artifacts. Noticeably, our 
DPI-MoCo greatly improves the tumor with high 
distinctiveness and provides obvious respiratory movements (as 
shown by green lines in Fig. 9). 

G. Ablation Study 
In this section, an ablation study was performed to probe the 

effectiveness of different important components used in DPI-
MoCo. 

Table IV 
AVERAGE QUANTITATIVE EVALUATIONS OF PIGAE MODULE ON THE 

SIMULATED DATASET (RMSE: MM-1). 

Metric w/o PIGAE w/ PIGAE 
RMSE(10-3) 1.35 1.13 
PSNR 23.41 24.99 
SSIM 0.8527 0.8812 

 
Fig. 10. Reconstructed results from Phases 6 and 8 on the simulated dataset. 
(a1)-(a2) Reference images reconstructed from full-sampled projections, (b1)-
(b2) Images processed by RestoreNet without PIGAE module, (c1)-(c2) Images 
processed by RestoreNet with PIGAE module. The display window is [0.004, 
0.014] mm-1. 

a) PIGAE Module: This part concentrates on exploring the 
PIGAE module with the simulated dataset. The RestoreNet 
trained on the pseudo-paired dataset ({𝑥𝑥𝑛𝑛𝑎𝑎,𝑃𝑃𝑃𝑃}) was taken as the 
comparison model. The RestoreNets with or without PIGAE are 
trained using Eqs. (11)-(12) with the same hyper-parameter 
settings. 

Table IV gives the average quantitative evaluations for ten 
phases. Assisted by the PIGAE module, BPRIs were improved 
greatly than without PIGAE. Moreover, it can be seen that in 
Fig. 10(b1)-(b2), the RestoreNet without PIGAE can remove 
most artifacts but lose some small details. Contrary to this, with 
the assistance of PIGAE, RestoreNet works well in bone and 
muscle preservation (as pointed out by red arrows in Fig. 

10(c1)-(c2)), suggesting that the PIGAE indeed boosts the 
image quality in stationary areas. 

b) Generative Adversarial Network and Constrative 
Learning: In this section, a progressive verification strategy 
was adopted to analyze the GAN and CL used in RestoreNet. 
The RestoreNet optimized with MSE was treated as the baseline 
model. Next, the GAN was added to the loss function to build 
the first comparison model. Last, CL cooperated with MSE and 
GAN jointly to establish the second comparison model. 

Fig. 11 illustrates the reconstruction results of different loss 
functions on the simulated dataset. Although MSE can remove 
most streak artifacts, it inevitably causes blurring textures. In 
contrast, GAN facilitates tissue preservation (as pointed by the 
yellow arrows in Fig. 11(c1)-(c3)), which was identical to the 
observations in [35, 36]. Furthermore, after additionally adding 
the CL, all the results are promoted, including clearer bony 
structures and sharper muscle edges (as seen by yellow and red 
arrows in Fig. 11(d1)-(d3)). 

Further, Fig. 12 explores the effects of different loss 
functions on the LinaTech dataset. Again, GAN enables clearer 
bony features (as validated by yellow arrows in Fig. 12(b1)-(b2)) 
and CL brings more accurate details (as indicated by red arrows 
in Fig. 12(c1)-(c2)). 

 
Fig. 11. Reconstructed results from Phases 1, 2, and 3 on the simulated dataset. 
(a1)-(a3) Reference images reconstructed from full-sampled projections, (b1)-
(b3) Images optimized by MSE loss, (c1)-(c3) Images optimized by 
MSE+GAN loss, (d1)-(d3) Images optimized by MSE+GAN+CL loss. The 
display window is [0.005, 0.014] mm-1. 

 
Fig. 12. Reconstructed results from Phases 1 and 4 on the LinaTech dataset. 
(a1)-(a2) Images optimized by MSE loss, (b1)-(c2) Images optimized by 
MSE+GAN loss, (c1)-(c2) Images optimized by MSE+GAN+CL loss. The 
display window is [0.006, 0.02] mm-1. 
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c) MoCo Reconstruction: To examine the impact of MoCo 
used in the proposed framework, the images generated by 
RestoreNet and the results of 𝑑𝑑𝑛𝑛  (defined in Eq. (14)) were 
compared on the simulated dataset. 

Table V 
AVERAGE QUANTITATIVE EVALUATIONS BETWEEN RESTORENET AND 𝑑𝑑𝑛𝑛 ON 

THE SIMULATED DATASET (RMSE: MM-1). 

Metric RestoreNet 𝑑𝑑𝑛𝑛 
RMSE(10-3) 1.13 0.77 
PSNR 24.99 28.36 
SSIM 0.8812 0.9086 

 
Fig. 13. Reconstructed results from Phases 3 and 9 on the simulated dataset. 
(a1)-(a4) Reference images reconstructed from full-sampled projections, (b1)-
(b4) Images processed by RestoreNet, (c1)-(c4) Images provided by 𝑑𝑑𝑛𝑛. The 
display window is [0.004, 0.014] mm-1. 

The quantitative assessments are shown in Table V, which 
suggests that the MoCo operation can utilize more information 
contained in all respiratory phases to promote the 4D CBCT 
reconstructions. Besides, Fig. 13 demonstrates the selected 
coronal and sagittal views reconstructed from RestoreNet and 
DPI-MoCo. Compared to the original pseudo-average dataset 
version in [33], i.e., {𝑥𝑥𝑛𝑛𝑎𝑎,𝑃𝑃𝑃𝑃} , we construct a higher quality 
dataset {𝑐𝑐𝑛𝑛𝑎𝑎 ,𝑃𝑃𝑃𝑃} as well as adopt effective loss functions, it still 
leads to tissue missing (as shown by the blue arrow in Fig. 
13(b3)). Due to the local smoothness property of DVFs [34], 
the reconstructed image 𝑏𝑏𝑛𝑛𝑎𝑎  can extract relatively accurate 
DVFs to compensate for the breathing motions. As a result, 
MoCo brings visually improved images with more tissues and 
clear edges (as marked by red arrows in Fig. 13(c1)-(c4)), which 
strongly states the necessity of MoCo for 4D CBCT. 

d) Deformed Object Selection for MoCo: As mentioned 
above, there are three choices to be deformed to get the final 
results, including 𝑥𝑥𝑛𝑛, 𝑐𝑐𝑛𝑛, and 𝑏𝑏𝑛𝑛. To research the influence of 
different candidates, Fig. 14 provides the reconstructed images 
and zoomed ROIs on the LinaTech dataset at Phase 1. As 
expected, ∑ 𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛1(𝑥𝑥𝑛𝑛)𝑁𝑁

𝑛𝑛=1  leads to high-contrast results but is 
accompanied by a few artifacts. On the contrary, 
∑ 𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛1(𝑏𝑏𝑛𝑛)𝑁𝑁
𝑛𝑛=1  works best in artifact reduction while performs 

worst in tissue sharpness. Last, ∑ 𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛1(𝑐𝑐𝑛𝑛)𝑁𝑁
𝑛𝑛=1 , adopted in our 

DPI-MoCo, gives a tradeoff between artifact suppression and 
detail protection (as validated by red arrows in Fig. 14(c2)). 

 
Fig. 14. Reconstruction results and zoomed ROIs on the LinaTech dataset at 
Phase 1, which are deformed from 𝑥𝑥𝑛𝑛, 𝑐𝑐𝑛𝑛, and 𝑏𝑏𝑛𝑛, respectively. The display 
window is [0.008, 0.02] mm-1. 

 
Fig. 15. Denoised ROI results on the simulated dataset of different methods at 
Phase 1. (a1)-(a2) Reference images reconstructed from full-sampled 
projections, (b1)-(b2) 𝑑𝑑1  images, (c1)-(c2) Noisy 𝑑𝑑1  images, (d1)-(d2) 
Denoised images processed by KSVD from (b1)-(b2), (e1)-(e2) Denoised 
images processed by Nb2Nb from (b1)-(b2), (f1)-(f2) Denoised images 
processed by DenoiseNet from (c1)-(c2). The display window is [0.005, 0.014] 
mm-1. 

e) DenoiseNet: To validate the prior-image guided 
DenoiseNet defined in Eq. (15), the KSVD [44] and 
Neighbor2Neighbor (Nb2Nb) [45] were selected as the 
comparisons, which were the representative denoising methods 
for compressed sensing and self-supervised learning. Fig. 15 
depicts the denoised ROI results of different methods on the 
simulated dataset. Deformed PRI 𝑑𝑑1 generates artifacts around 
bones (as shown by yellow arrows in Fig. 15(b1)-(b2)). Even 
removing the most of artifacts, KSVD unavoidably leads to 
blurring results. Meanwhile, Nb2Nb also fails to boost 𝑑𝑑1 (as 
observed in Fig. 15(e1)-(e2)), which could be because Nb2Nb 
cannot identify the slight artifact as the noise. After adding the 
Gaussian noise to the 𝑑𝑑1 , the corresponding artifact also is 
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submerged in the noise (as indicated in Fig. 15(c1)-(c2)). When 
denoising the noisy 𝑑𝑑1, the well-trained DenoiseNet not only 
can restore the image details but also remove the artifacts in 𝑑𝑑1 
at the same time (as proven by red arrows in Fig. 15(f1)-(f2)). 

H. Computational Cost 
Table VI lists the total computational cost of different 

methods over ten phases on one patient from the LinaTech 
dataset. Due to the complex forward and backward operations, 
PICCS needs more time than postprocessing methods, i.e., 
CycN-Net and Boosting. Similarly, DPI-MoCo also spends a 
longer time because of multi-stage processing. Generally, the 
proposed method could provide pretty good results within an 
acceptable time. 

Table VI 
COMPUTATIONAL COST OF DIFFERENT METHODS ON THE LINATECH 

DATASET (UNIT: SECOND). 

Method PICCS CycN-Net Boosting DPI-MoCo 
Time 1369 18 17 91 

I. Hyper-Parameter Analyses 
Hyper-parameters 𝜆𝜆 and 𝛽𝛽 (as defined in Eq. (12)) play an 

important role in controlling the weights of GAN and CL. To 
explore the optimal settings for RestoreNet, Table VII lists the 
average PSNR assessment over ten phases of various hyper-
parameter settings on the simulated dataset. It can be seen that 
𝜆𝜆 and 𝛽𝛽 values greatly affect the performance of RestoreNet. In 
this work, according to the quantitative evaluations, 𝜆𝜆 and 𝛽𝛽 are 
set to 0.01 and 10, respectively. 

Table VII 
AVERAGE PSNR EVALUATIONS OF DIFFERENT HYPER-PARAMETERS ON THE 

SIMULATED DATASET. 

        𝜷𝜷 
𝝀𝝀 0.5 1 5 10 50 100 

0.0005 23.93 24.23 24.87 24.84 24.70 24.76 
0.001 24.54 24.75 24.92 24.10 24.52 24.71 
0.005 24.63 24.64 24.07 24.85 24.53 24.17 
0.01 24.47 24.59 24.88 24.99 24.68 24.89 
0.05 24.16 24.15 24.69 24.29 23.73 24.31 
0.1 24.76 24.12 24.70 24.52 23.88 24.15 

 
Fig. 16. Registration ROI results on the LinaTech dataset with different 𝜎𝜎 
values. (a) Moving ROI image at Phase 5, (b) Fixed image at Phase 1, (c) 
Registrated image deformed from (a) with 𝜎𝜎 = 0.1 , (d) Registrated image 
deformed from (a) with 𝜎𝜎 = 1, (e) Registrated image deformed from (a) with 
𝜎𝜎 = 4, (f) Registrated image deformed from (a) with 𝜎𝜎 = 10. The display 
window is [0.004, 0.018] mm-1. 

Additionally, hyper-parameter 𝜎𝜎  is crucial for RegisNet 
optimization. It can adjust the smoothness of the DVF, which 
therefore influences the registration performance. Fig. 16 
exhibits the registration ROI results with different 𝜎𝜎  values, 
where Fig. 16(a) and Fig. 16(b) are moving and fixed images, 
respectively. Smaller 𝜎𝜎  means less constraint on the DVF, 
which leads to some distortions as indicated by yellow arrows 
in Figs. 16(c)(d). In contrast, larger 𝜎𝜎  will produce over-
smoothing DVF that cannot effectively deform the moving 
image to the fixed image (as observed by yellow arrows and the 
green line in Fig. 16(f)). Finally, 𝜎𝜎 is set to 4 to balance the 
tradeoff between DVF smoothness and registration 
performance (as suggested by red arrows and the green line in 
Fig. 16(e)).  

V. CONCLUSION AND DISCUSSION 
It remains a challenging problem to reconstruct high-quality 

clinical 4D CBCT images due to the extremely sparse-view 
projection data. To tackle this issue, traditional methods 
represented by PICCS and MoCo are proposed, and bring 
improvement in artifact reduction and detail recovery to a 
certain extent. Meanwhile, DL-based methods have attracted 
great attention in various medical imaging tasks and show 
superiority over conventional methods. However, two factors 
hamper the application of DL in real 4D CBCT. First, because 
the ground truth 4D CBCT images are inaccessible in real 
applications, some classical supervised learning methods, such 
as DDNet, and CycN-Net, have to be transferred from the 
simulated dataset to the clinical dataset. It is very difficult to 
make the simulated data similar to the real ones, which always 
results in domain gaps, so the performances of these methods 
are expected to decrease. Second, unlike image denoising, 
unsupervised learning or self-supervised learning have not been 
widely employed for sparse-view CBCT imaging, therefore, 
their applications in 4D CBCT are yet mature. 

Latest, [33] offers a potential approach to overcome the 
above-mentioned dilemma of DL by constructing novel 
pseudo-average datasets. Inspired by it, this work proposes a 
DPI-MoCo framework to further promote PRIs. It consists of 
four steps, which sequentially are high-quality pseudo-average 
dataset construction, effective RestoreNet network training, 
motion estimation and compensation, and DenoiseNet 
optimization. Each of them can push the final results toward a 
more optimal solution. Particularly, the first two stages aim to 
provide coarse artifact-free results. Then, the next two steps 
concentrate on local structure fine-tuning and slight artifact 
removal. Unlike most existing deep models in 4D CBCT 
imaging, our DPI-MoCo breaks through the limitation of 
relying on ground truth data for training. Compared to 
conventional MoCo, the proposed method leads to more 
accurate anatomical features. Both simulated and clinical 
datasets validate the effectiveness of the proposed DPI-MoCo 
in concurrently reducing artifacts and maintaining the motion 
information. 

Nevertheless, it still has two defects for DPI-MoCo that 
should be noticed. When making the pseudo-average datasets, 
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there is a hypothesis that 𝑥𝑥𝑛𝑛𝑎𝑎 and 𝑥𝑥𝑛𝑛 have similar streak artifacts, 
however, on account of the different projection sampling 
trajectories, 𝑥𝑥𝑛𝑛𝑎𝑎  and 𝑥𝑥𝑛𝑛  may contain slightly different 
degradation patterns in practical cases. Besides, the PI also has 
some motion artifacts in relatively stationary areas. These 
factors will result in a few artifacts left in the final images even 
though applying the DenoiseNet. At the same time, as indicated 
by CycN-Net and PRIOR-Net, although the utilization of prior 
images in the PIGAE module generates more effective pseudo-
average datasets, it will negatively introduce some motion-
blurred phenomena. Therefore, how to build a more reasonable 
pseudo-average dataset should be further explored. Very 
recently, the Neural Radiance Field (NeRF) has been applied to 
medical imaging with patient-specific mode, so the 
combination of NeRF and our MoCo can be considered in the 
future. 
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