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Personalized Coupled Tensor
Decomposition for Multimodal Data
Fusion: Uniqueness and Algorithms

Ricardo A. Borsoi, Konstantin Usevich, David Brie, Tiilay Adali

Abstract—Coupled tensor decompositions (CTDs) perform
data fusion by linking factors from different datasets. Although
many CTDs have been already proposed, current works do
not address important challenges of data fusion, where: 1) the
datasets are often heterogeneous, constituting different “views”
of a given phenomena (multimodality); and 2) each dataset can
contain personalized or dataset-specific information, constituting
distinct factors that are not coupled with other datasets. In this
work, we introduce a personalized CTD framework tackling these
challenges. A flexible model is proposed where each dataset is
represented as the sum of two components, one related to a
common tensor through a multilinear measurement model, and
another specific to each dataset. Both the common and distinct
components are assumed to admit a polyadic decomposition.
This generalizes several existing CTD models. We provide con-
ditions for specific and generic uniqueness of the decomposition
that are easy to interpret. These conditions employ uni-mode
uniqueness of different individual datasets and properties of the
measurement model. Two algorithms are proposed to compute
the common and distinct components: a semi-algebraic one and
a coordinate-descent optimization method. Experimental results
illustrate the advantage of the proposed framework compared
with the state of the art approaches.

Index Terms—Coupled tensor decomposition, personalized
learning, shared and distinct components, uniqueness.

I. INTRODUCTION

Coupled tensor decompositions (CTDs) perform data fu-
sion by linking factors among different datasets, benefiting
from the complementary information across modalities [1],
[2]. CTD has recently drawn increasing interest in various
disciplines, particularly in data mining and multimodal data
fusion [1]-[5]. Applications include social network data anal-
ysis [6] and link prediction [7], multimodal image fusion [8]-
[11], multi-subject fMRI data fusion [12], [13], and several
problems in array signal processing [14]-[18]. CTDs are
also important in methods based on high-order statistics for
blind system identification [19], joint blind source separation
from multiple datasets [20], and for blind deconvolution of
underdetermined systems [21]. Moreover, related approaches
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coupling both matrix and tensor data have shown great poten-
tial in metabolomics, combining nuclear magnetic resonance
and spectrometry or spectroscopy measurements [22], and
in neuroimaging, fusing electroencephalogram (EEG) with
functional magnetic resonance imaging (fMRI) data [23], [24],
or fMRI with magnetoencephalography (MEG) data [25]. The
flexibility of CTDs allow them to address data fusion both
in the multiset setting, where data is collected using the
same modality over different conditions or observation times
(e.g., TMRI datasets of different subjects), and also in the
multimodal setting, where information is collected about the
same phenomenon using different modalities or sensors (e.g.,
EEG and fMRI datasets) [26].

One of the main advantages of CTDs is that the coupled
decomposition can be unique even when uniqueness does not
hold for the decomposition of any of the individual tensors and
matrices [27]. This occurs, for example, when coupling images
with different spectral and spatial resolutions [9]. Thus, CTDs
can exploit advantages of each data modality, being able to
leverage weaker uniqueness results of each dataset to provide
uniqueness to the full decomposition.

Shared and distinct features: In many applications, the
following aspect of CTDs is important: even if the modes
of all coupled tensors express the same “view” of the data
(e.g., spatial dimensions, subjects, time, etc.), there is often
content unique to each dataset in addition to the content shared
with other measurements. This can occur due to datasets
being captured from multiple subjects or from experiments
running in different conditions, which provides more diver-
sity but also incurs factors of variation which do not occur
in all measurements [28]. For instance, in multitask fMRI
data fusion this allows one to account for task-specific in-
formation [13]. Moreover, accurately identifying underlying
shared and distinct factors from EEG and fMRI data reveals
biologically meaningful components (biomarkers) which allow
for differentiating between patients with schizophrenia and
healthy controls [29]. Subspace-based representation learning
of face images can be made more accurate by considering
one subspace common to all persons along with others unique
to each individual [30]. Moreover, when fusing hyperspectral
images (HSI) with multispectral images (MSI) of different spa-
tial/spectral resolutions, such models account for the distinct
information present in each image due to differences between
their acquisition conditions (e.g., cloud cover, illumination or
atmosphere) [10], [11], [31], addressing the so-called inter-
image variability problem. In what follows, we consider a
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general framework of so-called personalized decompositions,
which include some components that are common to all
datasets, and other which are distinct to each dataset.

Traditional CTDs fail to consider shared and distinct fea-
tures in the datasets, which motivated the development of more
flexible models. For example, in [4] the authors proposed a
flexible decomposition framework in which the contribution
of the coupled components to each dataset is weighted by
a set of sparse coefficients. This allows components not to
contribute to some datasets. Other works proposed to “un-
couple” a subset of the columns of one of the factor matrices.
For instance, the authors in [32] perform nonnegative tensor
factorization with common and distinct parts in one factor
to achieve representation learning for classification tasks. A
similar model was used in [33] for the analysis of critical
events in data (from, e.g., social networks). More recently,
this approach has been considered for coupled matrix decom-
position [34], and for the coupled block term decomposition
(BTD) in multimodal image fusion [10], [11]. A different
approach uses flexible couplings, in which the factor matrices
of different tensors or matrices are not constrained to be equal,
but only to belong to a Euclidean ball [35], [36]. However,
previous approaches suffer from one of two limitations: they
either lack flexibility in the observation model or do not
have established uniqueness guarantees. In this work we will
consider a general personalized CTD framework, addressing
both these issues.

Uniqueness of CTDs: Uniqueness of matrix and tensor
decompositions is of fundamental importance in most applica-
tions as it allows the recovered factors to be directly interpreted
when there is a match between the decomposition and the
data generating model [37]. The uniqueness of the coupled
canonical polyadic decomposition (CPD) was first studied
in [38], [39]. The authors derived uniqueness guarantees based
on the Kruskal condition for the case when one of the factors
was coupled for all tensors.

More recent works established uniqueness for more flexible
data acquisition models and different tensor decompositions.
The recovery of an order-3 tensor admitting a CPD from
measurements acquired according to sampling schemes acting
separately on each mode (such as sampling entries, fibers or
slabs) was studied in [40]. Conditions for the recovery of the
full tensor were given depending on the uniqueness of indi-
vidual tensors in the decomposition. This approach is closely
related to [9] in the context of hyperspectral and multispectral
image fusion, and to [41] for spectrum cartography in the case
when the observed tensors have missing data, in which a BTD
model is considered. However, these problems do not require
the uniqueness of all factors of the decomposition; instead,
only the recoverability of the unobserved “high-resolution”
tensor is necessary.

Although the basic problem of fusing HSIs and MSIs does
not require the uniqueness of all factor matrices, recent work
addressed the inter-image variability problem by considering
flexible CTDs containing both shared and distinct factors. In
this case, conditions ensuring the recoverability of the true
high resolution image tensor based on degraded measurements
were obtained for image tensors admitting both an LLI1
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BTD [11] and a Tucker decomposition [10]. However, those
works assume a very specific measurement model which also
contains no variability (i.e., distinct components) for one of
the measured tensors.

Other related work studied the recoverability of principal
component analysis [42] and dictionary learning [43], [44]
with shared and dataset-specific factors using incoherence
assumptions between the shared and distinct components. The
uniqueness of coupled decomposition with structured matrices
accounting for shared and unique factors was studied in [34].

Contribution: In this paper, we propose a general per-
sonalized CTD framework for multimodal data fusion. A
distinctive feature of our approach is that we clearly show
how it is possible to leverage the so-called uni-modal unique-
ness of each tensor [45], [46], which can be satisfied under
milder conditions when compared to the traditional uniqueness
requirements, to provide uniqueness guarantees for the full
decomposition. The main contributions of this paper are:

1) Our coupling framework generalizes several existing
ones, including [9], [40] (which do not have distinct com-
ponents), [10], [11], which uses a very specific measurement
model and have a distinct component in only one dataset.
Although [34] provides uniqueness results for the CPD with
shared and distinct components, it does not consider a gen-
eral measurement/degradation model or heterogeneity between
datasets. However, the results in [34] are based on a different
low-rank model and cannot be directly compared to the results
presented in this paper.

2) The general multilinear measurement model comprises
a wide range of possible practical applications in, e.g., hy-
perspectral and neuroimaging (e.g., fMRI, MRI, MEG) data
fusion problems.

3) Uniqueness results which are easy to interpret and pro-
vide insight on the role that “weaker” (uni-mode) uniqueness
of each measured tensor and the measurement model have on
the uniqueness of the full decomposition. An important feature
of the proofs is that they are constructive and directly motivate
a semi-algebraic decomposition method.

4) Semi-algebraic (motivated by the constructive uniqueness
results) and optimization-based algorithms are proposed to
compute the decomposition. The solution provided by the
semi-algebraic algorithm also serves as a principled approach
to initialize optimization-based methods.

A general measurement model is presented in Section III
where each measured tensor is represented as a sum of
two terms. The first term is linked to a common compo-
nent through an arbitrary multilinear measurement/degradation
model, which couples the different datasets. The second
(uncoupled) component is distinct to each measured tensor
representing personalized or dataset-specific information. The
common and distinct tensors are assumed to admit CPDs. In
Section IV we demonstrate that this decomposition is generi-
cally unique (i.e., the common and distinct components can be
recovered) under mild conditions. The developed uniqueness
conditions are also highly interpretable: informally, they show
that recovery of the common and distinct components is
possible as long as 1) one of the low-resolution measured
tensors is fully unique, and 2) for each mode j, there exists



PUBLISHED AT THE IEEE TRANSACTIONS ON SIGNAL PROCESSING, DOI: 10.1109/TSP.2024.3510680.

a measured tensor that is mode-j unique and whose mode-j
factor is measured at full resolution. Obtaining uniqueness of
the full decomposition from “weaker” uniqueness results of
each individual tensor highlights the benefits of data fusion.
A semi-algebraic algorithm inspired by the uniqueness results
as well as an optimization approach based on alternating
least squares (ALS) are proposed in Section V. Experiments
with synthetic data and real hyperspectral images illustrate the
advantage of the proposed framework compared to competing
algorithms. In addition, a preliminary conference version of
this work containing experimental results for multi-subject
and multitask fMRI data fusion based on a more constrained
version of the model proposed in Section III was presented
in [13]. These results further demonstrate the practical value
of the proposed model.

II. BACKGROUND

A. Definitions and notation

Scalars, vectors and matrices are denoted by plain font (z
or X), lowercase bold font (x) and uppercase bold font (X),
respectively. Order-3 tensors are represented by calligraphic
bold font (X). The (i, j)-th element of a matrix X is denoted
by [X];;, while the (i,j,k)-th element of a tensor X is
denoted by [X]; ; k. We also use the notation a : b, for a and
b being positive integers to compute submatrices of a given
matrix. For example, [ X ]1;(1711, denotes the first a rows and b
columns of X. We denote by ® and by ® the Kronecker and
the Khatri-Rao products [47]. The outer product between three
vectors is defined as aoboec, [aoboc|; ;i = a;bjcy, and
constitutes a rank-1 tensor. We denote the left pseudoinverse of
matrix X by X . A mode-k fiber of a tensor X’ is the vector
obtained by fixing all but one mode of X', while a slice is a
two dimensional subset obtained by fixing one mode of X.
For K € N, we also use [K] to represent the set of integers
{1,..., K}. Note that although we consider the case of third
order tensors to keep the presentation cleaner, the proposed
framework can be extended to higher order tensors as well.

Definition 1. The Kruskal rank (also called K-rank) of a
matrix X, denoted by kr(X), is the largest number T such
that every set of r columns of X are linearly independent.

Definition 2. The mode-k matricization of a tensor T €
RN1xN2xNs - denoted by Ty, arranges its mode-k fibers to
be the rows of matrix T (3, € RNeNmx N such that the ny-th
column of Ty, consists of the vectorization of the slice of T
obtained by fixing the index of the k-th mode of T as ny.

Definition 3. The mode-k product between a tensor T and a
matrix B is denoted by T x B and consists of multiplying
every mode-k fiber of T by B. It can be written using the
mode-k matricization as U =T x, B < U, = T<k>BT.

Definition 4. The full multilinear product consists of mode-k
products between a tensor ‘T and matrices By, for each mode
k € {1,2,3}, and can be expressed as [T; By, Bs, B3] =
T X1 Bl X9 32 X3 Bg.
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B. Canonical Polyadic Decomposition

The polyadic decomposition expresses a tensor X €

RI*J*K 45 a sum of rank-1 terms:
R
X=>a,ob.oc, =[AB,C], (1)
r=1

where matrices A = [ai,...,agr], B = [b1,...,bg],
C = [e1,...,cp] are called the factor matrices. When R is
minimal, this is called the canonical polyadic decomposition
(CPD), and R is called the (CP) rank of X .

A fundamental property of the CPD is that it is essentially
unique under mild conditions. More precisely, a decomposition
X = [A,B,C] is essentially unique if every alternative
decomposition X = [A’, B', C'] satisfies:

A = ATIA 4, 2
B' = BIIAg, 3)
C' =CIIAc¢, “)

where IT is a permutation matrix and Ay, Ap, Ac are
diagonal matrices satisfying A 4ApAc = I. This means that
the factors of the decomposition are unique up to a permutation
and scaling of their columns. We also say that one of the
factor matrices of the CPD, say, C, is essentially unique if (4)
is satisfied, but nothing is required of the remaining factor
matrices A and B.

Several works investigated the uniqueness of the CPD. One
of the earliest conditions was obtained by Kruskal:

Theorem 1. [48], [49] The CPD of an order-3 tensor X =
[A, B, C] with rank R is essentially unique if

kr(A) + kr(B) + kr(C) = 2R+ 2. (5)

Note that Kruskal’s condition is sufficient but not necessary
for a CPD to be unique. Recent work has investigated more
relaxed uniqueness conditions [50]. In particular, it has been
shown that conditions for the CPD of generic tensors to be
unique can be mild, especially for tensors that are “tall” in at
least one of the modes [51]. We also note that CPD can be
computed algebraically even when the factor matrices are not
full rank [52]. We refer to a tensor which satisfies Kruskal’s
uniqueness condition as fully unique in order to specify the
case in which all factor matrices (from the three modes)
are unique up to permutation and scaling ambiguities and to
clearly distinguish it from the uni-mode uniqueness condition
discussed in the following.

C. Coupled decompositions and uni-mode uniqueness

Given a set of tensors X, t = 1,...,T, coupled decompo-
sitions represent each X'y using a low-rank model but constrain
some of the factors to be the same for different ¢. For instance,
a coupled PD of {X;}; can be expressed as

X, =[A: B;,C], t=1,...,T, (6)

where mode-1 and mode-2 factors A; € RI‘*% and B, €
R7*E are individual to each tensor X;, while the mode-3
factor C € RE* % is shared among all tensors.
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The uniqueness of decompositions in the form of (6) was
studied in [38], [39]. It was shown that conditions for the
coupled decomposition to be unique can be much milder than
those guaranteeing the uniqueness of every tensor. This is an
important advantage of coupled decompositions, which can be
unique even when some of {X;}; are matrices [2].

Such relaxed uniqueness conditions are strongly related to
the so-called uni-mode uniqueness of tensors, which guarantee
the unique recovery of only a single factor of the decomposi-
tion. Such results will be important to guarantee uniqueness of
the coupled decompositions later in the paper. The uni-mode
uniqueness of the CPD has been studied in [45], [46]. We
recall the condition obtained in [45]:

Theorem 2. [45, Theorem 2.1] Given the CP decomposition
of an order-3 tensor X = [A, B, C] with rank R, if C has
no zero columns and

kr(A) + kr(B) + rank(C) = 2R + 2 (7
holds, then the third factor matrix C' is essentially unique.

Other conditions for the uni-modal and full uniqueness
of the CPD were later studied considering the compound
matrix framework in [46], [50]. In particular, the uni-mode
uniqueness condition given in Expression 1.12 of [46] shows
that, under some mild additional conditions on factors A and
B, the condition (7) from Theorem 2 can be substituted by the
alternative condition rank(C') + min(kr(A),kr(B)) = R+ 1.

The uni-mode uniqueness of the CPD plays a fundamental
role in the uniqueness of coupled decomposition models. Also,
the uni-mode uniqueness results for a single CPD have been
extended to the coupled case (6) to provide more relaxed con-
ditions to recover the factor C' [38, Theorem 4.6]. Moreover,
the coupled CPD (6) can be transformed into an LL1 BTD
model (see [38, Section 4.3]). Thus, (6) inherits the uniqueness
of the LL1 BTD [53], which guarantees the recovery of C.
These results on the uniqueness of C' serve as the basis to
derive uniqueness guarantees for the coupled CPD (6) even
when none of the individual tensors is unique [38]. Thus, uni-
mode uniqueness has a significant impact in the development
of recovery conditions in data fusion. In particular, it is
possible to recover a “high-resolution” tensor from the coupled
decomposition of multiple “low-resolution” ones, where the
low-resolution tensors only need to ensure the uniqueness of
a high-resolution factor matrix by being uni-mode unique, but
not necessarily fully unique.

III. PERSONALIZED COUPLED TENSOR DECOMPOSITION

We consider the problem of recovering a common order-
3 tensor C € RMixM2xMs apnd distinct order-3 tensors
Dy € RMeaxNe2xNes from a set of possibly degraded

measurements Y, € RVNe1XNe2xNes | — 1 K, which
are acquired according to the following measurement model:
Vi = Zk(C) + D, (8)

where &7, is a separable operator of the form:

Py(C) =C x1 Py 1 X2 Py x3 Py 3, )
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with Py, ; € RV *M; being matrices of rank min{Ny, ;, M;}
which describe the way in which the j-th mode of C is
measured in (or contributes to) Y. The common tensor
C represents information/content that is shared among all
datasets, linking them together, while the distinct tensors Dy
represent information unique to each dataset. The model in (8)
and (9) is illustrated in Figures 1 and 2.

This general model can be related to different applications.
For instance, in multimodal image fusion, tensors Y} can
represent multichannel images acquired from the same scene,
C is a latent high-resolution image, operators P}, ; represent
spatial and spectral degradations during image acquisition,
and Dj contains inter-image variations/changes [8], [10],
[11]. When Yj represents fMRI data from multiple tasks,
C contains functional brain networks that are active during
data acquisition for all tasks, whereas Dj contains task-
specific functional networks [13]. This model could also be
used, e.g., to separate images of faces from multiple subjects
(represented in Y,) represent common (C) and subject specific
(Dy) components as in [30], or to perform fusion of EEG and
fMRI data (represented in Yj) accounting for components that
might be present only in a single data modality (Dy) [4], [29].

Our aim in this work is to recover C and {Dy}; from
{Yr}r by considering a low-rank CPD tensor model for C
and Dy, which is described in the following. Assuming that
the common and distinct components admit CPDs, we can
write the tensors in (8) and (9) as:

C=[C,,CyCs5], (10)
Dy, = [Dy,1, Dy, Dy 3], (11)
P:(C) = [Py1C1, Py 2Cs, Py 3C35] (12)

where C; € RMi*E and Dy ; € RNeaxLe g e (1,2 3}
are the factor matrices. Note that the model in (12) con-
sists in a polyadic decomposition with linear constraints on
the factor matrices. This is directly connected to the CAN-
DELINC decomposition [54]. However, unlike the traditional
CANDELINC, we do not require matrices P} ; to be full
column rank. In such cases, recovery of the common factors
C; can still be achieved in the present case due to the coupling
between the different tensors. The tensor Y; also admits a
polyadic decomposition with factor matrices equal to

[P;Cj, D], (13)

for j € {1,2,3}. Note, however, that although C and Dy
are assumed to admit CPDs, the polyadic decomposition of
Y. with the factor matrices given in (13) is not necessar-
ily canonical, since the number of components might not
be minimal. This model is fairly general, and encompasses
as particular cases several applications as illustrated by the
following examples.

Example 1. (fMRI decomposition) Multi-subject fMRI data
of the brain can be represented in the form of spatial feature
maps, which are obtained by performing voxel-wise regression
of the raw time-series data [55]. Such feature representations
can be ordered as tensors, whose modes correspond to the
spatial dimensions (voxels), to the subject index, and to sets
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Measured Common Distinct
tensors components components
=00+ [
Y1  A(C) D,
P -ifP +
Y2 A(C) D,
-0+ 0
Vi L () Dk

Figure 1. Illustration of the model in (8). A latent tensor C is common in all
measurements and acquired through an operator &2, while tensors Dy, are
distinct to each measurement, leading to a personalized decomposition.

Py 3
_
L] — T
Py,

Figure 2. Illustration of the multilinear measurement model in (9).

of features corresponding to different data acquisitions within
a task. By acquiring data while subjects are performing certain
tasks (e.g., recognizing number sequences displayed on a
screen, or sound tunes), different tensors can be constructed,
one for each task. Then, by decomposing them according
to the model (8), (9), with the matrices Py, ; being identity
matrices, it is possible to recover the brain activations which
are common to all tasks in C, and those which are specific to
each of the tasks in Dy, [13].

Remark 1. Although the fMRI voxels are matricized in Ex-
ample 1 (i.e., they are considered a single mode of the tensor),
each of the three spatial dimensions of the fMRI volume can be
considered as additional tensor modes, as investigated in [56].
Although this would require extending the proposed model to
higher order tensors (the measurements would have order 5),
it allows the use of more general low-rank models which can
reduce the amount of unknowns to be estimated.

Example 2. (MRI fusion) A high-resolution MRI tensor C
(whose modes represent the three spatial dimensions) can be
computed efficiently by fusing three acquisitions, each with a
smaller resolution (i.e., a smaller number of slices) in one
of the modes, which can make acquisition time smaller [57],
[58]. The acquisition model can be written as in (8), (9), in
which Py, ; consist in either the identity matrix (for modes
observed in full resolution), or downsampling and reweigh-
ing matrices (for modes observed in lower resolution). The
variability between the acquisitions, represented in Dy, can
originate from patient motion, which might not be perfectly
compensated between the different acquisitions [59].

Example 3. (Spectral image fusion) Spectral images can be
represented as order-3 tensors, with two modes corresponding
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to spatial dimensions (pixels), and one mode to the spectral
dimension (bands). A high resolution image C can be recov-
ered by fusing two images, one with low spectral resolution
(an MSI), and one with low spatial resolution (an HSI) [9].
These images can be represented as degraded versions of
C according to model (8), (9), where matrices Py, ; are
either identity matrices (for the modes observed with high
resolution), or degradation matrices represent the spatial or
spectral responses of the sensors in a given mode. Inter-image
variability between the different acquisitions, represented in
D,., originates from illumination or other acquisition differ-
ences between the images [10], [60].

The model in (8)—(12) considers that all factors of C are
coupled among the different datasets through the operators
P However, when fusing heterogeneous datasets such as
EEG and fMRI data [61] or simulated and real metabolomics
datasets [62], where some tensor modes such as the time
dimension might not be necessarily aligned among datasets, a
more flexible approach in which such modes of the tensor are
left “un-coupled” (i.e., the coupling is enforced only in one or
two of the modes) might be desirable. We will introduce such
additional flexibility when presenting the optimization-based
CTD framework later in Section V-B.

In the following, we first study the uniqueness of this
decomposition in Section IV. Then, in Section V we develop
two algorithms to compute it, one being semi-algebraic, and
another being based on an alternating optimization approach.

IV. UNIQUENESS OF THE DECOMPOSITION

In this section, we provide both deterministic and generic
conditions under which the proposed coupled decomposition
model is unique, allowing the recovery of the common and
distinct tensors C and {Dy}; from the measurements {Yy }x.
Those results will also motivate the development of a semi-
algebraic algorithm to compute the decomposition.

A. Deterministic recoverability conditions

Considering the uniqueness and uni-mode uniqueness re-
sults for the CPD presented in Section II-C, the following
result concerning the recoverability of the proposed coupled
CPD-based model from Section III can be stated.

Theorem 3. Consider the measurement model (8), (9) and
the CPD model (10), (11), (12), (13). Then, if the following
conditions are satisfied:
Al:  There exists an n € [K| such that Yy, is fully unique.
A2:  For each j € [3] there exists &; € [K] such that Y,
is mode-j unique and P¢, ; has full column rank.
A3:  There exists at least one j € [3] such that & # 1.
Moreover, for all such j, the Kruskal rank of ma-
trix | P, ;C;, Pw‘sz D¢ 55 D, ;| is bigger than
one.
then the common and distinct tensors C and {Dy}y, can be
uniquely recovered from {Yi } .

Proof. Consider a decomposition for the coupled CPD model
in (8)-(13) given by {C;, Dy, ;}x ;. Suppose that there exists
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an alternative decomposition {é’h b’“}m that also satisfies
equations (8)—(13).

Step 1 (linking the recovered factors). Let us take a
j € [3] satisfying &; # 7. Such a j is guaranteed to exist
due to hypothesis A3. The uniqueness of Y, and mode-j
uniqueness of Y, from hypotheses Al and A2 mean that

their decompositions {C“ D, i}, and {C7, DEJ ), satisfy:

[Pn,iCi7 Dn,z’] = [Pn,iCi7 Dn,z’]HnAn,iv (14)
which holds for i € [3], and
[Pﬁjdéjv ﬁ&j,j] = [Pﬁj:jcjv Dij,j]HijAEj’j' (15)

where Il¢, and II, are permutation matrices, and A, ; and
A, ; are diagonal matrices, with A, 1A, A, 3 = 1.
Moreover, hypothesis A2 means that P, ; has full column
rank. This allows us to relate the common part of the mode-j
factor matrices of the tensor in measurements &; and 7 as

P, ;C; = [P”h.jpzj,j]PfjJCj' (16)

Using (14) and (15) on the left- and right-hand side of
equation (16), respectively, we obtain:

(Pn,jcjng” + Dn,ij))Af}; (17)
1 2 1

= PPl (Pg_ﬁjcjngj) +D5_7.,jngj))A§J?] (18)

1 2
_ (P,,chngj) n ijPg’ngj’jHéj))Aéj?j, (19)
where

n o AV o

m,=| 7 7|, A, =] (20)
I B

denote the partitions of I, and A, ; into blocks of appropriate
dimensions, for p € {&;,n}. Matrices H;’), i =1,...,4
are blocks of a permutation matrix, thus having at most
one element equal to one in each row or column, with the
remaining ones being equal to zero.

Step 2 (solving the ambiguities). In order to proceed, we
need to show that (19) yields a permutation that allows for
the correct recovery of the common part. We can now show
that the permutations will be block diagonal, and will not mix
the common and distinct parts of the factor matrices. Again,
let us consider a j € [3] satisfying hypothesis A3, such that
&; # 1. Note that the columns of the matrices in the left- and
right-hand side of (17)—(19) can be expressed as:

a(a+b) = p(a

where a and b are either the zero vector or columns of P, ;C
and D, ;, respectively, and, similarly, a’ and c are either
the zero vector or columns of P, ;C; and Pm‘sz’ngj g
Moreover, since II, is a permutation matrix, only one vector
at each side of (21) is different from zero; thus, one vector
among among {a, b}, and one vector among among {a’, c%
is equal to zero. Scalars « and 3 are scalings related to Al

+¢)#0, (2D

.3
and Aéj ) j and different from zero.

Note that (21) implies that @ + b and a + ¢
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are proportional. However, since the Kruskal rank of
[P,;C;, Pszj’ngj j» Dy ;] is bigger than one due to
hypothesis A3, no two columns of the matrix are proportional,
which implies that (21) can only be satisfied if b = ¢ = 0.
Since this holds for all columns of (17)—(19), we have that
H(2) 0 and 1'[(2) = 0. This implies that the blocks H(l)

and Hé ) are themselves permutation matrices, and that I,
and II,, are block diagonal.

Step 3 (linking the three modes). Note that Y, is fully
unique due to hypothesis Al, and the above results showed
that II,) is block diagonal. We can also show that 11, has a
block diagonal structure for j € [3], not mixing common and
distinct parts of the factor matrices. Specifically, if £ # n,
then by the previous arguments we have directly that IT; is
block diagonal with the desired structure. Otherwise, if {; = 7,
then obviously II¢, = II,, thus being block diagonal with the
same structure. It remains to show that the permutations and
scalings are consistent across the three modes.

To proceed, consider &;, for each j € [3]. Due to the block
diagonal structure of Il ,, the mode-j uniqueness in (15), the
coupling between 7 and &; in mode j, we have

1 1
Cj = P, ;0L

which, using the full column rank of ng,j, leads to the
following condition:

P (22)

Js

(AW
C = C,II; Agj E (23)
Due to the uniqueness of Y,,, we can use the block diagonal

structure of II, with equations (14) and (23) to obtain
~ 1
P, ;C; = ijCsz]l)A?(%;

MAM
= ijCjHEj Agj,j . (24)
Note that due to necessary conditions for the uniqueness of
the CPD, Y, being unique implies that P, ;C; (7 does not have
)

proportional columns [50]. Since A ; and A, ; are diagonal
and H;l) and Hg) are permutation matrlces th1s means that
equation (24) is only satisfied when Hg) ( ) and A( )

A"). This holds for all j € [3]. Thus, since A;{}A“) Afgg -
I, the reconstructed tensor satisfies

C = Hcl702)c3ﬂ
= [ciPAl), o

7]17 7]2)C3
=C,

DAY)]

m

(25)

which proves the recovery of C. The recovery of D), follows
directly from (8), which concludes the proof. O

Remark 2. Note that the conditions in Theorem 3 also imply
the uniqueness of the factors of the common tensor C. More-
over, conditions for the uniqueness of the factors of the distinct
tensors Dy can be obtained by analyzing each tensor sepa-
rately using Kruskal’s condition, since Dy, = Vi, — P (C).

The conditions in Theorem 3 are mild and interpretable.
Condition Al is equivalent to one of the measured tensors Y,
being fully unique. However, it does not require its factors
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to be measured in full resolution (i.e., P, ; need not be
full column rank). The full uniqueness of one tensor is used
to ensure consistent permutations and scalings among the
recovered common factors in the three modes.

Intuitively, condition A2 means that for each mode j € 3]
we need one of the measured tensors to be mode-;j unique
and to have the corresponding degradation matrix P; ; with
full column rank. This means that the mode-j factor matrix
(containing both the common and distinct components) can be
recovered in full resolution from this tensor.

Finally, condition A3 is key to allow us to relate factor
matrices containing both common and distinct components
from two different measured tensors in order to find out which
of the components are the common ones.

B. Generic recoverability conditions

Based on Theorem 3 we can also derive generic uniqueness
results which give explicit conditions based on the rank of
the decomposition (i.e., the ranks of the common and distinct
tensors, given by R and Ly, respectively), on the measurement
matrices P, ; and on the tensor dimensions that guarantee that
a generic CTD following the model presented in Section III
is essentially unique. This result is given in the following
theorem.

Theorem 4. Consider the measurement model (8), (9) and
the CPD model (10), (11), (12), (13). Assume that all factors
{C;, Dy, ;}1r; are drawn from some joint absolutely contin-
uous distribution w.r.t. the Lebesgue measure. Then, if the
following conditions are satisfied:

A4:  (uniqueness of m): There exists an 1) € [K| such that

> minf{rank(P, ;), R+ Ly} > 2(R+ Ly) +2. (26)
jel3]

AS5:  (uni-mode uniqueness of &;) For each j € [3] there

exist a &; € [K] such that Py, ; is full column rank
and the following condition is satisfied:
min(Ne, j, min(M;, R) + Le;) +
> min{rank(Pg, ;), R+ Le,} > 2(R+ Le,) + 2. (27)
i#]
Ab6:

then the common and distinct tensors C and {Dy}, can be
uniquely recovered from {Y}r, with probability one.

There exists at least one j € [3] such that §; # n.

Before proceeding with the proof of Theorem 4, we need a
couple auxiliary results, provided in the following lemmas.

Lemma 1. Letr the elements of matrices X, €
RExS1 X e RExXSK pe drawn according to a
Jjoint distribution that is absolutely continuous with respect
to the Lebesgue measure in RELS1ReSK - and matrices
Q, € RT>*f Qe RT*Ex be deterministic. If there
exist a full row rank matrix E € RT*T such that matrices
EQ.,...,EQy also have full row rank, then the matrix
W = [QX1,...,QxX k]| has Kruskal rank at least

min{T, Y}, Ry} with probability one.
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Proof. Let us denote by {w1,...,w;} a subset of ¢ columns
of matrix W. Due to matrix E having full row rank, if
{Ew,...,Ew,;} are linearly independent vectors, this im-
plies that {wq,...,w;} will also be linearly independent.
Since this holds for any subset of columns of W, it implies
that kr(W) = kr(EW).

We now aim to compute the Kruskal rank of EW =
[EQ,X1,...,EQrXk]. Since EQ), is assumed to be of
full row rank for all 4, this implies that if {Xq,..., Xk}
are jointly absolutely continuous, {EQ,;X;} | {X, : j # i}
will be jointly absolutely continuous too (see Lemma 1
of [9]). Thus, noting that the above result holds when applying
the transformation EQ; to each block of variables, we can
proceed recursively for each of the blocks ¢ = 1,..., K
to show that the elements of matrix EW are also jointly
absolutely continuous.NThis, on the other hand, implies that
rank(EW) = min(T, ), Ry) with probability one. Since
the rank and Kruskal rank of generic matrices coincide, the
result follows. O

Note that this lemma can be used to lower bound the generic
Kruskal rank of the factor matrices of Yy.

Corollary 1. Suppose C; and Dy, ; are distributed according
to a joint absolutely continuous measure, then

kr([P4,;C;, Dy ;]) = min{rank(Py, ;), R + Ly} .

Proof. Let us take Q, = P, , Q, = I, and con-
sider E € R™*k(Pr;)xNkj to be the matrix which selects
the rank(Pj, ;) linearly independent rows of Py ;. Clearly,
rank(E) = rank(EQ,) = rank(EQ,) = rank(Py ;).
Applying Lemma 1 gives the desired result. O

Lemma 2. Consider X, € RM*E gud X, € RN*L
distributed according to a joint absolutely continuous measure,
and Q € RN*M deterministic and full column rank. Then, for
Z =[QX1,X2] rank(Z) = min(N, min(M, R) + L), with
probability one.

Proof. Consider the square matrix Q = [(Q")T,Q]]", where
Q' is the left pseudoinverse of Q and Q 1| _its orthogonal
complement. Since @ is full column rank, @ is invertible,

~

and thus rank(Z) = rank(Z), where

Z-Qz- le 52’1] , (28)

0 Xop»

where :)\(/2’1 = QTXQ and %2,2 = Q| X . Note that since @
is deterministic, X1, %4271, and igg are jointly absolutely
continuous. We will consider two cases depending on the
shape of X .

Case R = M: In this case, X; is generically full row
rank, and thus by results related to the Schur complement [63,
fact 6.5.6] the rank of the matrix is equal to

rank(Z) = rank(X ;) + rank(%gﬁg) )
with the right hand side equal generically to M + min(N —
M, L) = min(N, M + L).
Case R < M: Denote T = min(N,R + L). We know
that the rank is bounded by the dimensions of the matrix,
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~

i.e., rank(Z) < T. To prove that the equality holds, we use

the standard argument that is often used for proving generic

(holding with probability 1) properties [64]. We first show that

there exists a matrix Zy with the block-triangular form (28)

that has rank 7'. Such a matrix can be constructed as
7 - [IT 0] |

0 O (29)

Note that this matrix is still in the same form as (28), although
the dimensions of the blocks are different. Then the existence
of such Z, implies that rank(Z) = T with probability 1.
Below we explain in detail why it is the case (although it can
be also deduced from the semicontinuity of the rank function).

By construction, det([éo]lzTJ:T) =1 # 0, which is a mul-
tivariate polynomial in Z. Since the zero set (set of solutions)
of a nonzero polynomial equation is necessarily of Lebesgue
measure zero [65], we conclude that det([Z]1.71.7) # O
with Rrobability 1 for a matrix of the form (28), hence
rank(Z) = T with probability 1. Combining the two cases
gives the desired result. O

Considering the results in Lemmas 1 and 2, as well as the
deterministic uniqueness result in Theorem 3, we can proceed
to prove the generic uniqueness case of Theorem 4.

Proof. Step 1 (full uniqueness). Let us consider the factor
matrix of the j-th mode of the k-th tensor. Due to the joint
absolute continuity of C'; and Dy, ;, we can use Corollary 1
to show that the Kruskal rank of the j-th factor matrix of Yy
is lower bounded as

kr([P,;C}, Dy ;j]) = min{rank(P}, ;), R + Ly}

with probability one. Thus, for the tensor indexed by 7,
condition (26) of A4 leads to

> ke([Py;C;, Dy 5]) = > minfrank(Py ), R+ Ly}
jels] jel3]

>2(R+ L) +2, (30)

which implies that the CPD of Y, is essentially unique.
This means that condition A1 of Theorem 3 is satisfied with
probability one.

Step 2 (uni-mode uniqueness). Moreover, for each ;, j €
[3], for which P, ; is full column rank due to hypothesis A5,
we can use Lemma 2 to show that, with probability one, the
rank of the j-th factor matrix of Y, is equal to

rank([P¢, ;C;, D¢, j]) = min(Ng, ;, min(M;, R) + Lg, ),

and from Corollary 1 it has no zero columns. This, along with
condition (27) of hypothesis A5, leads to

rank([P¢, ;C;, De, ;1) + Y, ki([Pe, iCi, De, ;1)
i#]
> min(Ng, j, min(Mj, R) + Le;)
+ Z min{rank(P¢, ;), R+ L¢, }
i#]

> 2R+ L) +2, G
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for all j € [3]. Combining this result with Theorem 2 means
that the mode-j factor matrix of Y¢, is essentially unique.
This implies that condition A2 of Theorem 3 is satisfied with
probability one.

Step 3 (auxiliary results to solve the ambiguities). Using
hypothesis A6, let us choose a &; € [K]| satisfying &; # 7.
Since rank(P; ;) > 2 due to assumption A4, we can find
an E € RT*Noi, T > 2 such that EP,, ; has full row
rank. Moreover, since Pg; ; has full column rank due to
assumption A5, rank(Pg , j) = Mj, and due to the Sylvester
rank inequality, we have

rank(EP, ;P| ) > rank(EP, ;) + rank(P[ ) — M;
=rank(EP, ;), (32)

which implies EPW-PL, j also has full row rank. Thus, due
to the joint absolute continuity of C}, Dy, j, D, ; (a conse-
quence of 7 # &;), using Lemma 1 we have that with probabil-
ity one the Kruskal rank of [P, ;C;, P,y ;P D, ;, D, ;]
is bigger than one. This holds for any £; # 7. Thus, condition
A3 of Theorem 3 is satisfied with probability one. Since
Al, A2 and A3 are satisfied, Theorem 3 implies that tensors
C and {Dy}; can be uniquely recovered from {Y}, with
probability one. O

The generic uniqueness result in Theorem 4 allows us to
more clearly illustrate how considering conditions based on
uni-mode uniqueness can lead to more relaxed conditions for
the uniqueness of the full CTD. This can be illustrated by the
following example.

Example 4. Let us consider a common tensor C, with size
7 x 11 x 9, and distinct components Dy, with CP ranks of
R = 5 and Ly = 5 for all k, whose factor matrices are
drawn from some joint continuous distribution. Suppose we
have K = 3 measured tensors Y1, Yo, Y3, with sizes
10x5x7, 5x12x 7 and 5 x 7 x 10, respectively. The measured
tensors satisfy the model (8), (9) for some full rank matrices
Py ; of appropriate dimensions. This CTD is generically
unique according to Theorem 4. However, only tensor Ys
is guaranteed to be fully unique, satisfying condition (26).
Tensors Y1 and Y3 are only uni-mode unique, satisfying (27)
for modes j = 1 and j = 3, respectively. While our result
based on the uni-mode uniqueness allows us to consider ranks
R + Ly < 10, if we were to require Y1 and Y3 to be fully
unique instead (satisfying (26)), uniqueness would only hold
for ranks satisfying R+ L1 < 8 and R+ Ls < 9.

The works [9], [34] consider the uniqueness of models
related to the one in Section III. However, these results are
not directly comparable to ours. Flexible coupled decompo-
sitions with shared and distinct components were considered
in [34], but without a general measurement model like (8), (9).
Moreover, the uniqueness results in [34] are based on algebraic
and topological properties of matrices and a graph constructed
from the measured tensors and factor matrices, whereas the
conditions in Theorem 4 are directly based on the dimensions
of the tensor and on the ranks of P}, ;. The results in [9], which
considers the spectral image fusion problem of Example 3, are
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easier to compare to ours. However, although both our results
and those in [9] require one of the measured tensors to be
fully unique, [9] does not consider distinct components (i.e.,
D), = 0) and exploits the fact that several Py, ; are identity
matrices. This leads to conditions for the recovery of the “high
resolution” factor matrices that can be slightly weaker the uni-
mode uniqueness used in our results.

V. COMPUTING THE DECOMPOSITION

This section presents algorithms to compute the coupled
CP decomposition according to the model presented in Sec-
tion III. Two approaches are proposed. The first, presented in
Section V-A, is a semi-algebraic strategy, while the second,
presented in Section V-B uses an optimization algorithm.

A. A semi-algebraic solution

Algebraic algorithms can provide accurate solutions in low-
noise settings and constitute good quality initializations to
optimization strategies [66]. Theorem 3 provides a means of
devising a semi-algebraic algorithm. It requires the CPD of
at least two and at most four of the measured tensors, and
solutions to linear algebra and assignment problems, as will be
detailed in the sequence. The approach is referred to as semi-
algebraic because except for the computation of the CPDs,
which might involve the use of optimization algorithms, the
rest of the procedure is based on simple algebraic operations.
To this end, let us assume the conditions in Theorem 3 to hold.

Step 0 (measurements selection): Select an 7 € [ K] and
§; € [K], j € [3] such that ,, is fully unique, Y¢, is mode-j
unique, ng ; has full column rank, and the cardinality of the
set {n,&1,&2,&3} is at least two. This ensures there exists a
&; # 1. Note that there can be several possible choices of 7
and ¢; satisfying these conditions, introducing a measure of
user choice. First, since we will compute CPDs of the tensors
indexed by {n, &1, &2, &3}, the smaller the cardinality of this set
the smaller the number of CPDs to compute. Moreover, we can
also prioritize choices of 7 or &; for tensors that are easier to
decompose. For example, for tensors of rank R+ Ly, typically
the larger their dimensions Ny ; the easier it is to compute
its decomposition accurately (i.e., larger tensors might have
less collinearity between the columns of the factor matrices,
reducing convergence issues due to ‘“swamping” [67]). In
addition, if ) are contaminated by noise, we might prioritize
measurements with higher signal-to-noise ratio (SNR).

Step 1 (recovery of factors separately): Compute the
(unique) rank-R+ L, CPD of Y,,. Denote the recovered factor
matrices by U, ;, i € [3].

Step 2 (recover a different uni-mode factor): Pick j
such that §; # 7. Since Y, is mode-j unique by assumption,
compute its CPD with rank R + ng, and denote the recovered
(unique) mode-j factor matrix by Uy, ;, and the remaining
factors (not necessarily unique) by Uy, ;, i@ # j.

Step 3 (correcting ambiguities): We find the common
part of the factor by searching for an optimal assignment

between the transformed columns of U, ; and Uy, ;. More
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precisely, we first map the factors to the same column space
using the transformation

t
Ve j=PniPe ;Usj,

recalling that P, ; is left-invertible by assumption. Now
we find an optimal correspondence between R columns of
matrices V¢, ; and U, ;. To do this, we first construct a
matrix Z € RFTL* B4 Le; with the normalized inner product
between each pairs of columns form these matrices, that is,

[{tn, v
|wn|2]vm]2 ’

where u,, is the n-th column of U, ;, and v,, is the m-th
column of V¢, ;. Then, we find a partial permutation that
best aligns the common columns among these matrices, as the
binary matrix A € {0, 1} 577 +le; that solves:

Lo = (33)

Ars Zys 34
N AP G4
s.t. 1TA1 =R, A1<1, AT1<1. (34b)

Note that this is an unbalanced assignment problem with fixed
cardinality R, which can be solved efficiently [68].

From the solution A to problem (34) we define two
matrices: M, equal to the identity matrix with the columns
corresponding to the indices of the all-zero rows of A removed
(size Rx R+ Ly), and M, which is the matrix A with the
all-zero rows removed (of size R x R + L¢,). Now, we can
select the common parts and correct the permutations for all
factors of tensors 7 and §;:

C
i Unﬂ?an
2 C T
XE' = UEN-ME],.

(35)
(36)

fori e {1,2,3}. Finally, we compute C by compensating the

scaling ambiguities as C Pg ]X A, where A; is the
diagonal matrix solving

Aj = |X$; - anjpzpj)/zgjajA”F' (37

arg min

diagonal matrix A
This gives us the j-th common factor with permutation scaling
ambiguities matching those of tensor 7. The solution to (37)
can be computed in a straightforward manner for each d1ag\onal
element of A;. Moreover, in a setting where X ; and X¢ €.
are not computed exactly, the solution to (37) w111 result in an
approximate scaling that best matches the two factor matrices.

Step 4 (computing the remaining factors): Let us now
consider the other modes, ¢ # j. Let us consider the mea-
surements available for which the remaining modes are uni-
mode unique and observed with full resolution, {&y, ¢ # j}.
Depending on the value of &; and 7, we have two cases:

D) If & € {n,&}, then X5 , was computed in (35)

or (36) and the mode-/ factor can be computed as C =
P X £, +A¢, with A, computed similarly to (37).

2) If & ¢ {n,fj}, then let us compute the rank R + L,
CPD of Y¢,, and denote the recovered mode-¢ factor
matrix by Ug, ;. Then, we repeat the same procedure as
in the Step 3, to find the optimal assignment between the
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Algorithm 1: Semi-algebraic algorithm

1 Inputs: Data Yy, operators Py, ;, ranks R, Ly, indices of unique
tensor 7 and mode-¢ unique tensors &;, @ € [3].

2 Compute the CPD of Y,,, with factors U, ;, for i € [3].

3 Take j € [3] such that £; # 7, compute the mode-j CPD factor
matrix of 3753., denoted by Ugj e

4 Compute the optimal partial assignment between the columns of U,
and Ugj according to Step 3, solving (34)—(37), and compute the
factor matrix C'j = ng ,jxg’jAJ

s for £ € {1,2,3}\{j} do

6 if & € {n,&;} then

7 ‘ C(=P2272X§C; ZAZ

8 else

9 Compute rank R + L¢, CPD of Y, and denote the
recovered mode-¢ factor matrix by Ug, ¢

10 Compute the optimal partial assignment between the

columns of C’ and P X

matrices as in line 4 and compute the factor €
according to Step 4.

. and the corresponding

11 end
12 end
13 return Cuz = [€1,C2,C3], Dy = Yy — Cai, k€ [K].

columns of matrices é’ i and Pz zj\( g ¢» which will give
us the correspondlng matrlces M ¢, and A,. This way,
we can recover Cg as Cg = ZU&_] ¢M ¢, Ay, which
matches the scaling ambigumes This gives us the /-
th common factor inth permutation scaling ambiguities
matching those of C;.

Step 5 (reconstruct the tensor): With the permutations
and scalings compatible across the three modes, we can recon-
struct the common tensor as C = [[C17 027 Cg]] The distinct
components ’Dk are recovered as the CPD of Y, — &7, (C)

Note that, following the same arguments as in the proof of
Theorem 3, it can be shown that this recovers the true tensor.

B. An optimization-based solution

Let us consider the case when the tensors are measured with
noise. The CTD can be formulated as an optimization problem
by seeking the decomposition satisfying the model (8), (10),
(11) and (12) which is the closest to the measurements accord-
ing to some criterion. However, the computational complexity
can increase substantially when the number of measured ten-
sors K becomes large. To allow the computational complexity
to be reduced, we will propose a more flexible formulation in
which one can control which factors of the common tensor are
coupled to a given measurement in the optimization problem.
This is related to factorization frameworks with both shared
and unshared factors [1], [34]. To define this more precisely,
let us introduce some additional notation. First, we can write
the polyadic decomposition of tensor Yy as:

Yi = Z [X7, X XT5],
me{C,D}

where X ,?7 and X kD7 ; are related to the factor matrices in (11)
and (12) through:

c D
Xk,j = Pk,jcjv Xk,j

(38)

=Dy, . (39)
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Let I'; < [K] for j € [3] be the sets defining which
coupling constraints are enforced, i.e., k € I'; means that, for
mode-j factor C; of the common tensor, the coupling (39)
in the k-the measurement is included as a constraint in the
optimization problem (leaving the possibility to relax some
of the constraints). Having more flexibility in the definition
of couplings was shown to be useful in prior works such
as in double coupled factorizations [20], [24], where the
factor matrix of a given measurement tensor can be coupled
to one among multiple common factors, instead of only a
single global factor. The flexible coupled tensor decomposition
considered in this work can be formulated as follows:
[X k,1>

2
o S-S rl,
me{C,D}

S.t. Xk)j=Pk7jCja kEFj, j€[3],

"2 (40a)

(40b)

where ® = {C;, X, 3 X ©;}. Note that the factor matrices
Dy, ; are not included in the optimization problem since they
are equal to X ﬁ j due to (39), and thus redundant. The
constraint (40b) links the mode-j factor of the common tensor
C among all measured datasets indexed in I';. Note that we
do not require knowledge of Py, ; for k ¢ I';. We also remark
that although the loss function in (40a) is based on the squared
loss, other loss functions can also be considered, such as the
Kullback-Leibler divergence or the logistic loss, which can be
more natural for count or binary tensors (see, e.g., [69]-[71]).

Remark 3. Note that following the same reasoning as for the
semi-algebraic algorithm developed in Section V-A, supposing
the conditions in Theorem 3 are satisfied, is is desired that: 1)
all common factors of the unique tensor are coupled, leading
ton e ﬂje[g] I';; and 2) the uni-mode unique factors are
coupled, i.e., for each mode j € [3], {; € I';. Moreover, for
all k there must be at least one mode j such that k € T';,
otherwise there is no coupling linking tensor Y. However, the
uniqueness results in Theorems 3 and 4 concern the model (8)—
(12) and would have to be extended in order to rigorously
address the flexible coupling case in (40).

Remark 4. There is a trade-off between accuracy and compu-
tational cost in the selection of T';. In case the measurements
Y. are contaminated by noise, one might want to couple
as many of the measurements as possible to aid in the
estimation of the common factor C', since this increases the
amount of available data and can improve accuracy. However,
including more measurements in the coupling (i.e., increasing
the cardinality of I';) increases the computation cost, since
faster solvers are available for the case of |I';| < 2 as will be
discussed in detail in Appendix A.

To solve (40), different iterative approaches can be consid-
ered, such as the structured data fusion (SDF) framework [1],
among others [66]. In this work, we consider an ALS solution,
which is a common iterative approach to compute tensor
decompositions since each of the updates has an easy-to-find
solution [72]. We present the overall procedure in Algorithm 2.
The detailed derivations for the solution of the different
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Algorithm 2: ALS solution to problem (40)

Inputs: Data Yy, operators Py §» ranks R, Ly, couplings I';.
Initialize the factors (e.g., randomly or using Algorithm 1) ;
while not converged do

Compute C'; by solving (48) ;

Compute XkCJ using (51) and (53) ;

Compute C'3 by solving (49) ;

Compute XkC,? using (51) and (54) ;

Compute C'3 by solving (50) ;

Compute X}?,s using (51) and (595) ;

10 Compute X77;, X, and X 5 using (57), (58) and (59) ;

11 end

12 return C = [[C’l,Cz,Cgﬂ, Dy, = [Xﬁl,XQQ,X£3ﬂ, k= [K].

L . T N I SR

optimization subproblems are presented in Appendix A.

VI. NUMERICAL EXPERIMENTS

We evaluate the performance of the proposed decomposition
methods using synthetic and real data. As a quantitative
metric, we considered the normalized root mean square er-
ror (NRMSE) between the estimate(Ai and the true common
component, defined as NRMSE = |C — C|r/|C|Fr. The ac-
curate recovery of C also means an accurate reconstruction
of Dy ~ Y — P(C) if the SNR is not too low. In all
experiments, we computed the average NRMSE results over 20
Monte Carlo runs. The CPDs required by the semi-algebraic
algorithms were computed using Tensorlab [73].

A. Synthetic data

1) Performance as a function of the SNR: This experiment
evaluates the performance of the proposed semi-algebraic and
optimization algorithms when decomposing noisy data.

Data generation: We generated synthetic data following
model (8), (9), (10), and (11). To this end, we generated
common tensor C, distinct tensors D, and K = 3 mea-
surements Y1, Yo, Y3, all with the same sizes and rank
values as in Example 4. The factor matrices of C and Dy
(generated according to (10) and (11)) were randomly sampled
from a standard Gaussian distribution. To generate matrices
P; ; (of appropriate dimensions), we sampled each of their
elements from an uniform distribution over the interval [0, 1].
The measurements Y, Y2 and Y3 were generated as

Vi = Z(C) + Dy, + Nk, (41)

where ;. denotes white Gaussian noise, with SNR given by

E{|2(C) + Di|%}
E{NZ] ) 2

with E{-} denoting the expectation operator. Note that from
the SNR in (42) the noise variance is adjusted according to the
energy of the full tensor &7, (C) + Dy, which is different from
the energy of the common tensor C evaluated in the NRMSE.
As explained in Example 4 this CTD is generically unique
in the noiseless case, but only tensor Y5 is guaranteed to be
fully unique, with Y; and Y3 being only uni-mode unique.
Moreover, the rank of each measured tensor is larger than the
dimension of two of its modes, making this a numerically
challenging example.

SNR = 10log;, (
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Figure 3. NRMSE for different SNRs for the example with synthetic data.

Algorithms setup: We compared the semi-algebraic algo-
rithm with the optimization algorithm following two different
initialization options, with “init. I”” being the solution from the
semi-algebraic method, and “init. 2” being a uniform random
initialization. We ran the optimization algorithms for at most
1000 ALS iterations. To mitigate the random effect of the
initialization, we ran all the algorithms using 50 independent
initializations (including the initialization of the CPD used in
the semi-algebraic approach) and picked the solution which
had the lowest reconstruction errors, >, |Yi — Vi |%, with
)Aik being the reconstructed tensor.

Results: The NRMSE results are shown in Figure 3. It
can be seen that the errors are very low for high SNRs (indi-
cating a correct recovery of the true factorization) but increase
approximately linearly with the noise intensity. Moreover,
although the semi-algebraic solution achieved low NRMSEs
for high SNRs, its performance was consistently worse than
that of the optimization-based solutions. The two initializations
options (init. I and init. 2) performed similarly for high (> 40
dB) SNRs, but the random initialization (init. 2) achieved
lower NRMSEs compared to the semi-algebraic one (init. I)
for lower SNRs, particularly for the case of 20 dB. However,
since the NRMSE values for this SNR are large, they do not
provide a meaningful way to compare the quality of different
solutions; thus, their interpretation must be performed with
proper care.

2) Ablation experiment I: This experiment evaluates the
performance of the proposed algorithms when there is vari-
ability in the common tensor between different datasets.

Experimental setup: We consider the same general set-
ting as in Section VI-Al with an SNR fixed at 30 dB. We
generate the measured tensors as

Vi = Ze(Cr(a)) + Di + Ny, 43)

where Cj,(«) represents a “noisy” version of the common ten-
sor in the k-th dataset, computed as Cp (o) = (1 —a)C+a&},.
Tensor C, which is the same for all datasets, is generated
randomly as in Section VI-Al, while €y, which is generated
in the same way as C, is independent for each dataset. The
contribution of each term is controlled by « € [0,1]. We de-
compose Yy, using the proposed optimization-based algorithm
with random initialization (init. 2) for different values of «.
Results: The NRMSE, defined for this example as
NRMSE = £ ¥, [Ci(a) — C|r/|Cr(c)|r for the recovery
of Ci(a), is shown as a function of « (averaged over 20
Monte Carlo runs) in Figure 4. It can be seen that the NRMSE
increases with «, which is expected since this reduces the
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Figure 4. NRMSE (between Cjy(«) and C) of the solutions from the
optimization algorithm (init. 2) as a function of a.

4
R 7 3 Ly,

Figure 5. NRMSE of the solution given by the proposed optimization-based
algorithm (init. 2) as a function of the ranks of the decomposition R and L.
The true ranks of the tensors are given by R*"® = 5 and L"® = 5.

amount of information shared among datasets. Nonetheless,
the performance degradation occurs smoothly, indicating the
proposed method is not overly sensitive to this type of mis-
modeling effect when « is small.

3) Ablation experiment 2: This experiment evaluates the
performance of the proposed algorithm when the rank of the
decomposition is misspecified.

Experimental setup: We generate sets of measurements
Y. following the same setup as in Section VI-Al, fixing the
SNR at 30 dB. Thus, the data are generated from a (noisy)
CTD model with ranks R'"™® = 5 and L{™¢ = 5. We then aim
to recover the common tensor C using the optimization-based
algorithm with random initialization (init. 2), but specifying
different values of ranks in the range R, Lj € {3,4,5,6,7} to
evaluate the impact of rank misspecification.

Results: The NRMSE (||C — CHF/HCHF) as a function of
R and Lj (averaged over 20 Monte Carlo runs) is shown in
Figure 5. It can be seen that as the differences between the
ranks specified to the algorithm and the true ones increase,
so does the NRMSE. Nonetheless, even when the specified
ranks are considerably different than the true ones the NRMSE
performance is still reasonable (e.g., for R = 3, Ly = 3 the
NRMSE increases 30% compared to the optimal value). This
indicates that the proposed method is not overly sensitive to
the choice of the ranks.

4) Computation time and comparison to SDF: This experi-
ment compares the execution times of the proposed algorithms,
and provides comparisons to the SDF framework of [1].

Experimental setup: We consider the same general ex-
perimental setup as in Section VI-Al while fixing the SNR
at 30 dB. The SDF framework [1] was implemented to
solve problem (40) using Tensorlab [73]. All algorithms were
implemented on Matlab™ and run on a MacBook Pro M1
with 16GB RAM.

Results: The NRMSE and execution times (averaged
over 20 Monte Carlo runs) can be seen in Table I. It can be
seen that the proposed optimization-based approach (with both
random and semi-algebraic initializations) and SDF obtain
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very similar NRMSEs, whereas the semi-algebraic approach
present a higher NRMSE. In terms of computation times, the
fastest approach was Algorithm 2 with random initialization
(init. 2), followed by the semi-algebraic solution, whose exe-
cution is slightly slower due to an iterative optimization proce-
dure being used to compute the CPDs. The SDF framework,
although very flexible to tackle different types of problems,
presented the longest execution time, significantly higher than
the proposed algorithms.

Table 1
NRMSE AND COMPUTATION TIME COMPARISON WITH SYNTHETIC DATA.
Semi-algebraic ~ Opt. (init. 1)  Opt. (init. 2)  SDF [1]
NRMSE 0.9088 0.0770 0.0767 0.0765
Time [s] 2.776 6.531 1.026 23.553
B. Real data

For the experiments with real data, we consider the problem
of imaging a given scene subject to cloud contamination. Two
distinct acquisitions of this scene are obtained, one yielding an
HSI and one an MSI, each of which is subject to some random
cloud contamination (which are independent and identically
distributed across the images). This results in image-specific
variability affecting both the HSI and the MSI. The objective
is to recover an uncontaminated high-resolution image (HRI)
of the scene by fusing the acquired HSI and MSI.

Experimental setup: We consider an underlying high-
resolution image C € R145X145x200 g4 the Indian Pines image,
with 145 x 145 pixels and 200 spectral bands. Cloud cover
maps (i.e., percentage of clouds per pixel) were then generated
randomly using a nonlinear transformation of a Gaussian
random field, which led to realistic cloud distribution (see the
first row of Figure 6) and allowed the intensity and spatial
extent of the clouds to be adjusted. Specifically, we generated
two cloud cover maps, S; and S, (€ R14°*14%) (o represent
the cloud cover underlying the HSI and MSI, respectively.
Then, cloud-corrupted images X'; and X, were generated as
a convex combination between the ground image and a cloud
spectral signature as

[Xk]eyr = [Claya (1 (44)

- [Sk]z,y) + gA[Sk]m,y )
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Table II
AVERAGE NRMSE RESULTS FOR FUSING AN HSI AND AN MSI WITH
DIFFERENT AMOUNTS OF CLOUD CONTAMINATION ON BOTH IMAGES.

Cloud cover (CC) % 0% 1.1% 2% 4% 9.7%
Corrupted pixels (CP) % 0% 37% 48% 57% 13.8%
STEREO 0.035 0.082 0.146 0222 0.386
SCOTT 0.038 0.088 0.147 0280 0436
CT-STAR 0.054 0.094 0.154 0291 0450
CB-STAR 0.037 0.081 0.100 0.182 0371
Proposed (semi-algebraic) | 0.079 0.102  0.125 0.189  0.297
Proposed (optimization) 0.052 0.055 0.073 0.134 0.251

for k € [2], where g\ € R is the cloud spectral reflectance
at band index A, which was computed from a real cloud
signature presented in [74], and z,y is the pixel indices.
Note that decomposing X'; and X5 into common and distinct
components is challenging since, due to the model (44),
neither the common nor the distinct components will have
low CP rank. Thus, the data do not really follow the model
in (10), (11), leading to an approximation problem rather than
an exact decomposition.

From the cloudy high-resolution images X’; and X5 we
generated the HSI and the MSI, respectively, using degradation
operators Py, ; as described in Example 3 of Section IIIL
We used a spatial decimation factor of four for the HSI and
the spectral response of the Sentinel-2A sensor for the MSI
(leading to a spectral decimation factor of 10 for the MSI).
The HSI yl e R36><36><200 and the MSI y2 e R145><145><10
were then generated as

Vi = Pu(Xi) + N (45)

for k € {1,2}, where & is as defined in (9) and N are
white Gaussian noise tensors whose variance is adjusted to
obtain an SNR of 30 dB, which is here defined as

E{I%«(("k)l%)
E{|N:%} /-

For more details on the measurement model for this applica-
tion, see, e.g., [8], [9], [75].

We adjusted the cloud cover generation setup to obtain
images with a desired amount of cloud contamination, which
was kept the same for the HSI and MSI and was measured
using two metrics. The first metric is the cloud cover (CC)
percent, defined as the mean percentage of clouds per pixel
and computed as CC = >, . [Sklsy, in which Z =
2 x 1452 is a normalization equal to the total number of
terms the summation. The second metric is the percent of
corrupted pixels (CP), defined as the mean percentage of pixels
with more than 15% of cloud presence, and computed as
CP = £ 3 oy t([Skley > 0.15), where «(-) is an indicator
function and Z is defined as before. Note that the CC and CP
metrics shown in the experiments are also averaged among all
Monte Carlo runs.

Algorithms setup: We compare the proposed method
with the state-of-the-art CTD approaches STEREO [9],
SCOTT [8], and with CT-STAR and CB-STAR [10], the latter
two which consider an image specific component in one of the
images (the MSI). The ranks of all methods were adjusted to
maximize performance in a separate independently generated
dataset. We implement the optimization algorithm initialized

SNR = 10log,, ( (46)
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with the algebraic approach, and considered up to 50 ALS
iterations. For this example, we implemented a modification
on the semi-algebraic algorithm to simplify it and improve its
robustness inspired by TenRec in [9]. Specifically, we follow
the steps 1 through 4 detailed in Section V-A, and exploited
the fact that Py ; = P35 = I to compute C; and C, from
the common parts of the factors obtained through tl/l\e CPD of
the MSI Y5. However, to compute the final factor C's we use
a different approach by just solving the linear regression prob-
lem on the HSI as HliIlC3 Hyl — [[PLlCl,PLQCQ,CSMF.
This showed better performance than recovering C's through
the separate CPD of the HSI Y;.

Results: Quantitative results are shown in Table II along
with the CC and CP percentages. Visual results of the two
overall best performing methods (the proposed optimization-
based algorithm and CB-STAR) corresponding to the run
with the median performance difference between them are
shown in Figure 6. It can be seen that the proposed methods
perform slightly worse when there are no clouds, which is
natural as the models in the competing methods (without
personalized components) match the dataset better. However,
as soon as cloud cover is present (even for 1.1%) the proposed
optimization-based approach gets considerably lower NRMSE
then the other algorithms. The semi-algebraic algorithm per-
formed considerably worse than the optimization one for
low CC percentages, with their relative performances getting
better as the cloud contamination increases. The visual results
also corroborate these findings, with the reconstruction by
CB-STAR showing more artifacts compared to the proposed
method reconstruction. The artifacts also get increasingly
strong as the cloud contamination increases, being subtle for
a CC of 1.1% but very strong for a CC of 9.7%.

VII. CONCLUSIONS AND PERSPECTIVES

In this paper, a personalized CTD framework was proposed.
A flexible model was presented representing the datasets as the
sum of two components, each admitting a low-rank CPD. The
first component was linked to a common tensor through a mul-
tilinear measurement model, while the second component was
distinct and captured dataset-specific information. This model
generalized several existing CPDs. The generic uniqueness of
the decomposition was shown to hold under mild conditions
that highlighted the influence of the measurement model and
of “weaker” uni-mode uniqueness of individual datasets on
the uniqueness of the full decomposition. Assuming the ranks
of the common and distinct components to be known, two
algorithms were proposed to compute the decomposition. The
first was semi-algebraic, performing well for high SNRs but
being less robust in low-SNR settings. The second was based
on an optimization procedure and showed better performance,
especially on noisy and real data. Experiments illustrated the
advantage of the proposed framework compared with the state
of the art methods.

An important issue related to the practical use of the pro-
posed CTD framework is the estimation of its ranks, R and L.
While several strategies have been investigated to estimate the
number of common components in statistical models involving
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multiple datasets (see, e.g., [76]-[78]), these approaches are
based on a very different set of model assumptions. Thus, in
future work we aim to investigate the order selection problem
for CTDs with common and distinct components from both
theoretical and experimental perspectives.

APPENDIX A
SOLUTION TO THE OPTIMIZATION PROBLEM (40)

Optimization w.r.t. C;: Let us first consider the solution
for C;. Incorporating the equality constraint (40b) directly in
the cost function, this problem can be written as:

~ 2
min —[Py,Cy, XC,, XC H 47
ni k;l Ve [PeaCiX0a XE5]| @)

where 5)k = Y. — [Xﬁl,XQQ,X£3ﬂ. Note that this is
equivalent to a coupled CP decomposition without distinct
components. Using the properties of the mode-1 matricization,
it can be shown that the critical points of (47) satisfy

D (Tiadk)CT (Pl Pry) — I3, YiyPry =0, (48)
kel'y

where Jj 1 = Xﬁ3 ©) Xkcg. Note that the product Jg,le,l
can be computed using mixed product properties (see, e.g.,
[47, eq. 2.2]). Since (48) is linear in C; € RM1 ¥ it can be
solved with a complexity of at most O((M;R)?) operations.
However, since this consists in a generalization of the Sylvester
equation, when |I';| < 2 specialized solvers can be much
faster: the complexity of solving the generalized Sylvester
equation in this case is O(M} + R3) operations when using
the Hessenberg-Schur or Bartels-Stewart methods [79]-[82].

Optimizing the cost function w.r.t. C'5 and C'3 can be done
similarly by using the mode-2 and mode-3 tensor matriciza-
tions, which leads to the following equations:

D (Thadk2)C3 (Pl oPrs) — Ji 2 Vi, Pra =0, (49)
]{:EFQ
Z (Jz,?)Jk,B)CaT (PZ,:;Pk:S) - Jz,sYk<3>Pk,3 =0, (50)
kel's
where Jy0 = X530 X5, and Jp3 = X5, O X5, 1.
Optimization w.r.t. X g] The solution to this problem

depends on whether X (kj,j is included in the set of equality
constraints (40b). If k € I';, then the solution is direct:

X{, =P, ;C;, kel je[3]. (51)

On the other hand, if % ¢ I';, the optimization problem for the
mode 7 = 1 will be:
TEN c c c 72
min [V, — [ X5 X X (52)
k,1
YV, — D D D . .
where Vi, = Y — [[Xkﬂ, X2 Xk’ﬂ]. The solution to this
problem is given by:

XC = [(XC,0X0) V], ke¢Ti.  (53)

The same steps can be used to compute the solutions for modes
j=2and j=3:

X, = (X0 X0 ) Vi)', kéTs, (54
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XC, = [(XC,0X0) Vi)', kéTs. (55

Optimization w.r.t. X ’,2 ;< This problem is given by

. x5 2
o i = [XPLXE XRLL, 69

where V), = Vi — [X,?J, X,€C727 ng))]. Problem (56) consists
of computing a rank-L, CPD of ;. Following the ALS
strategy, we update X ,?7 ; sequentially over j € [3]. Using
the mode-;j matricization and proceeding in the same way as
in the previous problem, the solutions are given by:

XkD,l = [(Xk:Dd QXIQQ)T?k<1>]T7 (57)
xP, = [(xP,0xP) " Viw]", (58)
XP, = [(XP,0XP) Y] (59)
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