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Second order BSDEs with jumps by measurable selection
argument

Laurent Denis ∗ Anis Matoussi †‡ Chao Zhou §

December 5, 2024

Abstract

We prove existence and uniqueness for solution of second order BSDEs with jumps (2BS-
DEJs). More precisely, our problem of interest consists in the optimization, over a set of
possibly non-dominated probability measures, of solutions of backward stochastic differen-
tial equations with jumps (BSDEJs). After proving a dynamic programming principle for
this control problem in an abstract setting, we obtain a wellposedness result for second or-
der BSDEJs (as introduced in Kazi-Tani, Possamaï, and Zhou [10]) which does not require
any regularity assumption on the terminal condition and the generator.
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1 Introduction

Notations: Throughout this paper, we fix a constant p > 1. Let N∗ := N \ {0} and let R∗+
be the set of real positive numbers. For every d−dimensional vector b with d ∈ N∗, we denote
by b1, . . . , bd its coordinates and for α, β ∈ Rd we denote by α · β the usual inner product, with
associated norm ‖·‖, which we simplify to | · | when d is equal to 1. We also let 1d be the
vector whose coordinates are all equal to 1. For any (l, c) ∈ N∗ × N∗, Ml,c(R) will denote the
space of l × c matrices with real entries. Elements of the matrix M ∈ Ml,c will be denoted
by (M i,j)1≤i≤l, 1≤j≤c, and the transpose of M will be denoted by M>. When l = c, we let
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Ml(R) :=Ml,l(R). We also identifyMl,1(R) and Rl. Let S≥0
d denote the set of all symmetric

positive semi-definite d × d matrices. We fix a map ψ : S≥0
d −→ Md(R) which is (Borel)

measurable and satisfies ψ(a)(ψ(a))> = a for all a ∈ S≥0
d , and denote a

1
2 := ψ(a).

2 Existence and uniqueness of 2BSDEJs

2.1 A primer on 2BSDEJs and main difficulties

Before giving all notations in detail and precise definition of 2BSDEJs, we would like to start
by presenting the main object of interest in this paper, as well as the main difficulties we need
to address in our framework.

First, as mentioned in the introduction, we shall consider the following 2BSDEJ, for 0 ≤ t ≤ T
and P− a.s.,

Yt = ξ +

∫ T

t
F̂ P
s (Ys, Zs, Us)ds−

∫ T

t
ZsdB

P,c
s −

∫ T

t

∫
E
Us(x)µ̃PB(dx, ds) +KP

T −KP
t .

for every P ∈ PκH , which is a family, not necessarily dominated, of local martingale probability
measures. These different probability measures represent the model uncertainty. BP,c and µ̃PB
denote respectively the continuous local martingale part and the compensated jump measure
associated to the purely discontinuous local martingale part of the canonical process B under
any local martingale measure P. HereKP is a non-decreasing process, we will show that solutions
to 2BSDEJs have to be understood as suprema of families of classical BSDEJs.

Let us now highlight the new difficulties in our framework compared to the continuous 2BSDEs
as considered in [19, 17]. In our setting, in general, it’s not possible to aggregate the drift and
the compensated jump measure. That is the reason why the generator F̂ P and the compen-
sated jump measure µ̃P above depend explicitly on the probability measure, through the jump
compensator defined under each P. However, we can still prove that the solution of a 2BSDEJ,
(Y,Z, U), can be constructed in such a way that it is defined for all ω, independently of prob-
ability measures (we refer the reader to KPZ [9, 10] for more details). This is important from
the point of view of financial applications, since, if we look for instance at classical problems of
portfolio optimization in finance, the process Z is usually related to the corresponding optimal
investment strategy. Therefore, in a context of uncertainty, one will definitely need an optimal
strategy which works for every possible model, that is to say for every measure P.

Another crucial point in the definition of 2BSDEs in [19, 18, 20], is that they work under a
set of measure corresponding to the so-called strong formulation of stochastic control. Roughly
speaking, this corresponds to considering the laws under the Wiener measure of stochastic
integrals with respect to the canonical process B, with the constraint that these integrands have
to take values in the space of symmetric definite positive matrices. Such a choice has several
extremely important advantages: first of all, it allows them to define their measures through a
unique reference measure (i.e. the Wiener measure), and even more importantly, they showed
that all the measures thus constructed satisfy the martingale representation property and the
Blumenthal 0− 1 law, which are known to be fundamental properties for the wellposedness of
classical BSDEs (which, as recalled in the introduction are a kind of nonlinear martingales).
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In KPZ [9, 10], they also work with the strong formulation by considering a whole family of
reference measures. in their setting, they need to consider special jumps compensators with
some restrictions.

2.2 Probabilistic framework

2.2.1 Canonical space

Let d ∈ N∗ and Ω := D([0, T ],Rd) be the space of càdlàg paths defined on [0, T ] with values
in Rd and such that w(0) = 0, equipped with the Skorohod topology, so that it is a complete,
separable metric space (see [1] for instance).
We denote X the canonical process, i.e. Xt(ω) := ωt, for all ω ∈ Ω. Denote by F = (Ft)0≤t≤T
the canonical filtration generated by X, and by F+ = (F+

t )0≤t≤T the right limit of F with
F+
t := ∩s>tFs for all t ∈ [0, T ) and F+

T := FT .
Let M1 denote the collection of all probability measures on (Ω,FT ). Notice that M1 is a
Polish space equipped with the weak convergence topology. We denote by B its Borel σ−field.
Then for any P ∈ M1, denote by FP

t the completed σ−field of Ft under P. Denote also the
completed filtration by FP =

(
FP
t

)
t∈[0,T ]

and FP
+ the right limit of FP, so that FP

+ satisfies the
usual conditions. Moreover, for P ⊂ M1, we introduce the universally completed filtration
FU :=

(
FUt
)

0≤t≤T , F
P :=

(
FPt
)

0≤t≤T , and FP+ :=
(
FP+
t

)
0≤t≤T , defined as follows

FUt :=
⋂

P∈M1

FP
t , FPt :=

⋂
P∈P

FP
t , t ∈ [0, T ], FP+

t := FPt+, t ∈ [0, T ), and FP+
T := FPT .

We also introduce an enlarged canonical space Ω := Ω × Ω′, where Ω′ is identical to Ω. By
abuse of notation, we denote by (X,B) its canonical process, i.e. Xt(ω̄) := ωt, Bt(ω̄) := ω′t
for all ω̄ := (ω, ω′) ∈ Ω, by F = (F t)0≤t≤T the canonical filtration generated by (X,B), and
by FX = (FXt )0≤t≤T the filtration generated by X. Similarly, we denote the corresponding

right-continuous filtrations by FX+ and F+, and the augmented filtration by FX,P+ and FP
+, given

a probability measure P on Ω.

2.2.2 The models space: the semi-martingale measures

We then define a semi-martingale measure P as a probability measure such that X is a P-semi-
martingale. We then associate to the jumps of X a counting measure µX , which is a random
measure on R+×E equipped with its Borel σ-field B(R+)×B(E) (where E := Rd\{0}), defined
pathwise by

µX(A, [0, t]) :=
∑

0<s≤t
1{∆Xs∈A}, ∀t ≥ 0, ∀A ∈ B(E). (2.1)

We recall that (see for instance Theorem I.4.18 in [6]) under any semi-martingale measure P, X
admits the canonical decomposition. We emphasize that such a decomposition depends on the
underlying probability measure. Then, we define PW as the set of all semi-martingale measures
P, such that P-a.s.:
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(i) (Xs)s∈[t,T ] is a (P,F)−semi-martingale admitting the canonical decomposition (see e.g. [6,
Theorem I.4.18])

Xs =

∫ s

t
bPrdr +Xc,P

s +XP,d
s , s ∈ [t, T ], P− a.s.,

where bP is a FP-predictable Rd-valued process, Xc,P is the continuous local martingale
part of X and Xd,P is the purely discontinuous local martingale part of X under P.

(ii) The quadratic variation of XP,c is absolutely continuous with respect to the Lebesgue
measure dt and its density takes values in S≥0

d , which is the space of all d× d real valued
positive semi-definite matrices.

(iii) The compensator λPt (dx, dt) of the jump measure µX exists under P and can be decom-
posed, for some F-predictable random measure νP on E, as follows

λPt (dx, dt) = νPt (dx)dt.

We will denote by µ̃PX(dx, dt) the corresponding compensated measure, and for simplicity, we
will often call νP the compensator of the jump measure associated to X.

In this discontinuous setting, we will say that a probability measure P ∈ PW satisfies the
martingale representation property if for any (FP

,P)-local martingale M , there exists a unique
FP-predictable processesH and a unique FP-predictable function U such that (H,U) ∈ H2

loc(P)×
J2
loc(P) (these spaces are defined later in Section ??) and

Mt = M0 +

∫ t

0
HsdX

P,c
s +

∫ t

0

∫
E
Us(x)µ̃PX(dx, ds), P− a.s.

Bichteler [?], Karandikar [7], or more recently Nutz [15] all showed in different contexts and
under different assumptions, that it is possible to find an aggregator for the Itô stochastic
integrals (P)

∫ t
0 HsdXs. A direct consequence of this result is the possibility to define the quadratic

variation process {[X,X]t, t ≥ 0} pathwisely. Indeed, using Itô’s formula, we can write for any
semi-martingale measure P:

[X,X]t = |Xt|2 − 2

∫ t

0
Xs−dXs, P− a.s.,

and the aggregation of the stochastic integrals automatically yields the aggregation of the
bracket {[X,X]t, t ≥ 0}.

Next, since [X,X] has finite variation, we can define its path-by-path continuous part [X,X]c

(by subtracting the sum of the jumps) and finally the corresponding density

ât := lim
ε↓0

[X,X]ct − [X,X]ct−ε
ε

.

Notice that since for any semi-martingale measure P,

[X,X]c = 〈XP,c〉, P− a.s.,

then â coincides with the density of quadratic variation of XP,c, P−a.s. Therefore â takes values
in S≥0

d , dt× dP− a.e., and

ât =
d〈XP,c〉t

dt
, P− a.s..
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2.2.3 Conditioning and concatenation of probability measures

We also recall that for every probability measure P on Ω and F−stopping time τ taking value
in [0, T ], there exists a family of regular conditional probability distribution (r.c.p.d. for short)
(Pτω)ω∈Ω (see e.g. Stroock and Varadhan [?]), satisfying:

(i) For every ω ∈ Ω, Pτω is a probability measure on (Ω,FT ).

(ii) For every E ∈ FT , the mapping ω 7−→ Pτω(E) is Fτ−measurable.

(iii) The family (Pτω)ω∈Ω is a version of the conditional probability measure of P on Fτ , i.e.,
for every integrable FT−measurable random variable ξ we have EP[ξ|Fτ ](ω) = EPτω

[
ξ
]
,

for P− a.e. ω ∈ Ω.

(iv) For every ω ∈ Ω, Pτω(Ωω
τ ) = 1, where Ωω

τ :=
{
ω ∈ Ω : ω(s) = ω(s), 0 ≤ s ≤ τ(ω)

}
.

Furthermore, given some P and a family (Qω)ω∈Ω such that ω 7−→ Qω is Fτ−measurable and
Qω(Ωω

τ ) = 1 for all ω ∈ Ω, one can then define a concatenated probability measure P⊗τ Q· by

P⊗τ Q·
[
A
]

:=

∫
Ω
Qω

[
A
]
P(dω), ∀A ∈ FT .

2.2.4 Hypotheses

Let L be the set of all Lévy measures on B(E) i.e. the set of non-negative measures, ν, on
(E,B(E)) such that ∫

E
1 ∧ |x|2 ν(dx) < +∞.

Following [13], Lemma 2.3, we can build a metric on it such that it is separable.
Let N be the set of F-predictable random measures ν on B(E) satisfying∫ T

0

∫
E

(1 ∧ |x|2)νs(ω, dx)ds < +∞, for all ω ∈ Ω (2.2)

Let us define the following spaces for p ≥ 1

L̂p := {ψ, B(E)-measurable, s.t. ψ ∈ Lp(ν), for every ν ∈ L} .

We shall consider a random variable ξ : Ω −→ R and a generator function

f : (t, ω, y, z, u, a, b, ν) ∈ [0, T ]× Ω× R× Rd × L̂2 × S≥0
d × Rd × L −→ R.

Define for simplicity

f̂Ps (y, z, u) := f(s,X·∧s, y, z, u, âs, b
P
s , ν

P
s ) and f̂P,0s := f(s,X·∧s, 0, 0, 0, âs, b

P
s , ν

P
s ). (2.3)

Moreover, we are given a family (P(t, ω))(t,ω)∈[0,T ]×Ω of sets of probability measures on (Ω,FT ),
where P(t, ω) ⊂ PWt for all (t, ω) ∈ [0, T ] × Ω. Denote also Pt := ∪ω∈ΩP(t, ω). We make the
following assumption on ξ, f and the family (P(t, ω))(t,ω)∈[0,T ]×Ω.
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Assumption 2.1. (i) The random variable ξ is FT−measurable, the generator function f is
jointly Borel measurable and such that for every (t, ω, y, y′, z, z′, u, u′a, b, ν) ∈ [0, T ] × Ω × R ×
R× Rd × Rd × L̂2 × S≥0

d × Rd × L,∣∣f(t, ω, y, z, u, a, b, ν)− f(t, ω, y′, z′, u, a, b, ν)
∣∣ ≤ C (∣∣y − y′∣∣+

∣∣∣a1/2(z − z′)
∣∣∣) ,

and for every fixed (y, z, u, a, b, ν), the map (t, ω) 7−→ f(t, ω, y, z, u, a, b, nu) is F−progressively
measurable.

(ii) For all (t, ω, y, z, u1, u2, a, b, ν), there exist two processes γ and γ′ such that∫
E
δ1,2u(x)γ′t(x)ν(dx) ≤ ft(ω, y, z, u1, a, b, ν)− ft(ω, y, z, u2, a, b, ν) ≤

∫
E
δ1,2u(x)γt(x)ν(dx),

where δ1,2u := u1 − u2 and c1(1 ∧ |x|) ≤ γt(x) ≤ c2(1 ∧ |x|) with −1 + δ ≤ c1 ≤ 0, c2 ≥ 0, and
c′1(1 ∧ |x|) ≤ γ′t(x) ≤ c′2(1 ∧ |x|) with −1 + δ ≤ c′1 ≤ 0, c′2 ≥ 0, for some δ > 0.

(iii) For the fixed constant p > 1, one has for every (t, ω) ∈ [0, T ]× Ω,

sup
P∈P(t,ω)

EP
[
|ξ|p +

∫ T

t

∣∣f(s,X·∧s, 0, 0, 0, âs, b
P
s , ν

P
s )
∣∣pds] < +∞. (2.4)

(iv) For every (t, ω) ∈ [0, T ] × Ω, one has P(t, ω) = P(t, ω·∧t) and P(Ωω
t ) = 1 whenever

P ∈ P(t, ω). The graph [[P]] of P, defined by [[P]] := {(t, ω,P) : P ∈ P(t, ω)}, is upper
semi-analytic in [0, T ]× Ω×M1.

(v) P is stable under conditioning, i.e. for every (t, ω) ∈ [0, T ] × Ω and every P ∈ P(t, ω)

together with an F−stopping time τ taking values in [t, T ], there is a family of r.c.p.d. (Pw)w∈Ω

such that Pw ∈ P(τ(w),w), for P− a.e. w ∈ Ω.

(vi) P is stable under concatenation, i.e. for every (t, ω) ∈ [0, T ]× Ω and P ∈ P(t, ω) together
with a F−stopping time τ taking values in [t, T ], let (Qw)w∈Ω be a family of probability measures
such that Qw ∈ P(τ(w),w) for all w ∈ Ω and w 7−→ Qw is Fτ−measurable, then the concatenated
probability measure P⊗τ Q· ∈ P(t, ω).

We notice that for t = 0, we have P0 := P(0, ω) for any ω ∈ Ω.

Remark 2.1. Let us comment on the above assumptions.

1. The first assumption except the jointly Borel measurability are quite standard in the clas-
sical RBSDE literature. The second one is classic assumptions to derive time consistence
property for a family of nonlinear operators(see [5], [17]). The last two assumptions are
related to regular conditional probability and cumulate to the second assumption, this al-
low us to establish the measurability of a value function of the stochastic control problem
over a family of probability measures. The jointly measurable assumption is introduced in
[14] in a measurability with respect to a probability measure. Unlike in [10, 9] , we do
not need regularity conditions under the terminal value, the generator and the obstacle.
These conditions were necessary in [9] to establish the existence of the solution through
the dynamic programming principle. In this work, we use measurable selection theorem to
provide the measurability of the value function.
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2.3 Spaces and norms

We now give the spaces and norms which will be needed in the rest of the paper. Fix some
t ∈ [0, T ] and some ω ∈ Ω. In what follows, X := (Xs)t≤s≤T will denote an arbitrary filtration on
(Ω,FT ), and P an arbitrary element in P(t, ω). Denote also by XP the P−augmented filtration
associated to X.

For p ≥ 1, Lpt,ω(X) (resp. Lpt,ω(X,P)) denotes the space of all XT−measurable scalar random
variable ξ with

‖ξ‖pLpt,ω := sup
P∈P(t,ω)

EP [|ξ|p] < +∞,
(
resp. ‖ξ‖pLpt,ω(P)

:= EP [|ξ|p] < +∞
)
.

Hp
t,ω(X) (resp. Hp

t,ω(X,P)) denotes the space of all X−predictable Rd−valued processes Z, which
are defined âsds− a.e. on [t, T ], with

‖Z‖pHpt,ω := sup
P∈P(t,ω)

EP

[(∫ T

t

∥∥∥â1/2
s Zs

∥∥∥2
ds

) p
2

]
< +∞,(

resp. ‖Z‖pHpt,ω(P)
:= EP

[(∫ T

t

∥∥∥â1/2
s Zs

∥∥∥2
ds

) p
2

]
< +∞

)
.

Jpt,ω(X) (resp. Jpt,ω(X,P)) denotes the space of all X-predictable functions U with

‖U‖pJpt,ω := sup
P∈P(t,ω)

EP

[(∫ T

t

∫
E
|Us(x)|2 νPs (dx)ds

) p
2

]
< +∞.

(
resp. ‖U‖pJpt,ω(P)

:= EP

[(∫ T

t

∫
E
|Us(x)|2 νPs (dx)ds

) p
2

]
< +∞.

)
Mp
t,ω(X,P) denotes the space of all (X,P)−optional martingales M with P − a.s. càdlàg paths

on [t, T ], with Mt = 0, P− a.s., and

‖M‖pMp
t,ω(P)

:= EP
[
[M ]

p
2
T

]
< +∞.

Furthermore, we will say that a family (MP)P∈P(t,ω) belongs to Mp
t,ω((XP)P∈P(t,ω)) if, for any

P ∈ P(t, ω), MP ∈Mp
t,ω(XP,P) and

sup
P∈P(t,ω)

∥∥∥MP
∥∥∥
Mp
t,ω(P)

< +∞.

Ipt,ω(X,P) (resp. Io,pt,ω(X,P)) denotes the space of all X−predictable (resp. X−optional) processes
K with P− a.s. càdlàg and non-decreasing paths on [t, T ], with Kt = 0, P− a.s., and

‖K‖pIpt,ω(P)
:= EP [Kp

T

]
< +∞ (resp. ‖K‖pIo,pt,ω(P)

:= EP [Kp
T

]
< +∞).

We will say that a family (KP)P∈P(t,ω) belongs to Ipt,ω((XP)P∈P(t,ω)) (resp. I
o,p
t,ω((XP)P∈P(t,ω))) if,

for any P ∈ P(t, ω), KP ∈ Ipt,ω(XP,P) (resp. KP ∈ Io,pt,ω(XP,P)) and

sup
P∈P(t,ω)

∥∥∥KP
∥∥∥
Ipt,ω(P)

< +∞

(
resp. sup

P∈P(t,ω)

∥∥∥KP
∥∥∥
Io,pt,ω(P)

< +∞

)
.
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Dpt,ω(X) (resp. Dpt,ω(X,P)) denotes the space of all X−progressively measurable R−valued pro-
cesses Y with P(t, ω)− q.s. (resp. P− a.s.) càdlàg paths on [t, T ], with

‖Y ‖pDpt,ω := sup
P∈P(t,ω)

EP

[
sup
t≤s≤T

|Ys|p
]
< +∞,

(
resp. ‖Y ‖pDpt,ω(P)

:= EP

[
sup
t≤s≤T

|Ys|p
]
< +∞

)
.

For each ξ ∈ L1
t,ω(X) and s ∈ [t, T ] denote

EP,t,ω,X
s [ξ] := ess supP

P′∈Pt,ω(s,P,X)

EP′ [ξ|Xs] where Pt,ω(s,P,X) :=
{
P
′ ∈ P(t, ω), P

′
= P on Xs

}
.

Then we define for each p ≥ κ ≥ 1,

Lp,κt,ω (X) :=
{
ξ ∈ Lpt,ω(X), ‖ξ‖Lp,κt,ω < +∞

}
,

where

‖ξ‖pLp,κt,ω := sup
P∈P(t,ω)

EP

[
ess sup
t≤s≤T

P
(
EP,t,ω,F+

s [|ξ|κ]
) p
κ

]
.

Similarly, given a probability measure P and a filtration X on the enlarged canonical space Ω, we
denote the corresponding spaces by Dpt,ω(X,P), Hp

t,ω(X,P), Mp
t,ω(X,P), ... Furthermore, when

t = 0, there is no longer any dependence on ω, since ω0 = 0, so that we simplify the notations
by suppressing the ω−dependence and write Hp

0(X), Hp
0(X,P),... Similar notations are used on

the enlarged canonical space.

2.4 Formulation of second order BSDEs with jumps

The following formulation is an extension of the one introduced by Possamai, Tan and Zhou [17]
in the jumps case. Unlike in [19], we work with the filtration FP0

+ . Since every P ∈ P0 doesn’t
a priori satisfy the martingale representation property, then for every P ∈ P0, we consider a
2RBSDE driven by the P-martingale part Xc,P of X. Following the definition of BSDEs in
general filtration studied in [3] and the wellposedness of 2BSDE of [17], we formulate BSDE
with respect to filtration FP0

+ . We consider the following 2BSDEJ :

Yt = ξ +

∫ T

t
f̂Ps (Ys, â

1/2
s Zs, U

P
s )ds−

∫ T

t
Zs · dXc,P

s −
∫ T

s

∫
E
UP
r (e)µ̃P(de, dr)−

∫ T

t
dMP

t +KP
T −KP

t ,

(2.5)

0 ≤ t ≤ T, P-a.s., ∀P ∈ P0,

(2.6)

where for every P ∈ P0, M
P is a P-martingale null at 0 orthogonal to Xc,P and KP is a non

decreasing process null at 0.

For any P ∈ P0, F-stopping time τ and Fτ -measurable random ξ ∈ Lp0(F), let (yP, zP, uP,mP) :=

(yP(τ, ξ), zP(τ, ξ), uP(τ, ξ),mP(τ, ξ) denote the solution to the following standard BSDEJ:

yPt = ξ+

∫ τ

t
f̂Ps (yPs , â

1/2
s zPs , u

P
s )ds−

∫ τ

t
zPs ·dXc,P

s −
∫ T

s

∫
E
uPr (e)µ̃P(de, dr)−

∫ τ

t
dmP

s , 0 ≤ t ≤ τ, P-a.s.

(2.7)
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where mP is a martingale orthogonal to X under P. Kruse and Popier in [11] (see also [12]) have
proved existence and uniqueness of a solution to the BSDEJs (2.7) with (yPt , z

P
t , u

P
t ,m

P
t )t∈[0,T ]

belongs to Dp0(FP
+,P)×Hp

0(FP
+,P)×Jp0(FP

+,P)×Mp
0(FP

+,P) satisfying equation (2.7) under each P.
This equation gives the classical formulation to a BSDEJ on Ω in a general filtration. Following
[10], we give the definition of a 2BSDEJ for fixed p > 1 as following:

Definition 2.1. We say that (Y,Z, U) ∈ Dp0(FP0
+ ) × Hp

0(FP0
+ ) × Jp0(FP0

+ ) is a solution to the
2BSDEJ (2.5) if :

(i) YT = ξ, t ∈ [0, T ],P0-q.s.;

(ii) ∀P ∈ P0, the process KP defined below has non-decreasing paths P-a.s., ∀t ∈ [0, T ],

KP
t := Y0 − Yt −

∫ t

0
f̂Ps (Ys, â

1/2
s Zs, Us)ds+

∫ T

s
Zs · dXc,P

s +

∫ T

s

∫
E
UP
r (e)µ̃P(de, dr) +

∫ T

s
dMP

s .

(2.8)

(iii) We have the following minimality condition:

KP
t = ess infP

P′∈P0(t,P,F+)
EP′
[
KP′
T

∣∣FP
t+

]
, 0 ≤ t ≤ T, P-a.s., ∀P ∈ P0. (2.9)

Remark 2.2. 1. Rigorously, the solution is (Y,Z, U, (MP)P∈P0 , (K
P)P∈P0) ∈ Dp0(FP0

+ )×Hp
0(FP0

+ )×
Jp0(FP0

+ )×Mp
0((FP

+)P∈P0)×Ip0((FP
+)P∈P0) and through misuse of language, we denote (Y,Z, U),

given the dependence in P of KP and MP.

2. Using the above definition, then for any P ∈ P0, K
P −MP is a semimartingale defined by

KP
t −MP

t := Y0−Yt−
∫ t

0
f̂Ps (Ys, â

1/2
s Zs, Us)ds+

∫ t

0
Zs·dXc,P

s +

∫ T

s

∫
E
UP
r (e)µ̃P(de, dr), t ∈ [0, T ],

Using results of Nutz [15], under additional assumptions (related to axiomatic set theory)
the family of semimartingales (KP −MP)P can not be aggregated into a universal semi-
martingale K −M because the coefficient f̂P defined in (2.3) depend of the compensator
measure νP.

Following [17] in addition to Assumption 2.1, we will always assume the following in order to
prove uniqueness of the solution to the 2BSDEJ (2.5).

Assumption 2.2. For fixed p > 1, there is some κ ∈ (1, p] such that the following integrability
conditions are satisfies:

φp,κf := sup
P∈P0

EP

[
ess supP

0≤t≤T

(
EP

[∫ T

0
|f̂P,0s |κds

∣∣FP
t+

]) p
κ
]
< +∞. (2.10)

(2.11)

One can consider the case κ = p = 2.
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Remark 2.3. If âs is non-degenerate P-a.s., for all s ∈ [0, T ], the we can construct a brownian
motion W P on Ω by

W P
t :=

∫ t

0
â−1/2
s dXc,P

s , t ∈ [0, T ], P-a.s. (2.12)

Otherwise we define the enlarged canonical space Ω := Ω × Ω′, where Ω′ is identical to Ω and
set (X,B) its canonical process, i.e. Xt(ω) := ωt, Bt(ω) := ω′t for all ω̄ := (ω, ω′) ∈ Ω. The
extension from Ω to Ω of a random variable or a process λ is defined by

λ(ω) := λ(ω), ∀ω = (ω, ω′) ∈ Ω.

In particular â can be extended on Ω. For P ∈ PWt , a probability measure on the enlarged space
Ω is denote by P with P := P ⊗ P0. We also consider like in [?], the canonical filtration F

generated by (X,B), the filtration FX generated by X, the right-continuous filtrations FX+ and

F+, and the augmented filtration FX,P+ and FP
+ given a probability measure P on Ω.

From the above it follows that X in (Ω,FT ,P,F) is a semimartingale measure with the same
triplet of characteristics as X in (Ω,FT ,P,F), B is a F-Brownian motion and X is independent
of B. Then for every P ∈ PWt , there is some Rd-valued F-Brownian motion W P such that(see
Theorem 4.5.2 of Stroock and Varadhan [21])

Xs =

∫ s

t
bPrdr +

∫ s

t
â

1
2
r dW

P
+ +XP,d

s , s ∈ [t, T ], P-a.s. (2.13)

where the defintion of bP and â are extended on Ω.

Remark 2.4. The decomposition (2.13) of the canonical process X with a Brownian motion
W P is on the enlarged space Ω. The interest of this decomposition lies in the fact that in calcu-
lations, we can apply some known results related to Brownian Motion like Girsanov Theorem,
linearization arguments and others. To have the same decomposition on Ω, â needs to be non-
degenerate. Since we cannot ensure that this condition will be satisfy, we will extend some
equivalence introduced in [17] in our work.

Throughout the rest of the paper for the sake of simplicity, we consider the case where â is
non-degenerate and then there exists the Brownian motion W P on Ω under P satisfying (2.12).
Therefore the BSDEJs (yP, zP, uP,mP, kP) associated to the 2BSDEJ (2.5) will be considered
on (Ω,FT ,P) w.r.t. the filtration FP

+:

yPt = ξ +

∫ T

t
f̂Ps (yPs , â

1/2
s zPs , u

P
s )ds−

∫ T

t
zPs · â1/2

s dW P
s −

∫ T

s

∫
E
uPr (e)µ̃P(de, dr)−

∫ T

t
dmP

s , P-a.s.

(2.14)

The case where â is degenerate can be easily adapted by working in the enlarged space with
equivalence of BSDEJs. We refer the reader to Lemma 2.1 (p. 563) of [17] for the equivalence
between BSDEs on the enlarged space. For the BSDEJs case, the equivalence is established
based on the same principle.
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2.4.1 Representation and uniqueness of the solution

We have similarly as in [17] and [10], the following representation result:

Theorem 2.1. Let Assumptions 2.1 and 2.2 hold. Let ξ ∈ Lp,κ0 and (Y, Z) be a solution to
the 2BSDEJ (2.5). For any P ∈ P0, let (yPs , z

P
s ,m

P
s , u

P
s , k

P
s )s∈[t,T ] ∈ Dp0(FP

+,P) × Hp
0(FP

+,P) ×
Mp

0(FP
+,P)×Ip0(FP

+,P) be the solutions to the corresponding BSDEJs (2.7). Then for any P ∈ P0

and 0 ≤ t1 ≤ t2 ≤ T ,
Yt1 = ess supP

P′∈P0(t1,P,F+)
yP
′
t1 (t2, Yt2), P-a.s. (2.15)

Thus, the 2BSDEJ (2.5) has at most one solution in Dp0(FP
+)×Hp

0(FP
+) .

Proof. The proof is similar as for Theorem 4.1 in [10] (p. 2890-2893), so you omit it.

2.4.2 A priori estimates

Proposition 2.1. Let Assumptions 2.1 and 2.2 hold. Assume ξ ∈ Lp,κ0 and (Y, Z) is the solution
to the 2BSDEJ(2.5). Let

{
(yP, zP,mP, kP)

}
P∈P0

be the solutions of the corresponding BSDEJs
(2.14). Then there exists a constant C depending only on κ, T, p and the Lipschitz constant Lf
of f such that

sup
P∈P0

‖yP‖pDp0(P)
+ sup

P∈P0

{
‖zP‖pHp0(P)

+ EP
[
[mP]

p
2
T

]
+ EP

[
(kPT )p

]}
≤ C

(
‖ξ‖p

L
p,κ
0

+ φp,κf

)

and

‖Y ‖pDp0 + ‖Z‖pHp0 + ‖U‖pJp0 + sup
P∈P0

EP
[
[MP]

p
2
T

]
+ sup

P∈P0

EP
[
(KP

T )p
]
≤ C

(
‖ξ‖pLp,κ0

+ φp,κf

)
.

Proof. A priori estimates for solution of BSDEJs (2.14) are given in [11] (see also [12]) and a
priori estimates for solution of 2BSDEJs are similar as in [10, 9] (see also [12]).

We have also the following stability result:

Theorem 2.2. Let Assumption 2.1 holds, and consider two generators f1 , f2 such that As-
sumption 2.2 holds. For i = 1, 2, let ((Y i, Zi, U i) be a solution to the 2BSDEJ (2.5) with the
generator f i, the terminal condition ξi. Define

φp,κ
f1,f2

:= sup
P∈P0

EP
[
ess supP

0≤t≤T
EP
[( ∫ T

0
|f̂1,P
s − f̂2,P

s |κ(y1,P
s , â1/2

s z1,P
s )ds

) p
κ
∣∣FP

t+

]]
< +∞,

ϕp,κ
f1,f2

:= sup
P∈P0

EP
[( ∫ T

0
|f̂1,P
s − f̂2,P

s |(Y 1
s , â

1/2
s Z1

s )
)p]

+∞,
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Then, there exists a constant C depending only on κ, T and the Lipschitz constant of f1 and f2

such that∥∥Y 1 − Y 2
∥∥p
Dp0
≤ C

(∥∥ξ1 − ξ2
∥∥p
Lp,κ0

+ ϕp,κ
f1,f2

)
,∥∥Z1 − Z2

∥∥p
Hp0

+
∥∥U1 − U2

∥∥p
Jp0

+ sup
P∈P0

EP
[[
M1,P −M2,P] p2

T

]
+ sup

P∈P0

EP
[
(K1,P

T −K2,P
T )p

]
≤ C

(∥∥ξ1 − ξ2
∥∥p
Lp,κ0

+ φp,κ
f1,f2

)
+ C

(∥∥ξ1 − ξ2
∥∥p/2
Lp,κ0

+
(
φp,κ
f1,f2

)p/2)× (∥∥ξ1
∥∥p
Lp,κ0

+
∥∥ξ2
∥∥p
Lp,κ0

+ φp,κ
f1

+ φp,κ
f2

)1/2
.

2.5 Existence of the solution

The key idea to prove existence of a solution is the dynamic programming principle and the
selection measurable theorem. The value function is defined pathwise as a supremum of the
conditional expectation of Picard iteration of solution to BSDEJs over a set of probability
measures. After proved the DPP for the value function, the solution is obtained from this one.
Following the representation formula of 2BSDEJs (2.15), a natural candidate to the solution of
2BSDEJs could be: For every (t, ω) ∈ [0, T ]× Ω,

Vt(ω) := sup
P∈P(t,ω)

EP[yPt ],

where yP is the first component of the solution of BSDEJ (2.14). The proof of existence of a
solution of 2BSDEJ (2.5) will be divided in four steps:

Step one. In order to establish the dynamic programming principle for the above value func-
tion V , we need a jointly measurable (with respect to time, space and probability P) version of
yP solution of BSDEJs. We recall that for every P ∈ P0, these BSDEJs already have a unique
solution then our goal is to construct a jointly measurable version of the solutions. Thereby, we
use the Picard iteration of the solution to the BSDEJs and prove the converge of the iterations.

Step two. After the converge of approximations, the resulting solutions yPt can be interpreted
as a function of t, ω and P. We now show that yP is jointly measurable: that means (t, ω,P) 7→ yPt
is a measurable function.

Step three. This step is dedicated to establish the following dynamic programming principle
for the value function.

Vt(ω) = sup
P∈P(t,ω)

EP[yPt (τ, Vτ )
]

where τ is a stopping time taking value in [t, T ]

Step four. This last step consists of path modification of the value function in order to obtain
a càdlàg process and deduce the solutions by the Doob decomposition.
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2.5.1 An iterative construction of the solution to BSDEJ (2.14)

Let us first recall the classical construction of the yP part of the solution to the BSDEJ (2.14)
under some probability P ∈ P(t, ω) using Picard’s iteration. Let us first define for any m ≥ 0

ξm := (ξ ∨m) ∧ (−m), fm(t, ω, y, z, a, b, ν) := (f(t, ω, y, z, a, b, ν) ∨m) ∧ (−m).

First, let YP,0,m
s ≡ 0, ZP,0,m

s ≡ 0 and UP,0,m
s ≡ 0, for all s ∈ [t, T ]. We define by induction the

following BSDEJ:

YP,n+1,m
s = ξm −

∫ T

s
f̂mr (YP,n,m

r , â1/2
r ZP,n,m

r ,UP,n,m
r )dr −

∫ T

s
ZP,n+1,m
r · dXc,P

r

−
∫ T

s

∫
E
UP,n+1,m
r (x)µ̃Pr (dx, dr)−

∫ T

s
dMP,n+1,m

r .

(i) First, let YP,0,m
s ≡ 0, ZP,0,m

s ≡ 0 and UP,0,m
s ≡ 0, for all s ∈ [t, T ].

(ii) Given a family of F+−progressively measurable processes
(
YP,n,m
s ,ZP,n,m

s ,UP,n,m
s

)
s∈[t,T ]

,

we define

YP,n+1,m
s := EP

[
ξ −

∫ T

s
f̂mr (YP,n,m

r , â1/2
r ZP,n,m

r ,UP,n,m
r )dr

∣∣∣∣Fs] , P− a.s. (2.16)

(iii) Let YP,n+1,m be a right-continuous modification of YP,n+1,m defined by

YP,n+1,m
s := lim sup

Q3r↓s
YP,n+1,m
r , P− a.s. (2.17)

(iv) Notice that YP,n+1,m is a semi-martingale under P. Let 〈YP,n+1,m, X〉P be the predictable
quadratic covariation of the process YP,n+1,m and X under P. Define

â1/2
s ZP,n+1,m

s := lim sup
Q3ε↓0

〈YP,n+1,m, X〉Ps − 〈YP,n+1,m, X〉Ps−ε
ε

. (2.18)

(v) The jump of YP,n+1,m is given by

∆[YP,n+1,m, X]s = UP,n+1,m
s (∆Xs)∆Xs,

(v) Notice that the sequence (YP,n,m)n≥0 is a Cauchy sequence for the norm

‖(Y, Z, U)‖2α := EP
[∫ T

0
eαs |Ys|2 ds

]
+EP

[∫ T

0
eαs
∥∥∥â1/2

s Zs

∥∥∥2
ds

]
+EP

[∫ T

t

∫
E
eαs |Us(x)|2 νPs (dx)ds

]
,

for α large enough, see for instance [11] (see also [12]). Indeed, this is a consequence of
the classical estimates for BSDEJs recaled in Proposition . Then by taking some suitable
sub-sequence (nP,mk )k≥1, we can define

YP,m
s := lim sup

k→∞
YP,nP,m

k ,m
s .
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(vi) Finally, we can again use the estimates given in Proposition 2.5.1 (see also [11, 12]) to
show that the sequence (YP,m)m≥0 is a Cauchy sequence in Dp0(FP

+,P), so that by taking
once more a suitable subsequence (mP

k)k≥1, we can define the solution to the BSDE as

YP
s := lim sup

k→∞
YP,mP

k
s . (2.19)

2.5.2 Construction of measurable version of solution

Here we show that the iteration in Section 2.5.1 can be taken in a measurable way w.r.t. the
reference probability measure P, which allows us to use the measurable selection theorem to
derive the dynamic programming principle.

Lemma 2.1. Let P be a measurable set in M1, (P, ω, t) 7−→ HP
t (ω) be a measurable function

such that for all P ∈ P, HP is right-continuous, F+−adapted and a (P,FP
+)−semi-martingale.

Then there is a measurable function (P, ω, t) 7−→ 〈H〉Pt (ω) such that for all P ∈ P, 〈H〉P is
right-continuous, F+−adapted and FP

+−predictable, and

〈H〉P· is the predictable quadratic variation of the semi-martingale HP under P.

Proof. (i) For every n ≥ 1, we define the following sequence of random timesτ
P,n
0 (ω) := 0, ω ∈ Ω,

τP,ni+1(ω) := inf
{
t ≥ τni (ω),

∣∣∣HP
t (ω)−HP

τni
(ω)
∣∣∣ ≥ 2−n

}
∧ 1, ω ∈ Ω, i ≥ 1.

(2.20)

We notice that the τP,ni are all F+−stopping times since the HP are right-continuous and
F+−adapted. We then define

[HP]·(ω) := lim sup
n→+∞

∑
i≥0

(
HP
τP,ni+1∧·

(ω)−HP
τP,ni ∧·(ω)

)2

. (2.21)

It is clear that (P, ω, t) 7−→ [HP]t(ω) is a measurable function, and for all P ∈ P, [HP] is
non-decreasing, F+−adapted and FP

+−optional. Then, it follows by Karandikar [?] that [HP]

coincides with the quadratic variation of the semi-martingale HP under P. Moreover, by taking
its right limit over rational time instants, we can choose [HP] to be right continuous.

(ii) Finally, using Proposition 5.1 of Neufeld and Nutz [13], we can then construct a process
〈H〉Pt (ω) satisfying the required conditions.

Notice that the construction above can also be carried out for the predictable quadratic covari-
ation 〈HP,1, HP,2〉P, by defining it through the polarization identity

〈HP,1, HP,2〉P :=
1

4

(
〈HP,1 +HP,2〉P − 〈HP,1 −HP,2〉P

)
, (2.22)

for all measurable functions HP,1
t (ω) and HP,2

t (ω) satisfying the conditions in Lemma 2.1.

We now show that the iteration in Section 2.5.1 can be taken in a measurable way w.r.t. P,
which provides a key step for the proof of the DPP result.
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Lemma 2.2. Letm > 0 be a fixed constant, (s, ω,P) 7−→ (YP,n,m
s (ω),ZP,n,m

s (ω)) be a measurable
map such that for every P ∈ Pt, YP,n,m is right-continuous, F+−adapted and FP

+−optional,
ZP,n,m is F+−adapted and FP

+−predictable. Then we can choose a measurable map (s, ω,P) 7−→(
YP,n,m
s (ω),ZP,n,m

s (ω)
)
such that for every P ∈ Pt, YP,n+1,m is right-continuous, F+−adapted

and FP
+−optional, ZP,n+1,m is F+−adapted and FP

+−predictable.

Proof. (i) First, using Lemma 3.1 of Neufeld and Nutz [13], there is a version of (YP,n+1,m
)

defined by (2.16), such that (P, ω) 7−→ YP,n+1,m
s is B⊗Fs−measurable for every s ∈ [t, T ].

(ii) Next, we notice that the measurability is not lost by taking the limit along a countable
sequence. Then with the above version of (YP,n+1,m

), it is clear that the family (YP,n+1,m
s (ω))

defined by (2.17) is measurable in (s, ω,P), and for all P ∈ Pt, YP,n+1,m is F+−adapted and
FP

+−optional.

(iii) Then using Lemma 2.1 as well as the definition of the quadratic covariation in (2.22), it
follows that there is a measurable function

(s, ω,P) 7−→ 〈YP,n+1,m, X〉Ps (ω),

such that for every P ∈ Pt, 〈YP,n+1,m, X〉P is right-continuous, F+−adapted and coincides with
the predictable quadratic covariation of YP,n+1,m and X under P.

(iv) Finally, with the above version of
(
〈YP,n+1,m, X〉P

)
, it is clear that the family (ZP,n+1,m

s (ω))

defined by (2.18) is measurable in (s, ω,P) and for every P ∈ Pt, ZP,n+1,m is F+−adapted and
FP

+−predictable.

Lemma 2.3. Letm > 0 be a fixed constant, (s, ω,P) 7−→ (YP,n,m
s (ω),ZP,n,m

s (ω),UP,n,m
s ,MP,n,m

s )

be a measurable map such that for every P ∈ Pt, YP,n,m is right-continuous, F+−adapted
and FP

+−optional, ZP,n,m is F+−adapted and FP
+−predictable, UP,n,m is F+−adapted and FP

+−
predictable, and MP,n,m is right-continuous, F+−adapted and FP

+− optional. Then we can
choose a measurable map (s, ω,P) 7−→

(
UP,n+1,m
s (ω),MP,n+1,m

s (ω)
)
such that for every P ∈ Pt,

UP,n+1,m is F+−adapted and FP
+−predictable, MP,n+1,m is right-continuous, F+−adapted and

FP
+−optional,

Proof. For all P, we introduce the non-negative measure on ([0, T ]× Ω× E,B([0, T ])⊗FT ⊗ B(E))

ΘP(U) = EP
[∫ T

0

∫
E
U(s, x)µPX(ds, dx)

]
.

We denote by H the tensor product of the predictable σ-field on [0, T ]×Ω and of B(E). Then,
following [6] (Theorem III.4.20), we know that UP,n+1,m is expressed in term of “generalized"
conditional expectation by the following formula (see [6], Section III.3c, p.170):

UP,n+1,m = ΘP[∆YP,n+1,m|H],

indeed with notations of [6], Section III.4b, we have∫ t

0

∫
E

∆YP,n+1,m(s, x)νPs (dx)ds = 0.
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Since any element of H is separable (i.e. generated by a countable family of sets) we can adapt
the proof of Lemma 3.1 in [13] and we get that there exist a version of UP,n+1,m, which we still
denote by UP,n+1,m, such that (P, ω) 7→ UP,n+1,m(ω, ·, ·) is measurable and such that for all P,
UP,n+1,m is H measurable, which is exactly the desired property.
Then for any t ∈ [0, T ] ∩Q, we have:

MP,n+1,m
t = YP,n+1,m

t − YP,n+1,m
0 −

∫ t

0
f(r,X·∧r,YP,n,m

r , â1/2
r ZP,n,m

r ,UP,n,m
r , âr, b

P
r , ν

P
r )dr

−
∫ t

0
ZP,n+1,m
r · dXc,P

r −
∫ t

0

∫
E
UP,n+1,m
r (x)µ̃Pr (dx, dr)

Now, we just have to put for any t ∈ [0, T ]

M̄P,n+1,m
t = lim sup

s>t,s∈Q
MP,n+1,m

s

to get a right continuous modification ofMP,n+1,m
t .

Lemma 2.4. There are families of subsequences (nP,mk , k ≥ 1) and (mP
i , i ≥ 1) such that the

limit YP
s (ω) = limi→∞ limk→∞ Y

P,nP,m
k ,mP

i
s exists for all s ∈ [t, T ], P−almost surely, for every

P ∈ Pt, and (s, ω,P) 7−→ YP
s (ω) is a measurable function. Moreover, YP provides a solution to

the BSDEJ (2.14) for every P ∈ Pt.

Proof. By integrability conditions in (2.4), (YP,n,m,ZP,n,m,UP,n,m)n≥1 provides a Picard iter-
ation under the (P, β)-norm, for β > 0 large enough (see [11, 12]), defined by

||ϕ||2P,β := EP

[
sup
t≤s≤T

eβs|ϕs|2
]
.

Hence, YP,n,m converges (under the (P, β)-norm) to some process YP,m as n −→ ∞, which
solves the BSDEJ (2.14) with the truncated terminal condition ξm and truncated generator fm.
Moreover, by Theorem 2.2 (YP,m)m≥1 is a Cauchy sequence in Dpt,ω(FP

+,P). Then using Lemma
3.2 of [13], we can find two families of subsequences (nP,mk , k ≥ 1,P ∈ Pt) and (mP

i , i ≥ 1,P ∈ Pt)
satisfying the required properties.

2.5.3 Dynamic programming principle

The dynamic programming principle here is principally based on universally selection measur-
able theorem. The following result extends Theorem 2.1 of [17] in the case of BSDEJs.

Theorem 2.3. Suppose that Assumption 2.1 holds true. Then for all (t, ω) ∈ [0, T ] × Ω, one
has Vt(ω) = Vt(ω·∧t), and (t, ω) → Vt(ω) is B([0, T ]) ⊗ FT -universally measurable. Moreover,
for all (t, ω) ∈ [0, T ]× Ω and F-stopping time τ taking values in [t, T ], we have

Vt(ω) = sup
P∈P(t,ω)

EP[yPt (τ, Vτ )
]
,
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where yPt (τ, Vτ ) is obtained from the solution to the following BSDEJ with terminal time τ and
terminal condition Vτ ,

yPt = Vτ +

∫ τ

t
f̂Ps (yPs , â

1/2
s zPs , u

P
s )ds−

∫ τ

t
zPs · â1/2

s dW P
s −

∫ T

s

∫
E
uPr (e)µ̃P(de, dr)−

∫ τ

t
dmP

s , P-a.s.

(2.23)

The first step of the proof is to establih the dynamic programming principle of our BSDEJ
associated to the 2BSDEJ.

Lemma 2.5. Let t ∈ [0, T ],P ∈ P0, τ be an F-stopping time taking values in [t, T ] and
(yP, zP,mP, kP) be a solution to the BSDEJ (2.14) under P. Then one has

yPt (T, ξ) = yPt (τ, yPτ ) = yPt (τ,EP[yPτ |FP
τ ]), P-a.s.

Proof.
First, we consider a solution (yP, zP, uP,mP) to the BSDEJ (2.14) associated to (ξ, f) under P
w.r.t. the filtration FP

+ = (FP
s+)0≤s≤T , then

yPt = yPτ +

∫ τ

t
f̂Ps (yPs , â

1/2
s zPs , u

P
s )ds−

∫ τ

t
zPs · â1/2

s dW P
s −

∫ T

s

∫
E
uPr (e)µ̃P(de, dr)−

∫ τ

t
dmP

s , P-a.s.

Taking conditional expectation w.r.t. FP
τ under P, we get P-a.s. that

yPt = EP[yPτ |FP
τ ] +

∫ τ

t
f̂Ps (yPs , â

1/2
s zPs )ds−

∫ τ

t
zPs · â1/2

s dW P
s −

∫ T

s

∫
E
uPr (e)µ̃P(de, dr)−

∫ τ

t
dm̂P

s , P-a.s.

where m̂P
τ := EP[mP

τ |FP
τ ], and m̂P

s := mP
s when s < τ . It is apparent that m̂P ∈ Mp

0(FP
+,P) and

by identification, we deduce that

m̂P
τ = mP

τ + EP[yPτ
∣∣FP

τ ]− yPτ .

and then m̂P is orthogonal to W P and µ̃P under P. Let consider a BSDEJ associated to
(EP[yPτ |FP

τ ], f) on [0, τ ], by uniqueness of this solution associated with the properties verifies by
m̂P and k̂P, it follows that

yPt (τ, yPτ ) = yPt (τ,EP[yPτ |FP
τ ]), P-a.s.

Finally, by definition of the BSDEJ (2.14) it is clear that yPt (T, ξ) = yPt (τ, yPτ ).
We now back to the proof of Theorem 2.3. The proof is exactly the same to Theorem 2.1 of
[17] since we have prove the previous Lemma.

2.5.4 Path regularization of the value function

After proving the DPP, we are interested in the right-continuity property that the first com-
ponent of the solution of the 2BSDEJ (2.5) should verify. The first step is to represent the
right-continuity modification of V as a semi-martingale under any P ∈ P0 and then give its
decomposition. We define for all (t, ω) ∈ [0, T )× Ω

V +
t := lim

r∈Q∩[0,T ],r↓t
Vt, and V +

T := VT .

17



Our first objective is to show that V + admits right-and left-limits outside a P0-polar set. Since
for all t ∈ (0, T ], V +

t is by definition FU+
t -measurable, we can deduce that V + is in fact FP0+-

optionnal.
Let J := (τn)n∈N be a countable family of F-stopping times taking values in [0, T ] such that
for any (i, j) ∈ N2, one has either τi ≤ τj , or τi ≥ τj , for every ω ∈ Ω. Let a > b and
Jn ⊂ J be a finite subset (Jn = {0 ≤ τ1 ≤ · · · τn ≤ T}). We denote by Db

a(V, Jn) the number of
downcrossings of the process (Vτk)1≤k≤n from b to a. We then define

Db
a(V, J) := sup

{
Db
a(V, Jn) : Jn ⊂ J, and Jn is a finite set

}
The following lemma follows very closely the related result proved in Lemma A.1 of [2].

Lemma 2.6. Fix some P ∈ P0. Let Assumptions 2.1 and 2.2 hold. Denote by Lf the Lipschitz
constant of the generator f . Then, for all a < b, there exists a probability measures Q, equivalent
to P, such that

EQ
[
Db
a(V, J)

]
≤ eLfT

b− a
EQ
[
eLfT (V0 ∧ b− a)− e−LfT (VT ∧ b− a)+

+ eLfT (VT ∧ b− a)− + eLfT
∫ T

0

∣∣f̂P(a, 0)
∣∣ds]

Moreover, outside a P0-polar set, we have

lim
r∈Q∩(t,T ],r↓t

Vt(ω) := lim
r∈Q∩(t,T ],r↓t

Vt(ω), and lim
r∈Q∩(t,T ],r↑t

Vt(ω) := lim
r∈Q∩(t,T ],r↑t

Vt(ω).

To prove the above result, we need to recall some property verifed by V defined at F-stopping
times. For any stopping F-stopping times τ ≥ σ, we have from Theorem 2.3 that

Vσ(ω)(ω) = sup
P∈P(σ(ω),ω)

EP
[
yPσ(ω)(τ, Vτ )

]
, (2.24)

We refer the reader to [4] for the precise details about the proof of this result.

Lemma 2.7. For any P ∈ P0, for any F-stopping times 0 ≤ σ ≤ τ ≤ T , we have

EPσ(ω)ω

[
yP

σ(ω)
ω

σ(ω) (τ, Vτ )
]

= EP
[
yPσ(τ, Vτ )

∣∣∣Fσ](ω), for P-a.e. ω ∈ Ω.

The following inequality is the consequence of the above equation.

Vσ(ω) ≥ EP
[
yPσ(ω)(τ, Vτ )

]
, for any P ∈ P(σ(ω), ω). (2.25)

These inequalities allow one to prove Lemma 2.6.
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Proof of Lemma 2.6. Without loss of generality, we suppose that a = 0. Let Jn =

{τ0, τ1, · · · , τn} with 0 = τ0 < τ1 < · · · < τn = T . For any i = 1, . . . , n, and ω ∈ Ω, let
the following BSDEJ under Pτi−1(ω)

ω on [τi−1, τi]

yi,P
τi−1(ω)
ω

t := Vτi +

∫ τi

t

(
f̂P

τi−1(ω)
ω ,0

s + λisy
i,P

τi−1(ω)
ω

s + ηis · â1/2
s zi,P

τi−1(ω)
ω

s +

∫
E
γisu

i,P
τi−1(ω)
ω

s dνP
τi−1(ω)
ω (de)

)
ds

−
∫ τi

t
zi,P

τi−1(ω)
ω

s · â1/2
s dW P

τi−1(ω)
ω

s −
∫ τi

t

∫
E
ui,P

τi−1(ω)
ω

s (e)µ̃P
τi−1(ω)
ω (de, dr)−

∫ τi

t
dmi,P

τi−1(ω)
ω

s , Pτi−1(ω)
ω -a.s.,

where λi and ηi are two bounded processes (by the the Lipschitz constant Lf of f) appearing
in the linearization of f due to the Lipschitz property of f . Define the linear BSDEJ,

ȳi,P
τi−1(ω)
ω

t := Vτi +

∫ τi

t

(
− |f̂P

τi−1(ω)
ω ,0

s |+ λisȳ
i,P

τi−1(ω)
ω

s + ηis · â1/2
s z̄i,P

τi−1(ω)
ω

s +

∫
E
γisū

i,P
τi−1(ω)
ω

s dνP
τi−1(ω)
ω (de)

)
ds

−
∫ τi

t
z̄i,P

τi−1(ω)
ω

s · â1/2
s dW P

τi−1(ω)
ω

s −
∫ τi

t

∫
E
ūi,P

τi−1(ω)
ω

s (e)µ̃P
τi−1(ω)
ω (de, dr)−

∫ τi

t
dm̄i,P

τi−1(ω)
ω

s , Pτi−1(ω)
ω -a.s.

It is easy to get

ȳi,P
τi−1(ω)
ω

τi−1
= EP

τi−1(ω)
ω
τi−1

[
Lτi

(
Vτie

∫ τi
τi−1

λisds −
∫ τi

τi−1

e
∫ s
τi−1

λirdr
∣∣∣f̂Pτi−1(ω)

ω ,0
s

∣∣∣ds)∣∣∣F̄+
τi−1

]
where

Lt := E
(∫ t

τi−1

ηis · dW P
τi−1(ω)
ω

s +

∫
E

∫ t

τi−1

γisdµ̃
Pτi−1(ω)

(de, ds)
)
, t ∈ [τi−1, τi].

By Assumption 2.1(iv), for P-almost every where ω ∈ Ω, we have Pτi−1(ω)
ω ∈ P(τi−1(ω), ω).

Therefore on one side by comparison principle for supersolution of BSDEs and on another side
by (2.24), we have

ȳi,P
τi−1(ω)
ω

τi−1
≤ yi,P

τi−1(ω)
ω

τi−1
≤ Vτi−1(ω). (2.26)

then the we can finish the proof of downcrossing inequality and the second part of le Lemma as
in the proof of Lemma 3.2 in [17] (p. 574-575). 2

Using Lemma 2.6, we obtain

V +
t := lim

r∈Q∩[0,T ],r↓t
Vt, outside a P0-polar set,

and from this we deduced that V + is right-continuous outside a P0-polar set.

2.5.5 Representation formula

We begin by extend the inequality (2.25) to V +.

Lemma 2.8. For any 0 ≤ s ≤ t ≤ T , for any P ∈ P0, we have

V +
s ≥ yPs (t, V +

t ), P-a.s.
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The proof of this Lemma is established in [17] (p. 576). The slight difference is that we need
a convergence of the solution y of BSDEJ along a sequence of stopping times which converges.
This result is easily establish using the stability result about BSDEJs.
The next result is an extension of the previous result to stopping times and the prove is the
same as in [17].

Lemma 2.9. For any F-stopping times 0 ≤ σ ≤ τ ≤ T , for any P ∈ P0, we have

V +
σ ≥ yPσ(τ, V +

τ ), P-a.s.

In particular V + is càdlàg, P0-q.s.

Similarly to Lemma 3.5. in [17], we have the following representations.

Lemma 2.10. For any F-stopping times 0 ≤ σ ≤ τ ≤ T , for any 0 ≤ t ≤ T , for any P ∈ P0,
we have

Vσ = ess supP

P′∈P0(σ,P,F)
EP′
[
yP
′
σ (τ, yP

′
τ

∣∣Fσ], P-a.s. and V +
t = ess supP

P′∈P0(t,P,F+)
yP
′
t (T, ξ), P-a.s.

where P0(σ,P,F) is defined in Section 2.3. In particular, if Assumption 2.2 holds, one has
V + ∈ Dp0(FP0+).

Proof. The proof for the representations is the same as the proof of Proposition 4.2 in [10]
and Lemme 3.5 in [17].

The next result shows that V + is actually a semi-martingale under any P ∈ P0, gives its
decomposition and deduce the existence of a solution to the 2BSDEJ (2.5).

Lemma 2.11. Let Assumptions 2.1 and 2.2 hold. For any P ∈ P0, there exists (ZP, UP
s ,M

P,KP) ∈
Hp

0(FP
+,P)×Mp

0(FP
+,P)× Ip0(FP

+,P) such that

V +
t = ξ +

∫ T

t
f̂Ps (V +

s , â
1/2ZP

s , U
P
s )ds−

∫ T

t
ZP
s · dXc,P

s −
∫
E

∫ T

t
UP
s (e)dµ̃P(de, ds)

−
∫ T

t
dMP

s +

∫ T

t
dKP

s , t ∈ [0, T ],P-a.s.

Moreover, there is FP0-predictable processes (Z,U) which aggregates the family (ZP, UP)P∈P0

and the quadruple (V +, Z, U, (MP)P∈P0 , (K
P)P∈P0) is solution to the 2BSDEJ (2.5).

Proof.
The proof will be divided into three steps. The first step will be devote to the semi-martingale
decomposition of V +, in the second one, we will justify the aggregation of the family (ZP)P∈P0

and finally we show that the quadruple is solution to the 2BSDEJ (2.5)

(i) Fix some P ∈ P0. Consider the following reflected BSDE on the enlarged space. For
0 ≤ t ≤ T,P-a.s.

y̌Pt = ξ +

∫ T

t
f̂Ps (y̌Ps , â

1/2
s žPs , ǔ

P
s )ds−

∫ T

t

∫
E
ǔPs (e)d ˇ̃µP(de, ds)−

∫ T

t
žPs · â1/2

s dW P
s −

∫ T

t
dm̌P

s +

∫ T

t
dǩPs

y̌Pt ≥ V +
t ,∫ T

0
(y̌Pt− − V

+
t−)dǩPt = 0.
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By [11], this BSDEJ is wellposended and y̌P is càdlàg. We claim that y̌P = V +, P ⊗ P0-
a.s. Indeed, we argue by contradiction, and assume without loss of generality that y̌P > V +

0 .
For each ε > 0, denote τε := inf{t : y̌Pt ≤ V +

t + ε}. Then τε is an F̌+-stopping time and
y̌Pt− ≥ V

+
t− + ε > V +

t− for all t ≤ τε. Thus ǩPt = ǩPτε , P-a.s. for 0 ≤ t ≤ τε and thus

y̌Pt = y̌Pτε +

∫ τε

t
f̂Ps (y̌Ps , â

1/2
s žPs , ǔ

P
s ))ds−

∫ τε

t
žPs · â1/2

s dW P
s −

∫ T

t

∫
E
ǔPs (e)d ˇ̃µP(de, ds)−

∫ τε

t
dm̌P

s , P⊗ P0-a.s.

Therefore,

y̌Pt − yPt (τε, V
+
τε ) = y̌Pτε − Ŷ

+
τε +

∫ τε

t
{f̂Ps (y̌Ps , â

1/2
s žPs , ǔ

P
s )− f̂Ps (yPs , â

1/2
s zPs , u

P
s )}ds

−
∫ τε

t
(žPs − zPs ) · â1/2

s dW P
s −

∫ T

t

∫
E

(ǔPs (e)− uPs (e))d ˇ̃µP(de, ds)−
∫ τε

t
d(m̌P

s −mP
s ).

where (yP, zP, uP,mP) is a solution to the BSDEJ (2.14). Using linearization argument implies
that there exists two processes λ and η such that

f̂Ps (y̌Ps , â
1/2
s žPs , ǔ

P
s ))− f̂Ps (yPs , â

1/2
s zPs , u

P
s )) = λs(y̌

P
s − yPs ) + ηs · â1/2

s (žPs − zPs ) +

∫
E
γs(ǔ

P
s (e)− uPs (e))dνP(de)

and

y̌P0 − yP0 = e
∫ τε
0 λsds(y̌Pτε − V

+
τε )−

∫ τε

0
e
∫ s
0 λsds(žPs − zPs ) · â1/2

s {dW P
s − ηsds}

−
∫ τε

0
e
∫ s
0 λsdsd(m̌P

s −mP
s )−

∫ τε

0
e
∫ s
0 λsdsdkPs .

Then, there exists a probability measure QP equivalent to P such that

y̌P0 − yP0 = EQP
[
e
∫ τε
0 λsds(y̌Pτε − V

+
τε )−

∫ τε

0
e
∫ s
0 λsdsdk̃Ps

]
≤ EQP

[
e
∫ τε
0 λsds(y̌Pτε − V

+
τε )
]

≤ CEQP
[
y̌Pτε − V

+
τε

]
≤ Cε.

where C > 0 is a constant only depending on the Lipschitz constant of f . Note that this
equivalent to y̌P0 ≤ yP0 (τε, V

+
τε ) + Cε. However by Lemma 2.8, we know that yP0 (τε, V

+
τε ) ≤ V +

0 ,
which contradicts the fact that y̌P0 > V +

0 .
For some (ZP, UP)P∈P0 ⊂ Hp

0(FP
+,P)× Jp0(FP

+,P), and (MP,KP)P∈P0 ⊂Mp
0(FP

+,P)× Ip0(FP
+,P)

V +
t = ξ +

∫ T

t
f̂Ps (V +

s , â
1/2ZP

s , U
P
s )ds−

∫ T

t
ZP
s · dXc,P

s −
∫
E

∫ T

t
UP
s (e)dµ̃P(de, ds)

−
∫ T

t
dMP

s +

∫ T

t
dKP

s , t ∈ [0, T ],P-a.s.

(ii) By Karandikar [8], since V + is a càdlàg semi-martingale, we can define a universal process
denote by 〈V +, X〉 which coincides with the quadratic co-variation of V + and X under each
probability P ∈ P0. In particular, the process 〈V +, X〉 is P0-quasi-surely continuous and hence
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is FP0+-predictable (or equivalently FP0-predictable). Similar to the proof of Theorem 2.4 in
[16], we can then define a universal FP0-predictable process Z and FP0-predictable process U
such that

Zt := â⊕t
d〈V +, X〉t

dt

∆[V +, X]t = Ut(∆Xt)∆Xt

where â⊕t represents the Moore-Penrose pseudoinverse of ât. In particular, Z (respectively U)
aggregates the family (ZP)P∈P0 (respectively (UP)P∈P0).

(iii) Fix t ∈ [0, T ] and P ∈ P0. According to the two previous steps, it remains to show that
the families (KP)P∈P0 satisfies the minimality condition (2.9). But the proof is the same as the
proof of Proposition 4.9 in [9] (p. 13-14) so we omit it.
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