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Abstract

Credibility theory is the usual framework in actuarial science when it comes to reinforcing
individual experience by transfering rates estimated from collective information. Based on
the paradigm of transfer learning, this article presents the idea that a machine learning
(ML) model pre-trained using a rich market data porfolio can improve the prediction of
rates for an individual insurance portfolio. This framework consists first in training several
ML models on a market portfolio of insurance data. Pre-trained models provide valuable
information on relations between features and predicted rates. Furthermore, features shared
with the company dataset are used to predict rates better than the same ML models trained
on the insurer’s dataset alone. Our approach is illustrated with classical ML models on
an anonymized dataset including both market data and data from an European non–life
insurance company, and is compared with a hierarchical Bühlmann-Straub credibility model.
We observe the transfert learning stragegy combining company data with external market
data significantly improves the prediction accuracy compared to a ML model only trained
on the insurer’s data and provides competitive results compared to hierarchical credibility
models.
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Deep Learning
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1 Introduction

The use of market data as an aid for setting own company rates has been a common practice in the insurance
industry. External data, as provided by insurance rating bureaus (cf. Appendix A.1), reinsurers or advisory
organizations, may supplement internal company’s data that may be scarce or unreliable because of a
non-representative and/or a too short history, or, non-existing at all, e.g., when entering in a new business
line or a new territory. According to Porter and CPCU (2008), pools of insurers existed already in the second
part of the 19th century in the US that supported their members in setting raters thought data collection
and standardized policy forms. In the first part of the 20th century, the McCarran Fergusson Act partially
exempted the Insurance industry from the US federal antitrust regulation, thus NAIC laws explicitly allowed
cooperation in setting rates specifying the role of rating organization. The importance of external data has
been historically recognized by regulators to support adequate rates that preserve the company’s solvency, to
avoid an excessive competition and to ease the entrance of new players, e.g., granting a partial antitrust –
law exception in the US jurisdiction (Danzon 1983).
When the insurer takes into account its own experience in order to enhance the credibility of its rates, it needs
to benchmark its portfolio experience compared to the market one. The actuarial profession traditionally
used techniques based on Bayesian statistics and non-parametric credibility to optimally combine the market
and insurer’s portfolio experience in the technical rates. From this point of view, the contribution of market
data makes it possible to satisfy the two classic approaches addressed by the credibility theory: the limited
fluctuation credibility theory and the greatest accuracy credibility theory, e.g., Norberg (2004). The former
refers to the need of incorporating individual experience into the rate calculation in order to stabilize the
level of individual rates. The second approach corresponds to the application of modern credibility theory
and consists in combining both individual and collective experiences to predict individual rates by mean
square error minimization.
Credibility theory is extensively used in non-life insurance. Early models were not based on policyholders’
rate-making variables, see, e.g., Bühlmann and Gisler (2006) for a comprehensive presentation. Some advanced
regression credibility models have been proposed in the actuarial literature, such as the so-called Hachemeister
model (Hachemeister et al. 1975). On the contrary, rates based on Generalized Linear Models (GLMs), the
current gold standard in personal rates pricing (Goldburd, Khare, and Tevet 2016), are only based on the
impact of ratemaking factors, giving no credit to the individual policy experience.
Nevertheless, mixed effects GLMs allow to incorporate policyholders’ experience within the GLM tariff
structure (Xacur and Garrido 2018; Antonio and Beirlant 2007) but they are not widespread used. All these
regression approaches enable insurers to incorporate individual risk profile covariates into a credibility model.
The structure of insurance data, notably the distinction between own experience and market experience, is
dealt with the use of the hierarchical credibility model of Bühlmann and Straub (1970). In some situations,
the use of company data is not possible at all and only a tariff at market level is reliable.
For instance, in France, a two-level Bühlmann-Straub rating model is used for fire and business interruption
insurance (Douvillé 2004), with data collected the French association of private and mutual insurers, FA. In
other countries, as far as the authors’ knowledge, public insurance bureaus exist certainly in Italy, Germany,
UK and Brazil. The Italian Association of Insurers, ANIA, aggregates data from the Motor lines (but only
pure premiums with few covariates), the Long-Term Care insurance for Health, while it collects and extensive
statistical plans (with many covariates) for Crop insurance. In Germany, the German Insurance Association
(GDV) provides data similar to the Italian ones for many lines. The Industry data and subscription section
of the Association of British Insurers (ABI) provides (at least) yearly aggregate data for many P&C, Health
and Life LOBs. Finally, the Brazilian Insurance Regulator SUSEP provides aggregated losses and exposures
for the Motor Liability insurance aggregated by key rating variables.
Furthermore, credibility theory is also largely used in life insurance applications for modeling mortality risks.
A first attempt for stabilizing mortality rates by combining the mortality data of a small population with
the average mortality of the neighboring populations is proposed by Ahcan et al. (2014). Regarding this
issue of limited mortality data (small population or short historical period of observations), Li and Lu (2018)
introduces a Bayesian non-parametric model for benchmarking a small population compared to a reference
population. Bozikas and Pitselis (2019) focus on a credible regression framework to efficiently forecast
populations with a short-base-period. In order to improve mortality forecasting, some recent contributions
have been done in the literature for combining usual mortality models, such as the Lee and Carter (1992)
model and the Bühlmann credibility theory, see Tsai and Lin (2017), Tsai and Zhang (2019) and Tsai and
Wu (2020) among others.
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The recent widespread/massive usage of Machine Learning (ML) has provided many more techniques to
the practitioner actuaries. Gradient Boosting Models (GBM) and Deep Learning (DL) models for motor
third-part liability (MTPL) pricing are presented e.g. in Noll, Salzmann, and Wuthrich (2020), Ferrario,
Noll, and Wuthrich (2020), Schelldorfer and Wuthrich (2019), and Ferrario and Hämmerli (2019). More
recently, Hanafy and Ming (2021) show that random forest (RF) is more efficient (in terms of accuracy,
kappa, and AUC values) than logistic regression, XGBoost, decision trees, naive Bayes, and KNN to predict
claim occurrence. Matthews and Hartman (2022) compare RF, GBM and DL against GLMs to predict the
claim amount and the claim frequency on a commercial auto insurance and demonstrate the efficiency and
the accuracy for future ratemaking models. Henckaerts et al. (2021) also show that GBM outperform the
classical GLMs and allow the insurer to form profitable portfolios and to guard against potential adverse
risk selection. Furthermore, non-pricing applications have been carried out, e.g., Spedicato, Dutang, and
Petrini (2018) model the policyholder behavior; Rentzmann and Wuthrich (2019) present recent advances in
unsupervised learning for vehicle classification as DL autoencoders; Kuo (2019) shows how neural networks
with embedding may offer a sensibly better prediction on tabular loss development triangles using the NAIC
reserving dataset. We refer to the comprehensive review of ML in P&C studies by Blier-Wong, Cossette, et
al. (2021).
On the life insurance side, the application of DL on lapse modeling (Kuo, Crompton, and Logan 2019) as
well as the DL version (Richman and Wuthrich 2019; Nigri et al. 2019) of the classical Lee-Carter model are
worth mentioning. For a more comprehensive review, see Richman (2021a) or Richman (2021b). Recently,
Diao and Weng (2019) combine the use of credibility and regression tree models. In these publications, the
ultimate goal of the use of ML is to improve the usual regression setup in actuarial science based on the GLM.
However, these techniques, such as the Gradient Boosting Models (GBM) and the Deep Learning (DL), can
also be used in a manner that permits to “transfer” what the model has learned on a much bigger dataset
(as the market data, MKT) to a smaller set (the portfolio data of the company, CPN). For that, “Transfer
learning” (henceforth TRF) reuses knowledge learned in different data sources to improve performance of
learners. This area in machine learning has become particularly popular in recent years, in particular in
computer vision DL modes to fine tune standard architectures on specific recognition tasks, see Zhuang et
al. (2021) for a comprehensive review. In our experience, such approaches tend to develop in the insurance
industry for ratemaking models with the incorporation of new data sources (Blier-Wong, Baillargeon, et al.
2021), but they can be used in other areas, for instance to train life insurance valuation models (Cheng et al.
2019).
In this paper, our aim is to take advantages of ML for easily handling complex non–linear relationships
compared to standard credibility based approaches to assess the policyholders’ risk more accurately. Hence,
our work contrasts with traditional methods to ML ones in the task of blending market data to individual
portfolio experience. First, we anticipate a difference between the credibility approach and the ML used in
this paper: the credibility approach naturally uses the longitudinal structure to calibrate its parameters, while
this is not a prerequisite for ML models which only need to share some variables. We apply our approach
on a (properly anonymized) dataset comprised both market and own portfolio experience coming from an
European non–life insurance pool. Final comparisons will focus not only on predictive performance, but also
practical applicability in terms of computational request, ease of understanding and interpretability of results.
The rest of this paper is organized as follows. We recall the hierarchical Bühlmann-Straub (HBS) credibility
model in Section 2. Section 3 presents the main ML algorithms used in this paper. Section 4 compares the
performance between ML and HBS models based on a market dataset and a company dataset, and Section 6
concludes this paper.

2 Hierarchical credibility model

In this section, we briefly describe the hierarchical credibility theory of Bühlmann and Gisler (2006) used in
this paper for modeling the claim frequency. We also refer to Goulet (1998) for a general introduction.
Consider a large portfolio of I individual risks which includes heterogeneous risk profiles, as well as market and
company data. The model considered is defined as an unbalanced claim model since different claim histories
are available across individual risks. Intrinsically, the credibility approach is based on a longitudinal data
structure where individuals/policyholders’ clusters are repeatedly observed in a given time period. Generally,
the company data experience is often shorter than that of the market. In addition, we assume that market
and company datasets share the same features, which makes it possible to fit into a framework compatible
with homogeneous transfer learning approaches (Zhuang et al. 2021).
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For the ease of this presentation and without a loss of generality, we use a five-level model structured in a
hierarchical tree, as presented in Figure 1 with usual notation.

Level Variables
Indices of 
variables

4

3

2

1

0

Tree structure

Portfolo 𝜇ସ

Class 1 Ψ gClass g Class G... ...

Φ hSector
g,1

Sector
g, 2

Insured
g, 1, 1 Θ iInsured

g, 1, i
Insured
g, 1, I... ...

Data
g, 1, i, 1 Y i,jData

g, 1, i, j
Data

g, 1, i, J... ...

Figure 1: Representation of a five-level hierarchical tree structure

The five levels are given as follows from the top to the bottom, based on the classical assumptions of
hierarchical credibility theory:

• Level 4: This is the entire portfolio with market and company information.
• Level 3: The portfolio is divided into risk classes. We introduce parameters related to this risk level,

Ψg, g = 1, . . . , G, which are independent and identically distributed.
• Level 2: Each risk class is divided into sectors. Given Ψg, we denote by Φg,h, h = 1, . . . , H the class

risk parameters which are assumed to be conditionally independent and identically distributed.
• Level 1: Given Φg,h, Θg,h,i, i = 1, . . . , I are the individual risk parameters which are conditionally

independent and identically distributed.
• Level 0: Given Θg,h,i, data are available on the study period [1, Jg,h,i]. We denote by Yg,h,i =

(Yg,h,i,1, . . . , Yg,h,i,Jg,h,i
), the vector of observations over years which are conditionally independent,

identically distributed and have a finite variance. We also introduce the vector of the relative known
weights wg,h,i = (wg,h,i,1, . . . , wg,h,i,Jg,h,i

) over the same observation period.

In Section 5.2, the class variable related to Level 2 results from the combination from several categorical
variables. These variables comprise unobservable risk factors allowing to partition the data space. Seven
variables are used to build up the credibility tree in the numerical application. That is by adding intermediary
levels in Figure 1, we consider 10-level hierarchical trees later in this paper.
In order to estimate credibility rates, we define the following notations and structural parameters for
i = 1, . . . , I and j = 1, . . . , Jg,h,i:

• Level 4: Define µ4 = E[Yg,h,i,j ] the collective rates.
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• Level 3: Define µ3(Ψg) = E[Yg,h,i,j | Ψg] for observations Yg,h,i,j that stem from Ψg, σ2
3(Ψg) =

V ar[µ2(Φg,h) | Ψg] and σ2
3 = V ar[µ3(Ψg)].

• Level 2: Define µ2(Φg,h) = E[Yg,h,i,j | Φg,h] for observations Yg,h,i,j that stem from Φg,h, σ2
2(Φg,h) =

V ar[µ1(Θg,h,i) | Φg,h] and σ2
2 = E[σ2

3(Ψg)].
• Level 1: Define µ1(Θg,h,i) = E[Yg,h,i,j | Θg,h,i] for observations Yg,h,i,j that stem from Θg,h,i,

σ2
1(Θg,h,i)) = V ar[Yg,h,i,j | Θg,h,i]wg,h,i,j and σ2

1 = E[σ2
2(Φg,h))].

• Level 0: Define σ2
0 = E[σ2

1(Θg,h,i))].

Similarly to the Bühlmann-Straub model, the credibility estimates for these parameters are based on the
Hilbert projection theorem, see Chapter 6 of Bühlmann and Gisler (2006). With the above notations, we
obtain the following classical results for hierarchical (inhomogenenous) credibility estimators

µ̂(Ψg) = α̂
(3)
g B̂

(3)
g + (1 − α̂

(3)
g )µ̂4,

µ̂(Φg,h) = α̂
(2)
g,hB̂

(2)
g,h + (1 − α̂

(2)
g,h)µ̂(Ψg),

̂µ(Θg,h,i) = α̂
(1)
g,h,iB̂

(1)
g,h,i + (1 − α̂

(1)
g,h,i)µ̂(Φg,h),

where formula of credibility factors α̂
(3)
g , α̂

(2)
g,h, α̂g,h,i

(1) and weighted means B̂
(3)
g , B̂

(2)
g,h and B̂

(1)
g,h,i are given

in Appendix A.6. They depend on structural parameters which can easily be estimated non-parametrically.
Therefore, a HBS model provides a recursive computation of weighted empirical means whose parameters
minimize quadratic losses. There are no distribution assumption when deriving estimators and thus HBS
models are full non-parametric models.

3 Modeling approach with Transfer Learning

In this section, we present the transfer-learning (TRF) based framework, as well as ML models used in this
paper. This research aims to compare the predictive power of traditional credibility and ML methods that use
an initial estimate of loss costs, e.g., from MKT experience, to predict those of a smaller portion (the CPN
one) in a subsequent period (the test set). Therefore, following the idea of the greatest accuracy credibility
theory, our modeling process aims to predict the losses on the last available year (the test set) by training
models on the experience of the previous years, eventually split into a train and validation test.

3.1 Transfer Learning

Figure 2 describes the main steps of our TRF approach compared to ML models fully trained on a market
train dataset, called “MKT” approach, or on a company dataset, called “CPN” approach. To fit a ML model
via the MKT approach (resp. the CPN approach), we split the historical data from a benchmark (resp. a
company) dataset solely between a train and validation subsets. Then, the performance is assessed based on
a test data from the company dataset.
The TRF approach relies on experience from the MKT approach and uses the corresponding pre-trained
model as a starting point. Next, we fine-tune the MKT model based on experience from the CPN dataset.
After this step, the model contains both information from the market and the company, and should offer
better predictions.

3.2 Machine learning models

Now, we focus on ML models that permit to use an initial estimate of losses performed on another set via
Transfer Learning. While the paper explores the use of such approaches applying ML methods, traditional
GLMs may be used as well, see Appendix A.7 for a brief introduction. In GLMs, one can perform log-linear
regressions to estimate both the frequency and the severity of the claim. These outputs can used as offsets in
subsequent models. For instance, under a log-linear regression framework and initial log-estimate of either
the frequency, the severity of the pure - premium may be set as an offset for a subsequent model (Yan et al.
2009).
ML methods used in insurance pricing are strongly non - linear and are able to automatically find interactions
among ratemaking factors and exclude non relevant features. In particular two techniques are acquiring
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Figure 2: ML models training diagram

widespread importance: boosting and deep learning. Both techniques allow the use of an initial estimate of
loss / exposure to risk to train the model on last observations.
All the ML models used in this work hold the Poisson assumption. That is each i-th insurance policy is
described by independent claim count Ni such that

Ni ∼ Poi (λ(xi) × vi) , i ∈ 1, . . . , n,

being xi the covariates’ vector and vi the exposure related to the i-th policy for a sample of size n. Thus, ML
models try to find the best functional form for λ (.) by minimizing the Poisson loss function, typically on the
test set

L(λ(.)) = 1
n

n∑
i=1

2ni

[
λ (xi) vi

ni
− 1 − ln

(
λ (xi) vi

ni

)]
,

where ni are observed claim counts.

3.2.1 Boosting techniques

The boosting approach (Friedman 2001) can be synthesized by the following formula

Ft (x) = Ft−1 (x) + η × ht (x) ,

that is, the prediction at the t-it step is given by the contribution, to the prediction of the previous step, of a
weak predictor ht (x), properly weighted by a learning (shinkage) factor η, being x the covariate vector. The
most common choice for the weak predictor ht (x) lies in the classification and regression trees (CART) family
(Breiman 2017), from which the Gradient Boosted Tree (GBT) models take the name. CARTs partitions
the feature space in an optimal way to receive (more) homogeneity on the resulting subsets (in terms of the

6



A preprint - March 15, 2023

modeled outcome). Such optimal partition is determined by recursively searching for the stage-wise optimal
split among all standardized binary splits (SBS). At first stage, given an optimal partition of size K > 0
of the feature space, (X(1)

k ) with k = 1, 2, . . . K, the estimated frequency is constant in each element of the
partition and determined by the MLE estimate

λ̂k =

n∑
i=1

1{xi∈X
(1)
k

}ni

n∑
i=1

1{xi∈X
(1)
k

}vi

.

As well presented by Noll, Salzmann, and Wuthrich (2020), a "weak learner" is a SBS with just one split (e.g.
K = 2 leaves) such that the estimated frequency is

λ(1)(xi) = λ̂11{xi∈X
(1)
1 } + λ̂21{xi∈X

(1)
2 }.

The boosting approach starts from an initial estimate given by the above formula. We can define "working
weights" as wi = λ̂(1)(xi)vi so that Ni follows a Poisson distribution Poi (µ(xi) × wi). With a new SBS
partition set X(2), we can recursively estimate µ(xi) using a supplementary SBS such that

µ̂(2)(xi) =
(

µ̂
(2)
1 1{xi∈X

(2)
1 } + µ̂

(2)
2 1{xi∈X

(2)
2 }

)η

,

where µ̂1 and µ̂2 are estimated using formulas analogue as the first step. We obtain an improved regression
function λ(2)(x) = λ(1)(x) × µ̂(2)(x). The η ∈ (0, 1] parameter is the learning (shinkage) factor and it is used
to make the learner even more weaker, as values close to zero move the learner towards one. The estimation
can be iterated for M times and as it is performed in log-scale, this reduces to the formula exposed at the
beginning of the paragraph.
It can be shown that “boosting” weak predictors lead to very strong predictive models (Elith, Leathwick, and
Hastie 2008). Almost all winning solutions of data science competitions held by Kaggle are at least partially
based on the eXtreme Gradient Boosting (XGBoost) algorithm (Chen and Guestrin 2016), the most famous
GBT model. More recent and interesting alternatives to be tested are: LightGBM (Ke et al. 2017), which is
particularly renowned for its speed, and Catboost (Prokhorenkova et al. 2017), which has introduced an
efficient solution for handling categorical data.
The structural difference between XGBoost and LightGBM lies in the approach used to find trees’ splits.
XGBoost uses a histogram-based approach: features are organized in discrete bins on which the candidate
split values of the trees are determined. LightGBM focuses the attention on instances characterized by
large error gradients, the ones where growing a further tree would be more beneficial (leaf-wise tree growth).
In addition, a dedicated treatment is given to categorical features. In general, none of these algorithms
systematically outperforms the others on any given use case, depending by the specific dataset and by the
chosen hyperparameters (Gursky 2020; Nahon 2019). We choose LightGBM mainly as significantly faster
than XGBoost, a definitive benefit when there is need to iterate the training through different combinations
of hyperparameters. CatBoost is not considered in this stage as less mature compared to the other two
algorithms.
A set of hyperparameters defines a boosted model and even more defines a GBT one. The core hyperparameters
that influence the boosting part are the number of models (trees), t = 1, 2, . . . , T (typically between 100
and 1000) and the learning (shrinkage) rate η, whose typical values lies between 0.001 and 0.2. ht (x) can
be, when it belongs to the CART family, the maximum depth, the minimum number of observations in
final leafs, the fraction of observations (rows or columns) that are considered when growing each tree. The
optimal combination of hyperparameters is learned using either a grid search approach or a more refined one
(e.g. bayesian optimization).
When applied to claim frequency prediction, they are fit to optimize a Poisson log-loss function. In addition,
to handle uneven risk exposure, the log - measure of exposure risk is given (in log scale) as an init-score
(Ft (x)) to initialize the learning process. The init-score (or base margin) in the boosting approach has the
same role of the traditional GLM offset term (Goldburd, Khare, and Tevet 2016).

3.2.2 Deep Learning

An artificial neuron is a mathematical structure that applies a (non linear) activation function to a linear
combination of inputs, i.e.

ϕ (z) = ϕ (< xi, w̄ > +β) ,
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being w̄ and β the weights and the intercept, respectively. Popular choices of activation functions are: the
sigmoid ϕ (z) = 1/(1+exp(−z)), the hyperbolic tangent tanh (z) and the REctifier Linear Unit ϕ (z) = z1{z≥0}.

A neural network consists in one or more layers of interconnected neurons, that receives a (possibly
multivariate) input set and retrieves output set (Goodfellow, Bengio, and Courville 2016). Modern Deep
Neural Networks (DNN) are constructed by many (deep) layers of neurons. Deep Learning has been knowing
a hype in interest for a decade, thanks to the availability of huge amount of data, computing power (in
particular GPU computing) and the development of newer approaches to reduce the overfitting that had
halted the widespread adoption of such techniques in previous decades. Different architectures have reached
state of the art performances in many fields; e.g., convolutionary neural networks achieved top performance in
computer vision (e.g. image classification and object detection) (Meel 2021), while recurrent neural networks,
see, e.g., Hochreiter and Schmidhuber (1997) for Long Short Term Memory ones, provides excellent results in
Natural language processing tasks like sequence-to-sequence modeling (translation) and text classification
(sentiment analysis). For applications in actuarial science, we refer to the recent review of Blier-Wong,
Cossette, et al. (2021), and to the work of Richman (2021a) and Richman (2021b) for DNN.
Simpler structures are needed for a claim frequency regression, the multi-layer perception (MLP) architectures
that basically consist in stacked simple neurons layers, from the input one to the single output cell one. This
structure is dealt to handle the relation between the ratemaking factors and the frequency (the structural
part). Thus, holding the Poisson assumption Ni ∼ Poi (λ(xi) × vi), the structural part is modeled as
λ(xi) = β0 +

∑Q
j=1 βjϕ (zi) being Q the number of neurons of the preceding hidden layer. To handle different

exposures, the proposed architecture is based on the solution presented by Ferrario, Noll, and Wuthrich (2020)
and Schelldorfer and Wuthrich (2019). A separate branch collects the exposure vi, applies a log-transformation,
then this exposure is added in a specific layer just before the final one (that has a dimension of one).
Training a DL model consists in providing batches of data to the network, evaluating the loss performance and
updating the weights in the direction that minimizes the training (back-propagation). The whole dataset is
provided to the fitting algorithms many times (epochs) split in batch. One of the common practices to avoid
over-fitting is to use a validation set where the loss is scored at each epoch. When it starts to systematically
diverge, the training process is stopped (early stopping).

4 Numerical illustrations

In this section, we compare the prediction performance between our ML and credibility models. In this
study, the analysis is performed on two real and anonymized datasets, the CPN and MKT, pre-processed
and split into train, validation and test set as discussed in Section 4.1. In particular, we recall that the
predicting performance of the fitted models are assessed on the company test dataset, even if models have
been calibrated on the company or the market datasets or both. Then, the models are fitted on the train set
and the predictive performance is assessed on the test set. The validation set is used in DL and LightGBM
models to avoid overfitting. Finally, the different models are compared in terms of predictive accuracy, using
the actual / predicted ratio, and risk classification performance, using the Normalized Gini Index (NGI)
(Frees, Meyers, and Cummings 2014). The latter index has become quite popular in the actuarial academia
and among practitioners to compare competing risk models. Let yi be the actual number of claims ranked by
their modeled score vi × λ̂ (xi). The NGI is defined as

NGI =
2

n∑
i=1

iyi

n
n∑

i=1
yi

− n + 1
n

.

In addition to NGI, we also compute the mean absolute error (MAE) and the root mean square error
(RMSE), which are also popular metrics for comparing the predicting performance, see Appendix A.2.

4.1 The structure of the dataset

Two (anonymized) datasets are provided, one for the market ("mkt_anonymized_data.csv") and one for the
company ("cpn_anonymized_data.csv"), henceforth referred as MKT and CPN datasets, see Appendix A.4.
These datasets share the same structure, as each company provides its data in the same format to the pool,
that aggregates individual filings into a marketwide file, that is provided back to the companies. In particular,
it is important to note that the MKT dataset includes CPN data. The dataset contains the year to year
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exposures and claim numbers, aggregated by some categorical variables. More precisely, the losses are the
number of damaged units, while the exposure are the number of insured units. Therefore, only the frequency
component has been modeled as the ratio between the claim number and the exposure. Henceforth, losses in
this paper shall be considered as a synonym for claim numbers. Our aggregated dataset contains variables
listed bellow:

• exposure: the insurance exposure measure, on which the rate is filled (aggregated outcomes).
• claims: the number of claims by classification group (aggregated outcomes).
• zone_id: territory (aggregating variable).
• year: filing year (aggregating variable).
• group: random partition of the dataset into train, valid and test sets.
• cat1: categorical variable 1, available in the original file (aggregating variable). It can be considered

as a risk classification, and, possibly, the most important predictors. The number of exposures
insured strongly depends on this variable. Also, the cat1 distribution may vary significantly between
companies.

• cat2: categorical variable 2, available in the original file (aggregating variable).
• cat3: categorical variable 3, available in the original file (aggregating variable).
• cat4-cat8: categorical variables related to the territory (joined to the original file by zone_id).
• cont1-cont13: numeric variables related to the territory (joined to the original file by zone_id).
• entity: a categorical variable either "CPN" or "MKT".

Variable names, levels and numeric variable distributions are masked and anonymized for privacy and
confidentiality purposes. Categorical and continuous variables are anonymized by label encoding and scaling
(calibrated on market data).
Figure 3 displays exposures and claim frequencies by year for each entity (MKT, CPN). Furthemore, the last
available year (2008) is used as test set, while data from precedent years is randomly split between train and
validation sets on a 80/20 basis, see Table 1. Market data is available for eleven years, while company data
for the last five ones. Also, the number of exposures is widely dependent on the cat1 variable.

Table 1: Dataset sizes
Test Training Validation Total

CPN 19124 50430 12519 82073
MKT 89805 527388 130995 748188
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Figure 3: Claim frequencies and exposures

Tables 2 and 3 compare explanatory variables by domain. The frequency distribution is reported for categorical
one, while summary statistics are computed for continuous ones (mean, standard deviation, minimum and
maximum). The zone_id and cat1 statistics have been put in Appendix A.5 for the sake of synthesis. Note
also that the variable year is not taken as an explanatory variable neither for ML nor credibility models. We
implicitly assume that the claim process is stationary.

9



A preprint - March 15, 2023

Table 2: Descriptive statistics for continuous variables.
Market statistics Company statistics

Min. Mean Max. Std.Dev. Min. Mean Max. Std.Dev.
cont1 -0.6984692 0 21.5702212 1.000001 -0.6984692 -0.0693805 19.9167608 0.7930418
cont2 -3.3849066 0 6.8058838 1.000001 -3.3257812 -0.0104225 6.6250557 0.9615486
cont3 -3.8761156 0 6.1180898 1.000001 -3.8761156 -0.0207215 4.5260526 0.9734832
cont4 -0.9210659 0 6.9693657 1.000001 -0.9210659 -0.0957618 5.4379990 0.9418158
cont5 -7.7412741 0 3.3530692 1.000001 -7.7204408 0.1036776 3.1162034 0.9816364
cont6 -5.3338005 0 3.7045000 1.000001 -5.3338005 -0.0748241 3.6727833 1.0077024
cont7 -1.4725984 0 3.1211930 1.000001 -1.4725984 -0.0774874 2.8880116 1.0032119
cont8 -1.4039038 0 6.2454848 1.000001 -1.4039038 -0.1138889 6.2454848 1.0239311
cont9 -1.7815236 0 4.3161718 1.000001 -1.7815236 -0.0722550 4.3161718 1.0185563
cont10 -4.0784342 0 3.8562753 1.000001 -3.7914358 0.0398642 3.8562753 0.9809852
cont11 -2.1552892 0 0.9704065 1.000001 -2.1552892 0.0381052 0.9704065 0.9571870
cont12 -0.9924332 0 2.4714341 1.000001 -0.9924332 -0.0136351 2.4714341 0.9298889
cont13 -0.4892582 0 4.8858112 1.000001 -0.4892582 -0.0433888 4.8858112 0.9750647

Table 3: Frequency tables for categorical variables.
Market statistics for each level Company statistics for each level

0 1 2 3 4 5 6 7 8 9 10 11 0 1 2 3 4 5 6 7 8 9 10 11
cat2 0.008 0.021 0.04 0.004 0.158 0.057 0.348 0.043 0.026 0.239 0.024 0.033 0.02 0.058 0.002 0.21 0.051 0.341 0.027 0.013 0.271 0.005 0.003
cat3 0.969 0.014 0.017 0.973 0.011 0.016
cat4 0.788 0.089 0.123 0.811 0.086 0.103
cat5 0.047 0.632 0.321 0.052 0.628 0.321
cat6 0.944 0.056 0.939 0.061
cat7 0.133 0.867 0.124 0.876
cat8 0.02 0.05 0.086 0.058 0.025 0.081 0.617 0.006 0.02 0.037 0.014 0.063 0.091 0.046 0.024 0.084 0.631 0.001 0.02 0.027

4.2 Implementation details

In this section, we present the operations performed on the data and the implementation of the different
models. The dataset preprocessing is performed in a Python 3.8 environment, using the Pandas and Scikit-
Learn libraries (Reback et al. 2020; Pedregosa et al. 2011) for Extraction Transformation and Loading (ETL)
stages. The R Software (R Core Team 2022) and the Python programming language are the environments
used for the analysis.

4.2.1 Boosting approach

The LGB model is used to apply boosted trees on the provided datasets, minimizing the Poisson deviance.
As for most modern ML methods, a LGB model is fully defined by a set of many hyperparameters for which
default values may not be optimal for the given data. Indeed, there is no closed formula to identify the best
combination for the given data.
Therefore, an hyperparameter optimization stage is performed. For each hyperparameter, a range of variations
is set, then a 100-run trial is performed using a Bayesian Optimization (BO) approach performed by the
hyperopt Python library (Bergstra, Yamins, and Cox 2013). Under the BO approach, each subsequent
iteration is performed toward the point that minimizes the loss to be optimized, being the loss distribution
by hyperparameter updated for each iteration using a bayesian approach. As suggested by boosting trees
practitioners (Zhang and Yu 2005), the number of boosted models is not estimated under the BO approach,
but determined by early stopping. The loss is scored on the validation set and the number of trees chosen is
the value beyond which the loss stops decreasing and starts diverging up.
The CPN and MKT models use the standard exposure (in logarithm base) as init score. The TRF model
instead uses as init score the a priori prediction of the MKT model on the CPN data. The LightGBM Python
library is used for the boosted models (Ke et al. 2017). Computation is performed on an AMD-FX 9450
processor with 32 GB RAM. In general, fitting one model takes in average a minute on this environment.
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4.2.2 Deep Learning

Several approaches may be considered for building a DL architecture. Since the hyperparameters space of a
DL architecture is very vast, comprising not only fitting level degrees of freedom (the optimizer, the number
of epochs, the batch size), designing the best search strategy and network architecture (the number of layers,
the number of neurons within, search etc.) is challenging. At this regard, it is common among practitioners
to start with a knowingly working architecture for a similar task and to perform moderate changes. It
is also worth mentioning that more sophisticated approaches of DL architecture optimization are being
developed (e.g. the Neural Architecture Search (Elsken, Metzen, and Hutter 2019)), but the presentation of
such techniques is beyond the scope of this paper.
In this paper, the chosen DL architecture is set by several trials, based on previous experiments practitioners
architecture found in the literature for tabular data analysis (Schelldorfer and Wuthrich 2019; Kuo, Crompton,
and Logan 2019). Our approach consists of introducing a dense layer to collect the inputs and handling
categorical variables using embedding. Three hidden layers perform the feature engineering and knowledge
extraction from the input. Dropout layers is added to increase the robustness of the process. As anticipated
in the methodological section, the exposure part is separately handled in another branch and then merged in
the final layer. The same model’s structure is used for both the CPN, MKT and TRF models. The TRF
model is build first using the pre-trained weights calculated on the market data and continuing the training
process on the CPN data in a second step. Figure 7 in Appendix A.8 displays the model structure as exported
by the Keras-Tensorflow routine.
Overfitting is controlled using an early-stopping callback scoring the loss on the validation test and stopping
the learning procedure (Zhang and Yu 2005) if the loss is not improved for more than 20 epochs. DL models
are trained in Keras-Tensorflow 2.4 (Chollet et al. 2018), taking on average 40s per epoch.

4.2.3 Credibility models

Regarding the credibility approach, the original datasets that were in longitudinal format have been processed
into a wide format (also called unbalanced) needed by the R package actuar (Dutang, Goulet, and Pigeon 2008).
Furthermore, as required by the hierarchical Bühlmann-Straub model, continuous variables are discretized
using the entire dataset (in order to have the widest ranges) based on the Random-Forest algorithm. Using the
R package ForestDisc (Maïssae 2020) which proposes a random-forest discretization approach, we discretize
continuous variables into 3 or 4 levels by group of variables (cont1-cont2, cont3-cont6, cont7-cont8,
cont9-cont10, cont11-cont13) based on their (undisclosed) meaning.
The fitting process of hierarchical credibility models is performed by the cm function of the R package actuar
(Dutang, Goulet, and Pigeon 2008) which allows to fit various forms of credibility models, see, e.g., Goulet et
al. (2021). The response variable used for credibility models is the claim frequency (and not the number of
claims). Therefore, predicted claim frequencies are multiplied by exposure to obtain the number of predicted
claims.
Several credibility models are compared in terms of performance. We first carry out a simple Bühlmann-Straub
model using only the zone_id variable for the three approaches CPN, MKT and TRF. Note that for TRF, a
new variable entity is created to distinguish the company and the market data. This base Bühlmann-Straub
model is called BSbase in the following.
Then, we select the most appropriate hierarchical Bühlmann-Straub (HBS) model by the most appropriate
permutation of categorical explanatory variables cat1-cat8 since there is no particular order among them,
except cat1-cat3. More precisely, we consider hierarchical credibility structures as follows cat1, cat2, cat3,
then a permutation of cat4, cat5, cat6, cat8, and finally zone_id (and eventually entity for TRF) is done.
There are 4!=24 possible HBS models. The best categorical HBS model that minimizes the mean squared
error when fitting models is called HBScateg in the following.
Finally, we apply the same procedure to select another HBS model using categorical explanatory variables
cat1-cat8 and (discretized) continuous variables cont1-cont13. As there are too many (17!) HBS models,
we restrict to the following hierarchical credibility structures as follows cat1, cat2, then a permutation
of cont5, cont7-10 variables (the most significant continuous variables). There are 5!=120 possible HBS
models. This best HBS model is called HBScont in the following.
Due to the high number of HBS fitted and used for prediction on the validation dataset, we use parallel
computation using the R (core) package parallel, while models’ comparisons are performed in an R environment.
The running times are summarized in Table 4 and show that MKT and TRF approaches are particularly long
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to validate. Indeed the fitting time contains only a call to cm() to every HBS models while the validation
time makes the prediction for every policies of the validation set, see Table 1. The prediction computation is
particularly long, but it requires for each policy the exact location in the credibility tree structure starting
from the top.

Table 4: Best HBS models and running times (hours)
Used variables Approach Best model Fitting time Validation time Testing time

cpn cat1:cat2:cat3:cat4:cat6:cat8:cat5:zone_id 0.0076 0.74 0.411
mkt cat1:cat2:cat3:cat5:cat8:cat4:cat6:zone_id 0.0647 49.93 1.285categorical
trf cat1:cat2:cat3:cat4:cat6:cat8:cat5:zone_id:entity 0.1857 104.39 2.566
cpn cat1:cat2:cont7:cont8:cont10:cont9:cont5:zone_id 0.0494 6.99 0.399
mkt cat1:cat2:cont10:cont9:cont5:cont8:cont7:zone_id 0.3551 212.52 2.214all
trf cat1:cat2:cont10:cont5:cont9:cont7:cont8:zone_id:entity 0.4331 244.66 2.560
cpn zone_id 0.0000 0.00 0.001
mkt zone_id 0.0000 0.00 0.001none
trf zone_id:entity 0.0001 0.00 0.054

As explained above, the fitting of HBS models is carried out on the training dataset, the best model (in terms
of RMSE) is selected on the validation dataset, and the overall comparison is done on the test dataset.

4.2.4 Assessment of performance

The empirical data available for the study faces a risk for which year to year loss cost may materially
fluctuate due to external conditions (systematic variability) much more than the portfolios’ risks heterogeneity
composition. In this regard, the performance assessment has considered not only the discrepancy between
the actual and predicted losses, but the ability of the model to rank risks, namely providing a sensible order
of which policies are most prone to suffer a loss in the coverage period. This can be achieved even in contexts
where getting an acceptable estimate of the pure premium is more challenging, e.g., due to a systematic
unmodeled social or environmental trend either in the frequency or in the severity. The ability of ML to
identify non-linear patterns and interactions is useful both to model the pure premium and to rank risks.
In order to compare credibility and ML models within or between model classes, we use the following metrics:
the NGI, the ratio between the sum of observed claims and the sum of expected ones (denoted by actual
to predicted ratio), as well as the mean absolute error MAE and the root mean squared error RMSE. The
Gini is a metric of discriminancy and ranks models according to their ability to predict, while the actual
to predicted ratio is used to check if the model is generally unbiased on a total basis. For both metrics the
closer to one the metric is, the better the model is. MAE and RMSE measure the overall distance between
observations and predictions. Best models are identified by the lowest values.
The choice of models deserves a final consideration. The RMSE and NGI indices typically move in the
same direction, so minimizing the prediction error, which is the pivotal objective of risk-pricing, also means
maximizing the models’ discriminating ability, which may be of greater underwriting or marketing interest. If
this is not possible, the analyst will rely on either the first or the second metric depending on the business
context. Finally, the availability of tools to interpret models should be taken into account; indeed, it may
become an essential selection criteria in some contexts where the explicability of a model is essential for
regulatory or marketing purposes.

4.3 Models’ interpretation and predictive performance results

In this section, we focus on interpreting the ML and credibility models. For that, we examine variables
importance for ML models and analyze credibility factor densities related to the best HBS models. In a
second step, we assess performance of the both approaches.

4.3.1 Models interpretation for ML

ML models have been longly considered black boxes, but methods to provide explanations of the models’
structure and provide outputs have been developed, and even in actuarial science, see, e.g., Lorentzen and
Mayer (2020). In our application, we simply focus on the variable importance analysis internally calculated by
the LightGBM model. That measure of variable importance broadly reflects the gain of using that features in
LightGBM trees to reduce the training losses. Variable importance analysis in DL models is not automatically
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calculated during the training stage and would require the use of a separate algorithm, e.g., the one with
Shapley Values (SHAP) (Lundberg and Lee 2017) that is outside the scope of this paper. Another possible
approach would be the use of permutation importance for which however there are no readily available
routines for Tensorflow Datasets. However, it is reasonable to assume that variables’ ranking are similar
between the two ML approaches.
Figure 4 displays LightGBM for the CPN, MKT and TRF approaches. The following considerations can be
drawn:

1. cat1 and cat2 are consistently ranked as the most important predictors both for MKT and CPN
approaches. Subfigures 4a and 4b, whose relative importance is markedly superior to that of the other
variables that immediately following; the ranking of the remaining variable is indeed very similar,

2. The TRF plot, Subfigure 4c, is more difficult to interpret. It indicates which variables mostly shall
be used to correct the difference between the MKT model and the CPN one. While cat1 keeps the
first place, the relative importance of other variables is higher than in the MKT and CPN plots.

(a) CPN (b) MKT

(c) TRF

Figure 4: LightBM Variable importance for CPN, MKT and TRF approaches

By construction, the ML models used here are black box and require post-hoc interpretability tools to analyze
the effect of features. Given the anonymous nature of the data, we limit ourselves to an illustration of the
overall interpretability of the variables which is relevant for an actuary to understand the overall effect of
variable on the tariff. Depending on the audience involved in the interpretability analysis (Delcaillau et al.
2022) (e.g. an actuary or a policyholder interested by its tariff), it may however be necessary to discuss in
depth the local interpretabily and variables interaction issues.

4.3.2 Models interpretation for credibility

The approach we use to select the best HBS model is based on permutations, which implicitly leads to taking
into account the importance of variable when building the hierarchical tree structure. Therefore, the structure
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Table 5: Models comparison on the test company set
Normalized Gini Actual predicted ratio MAE RMSE

Model Approach Metric Rank Metric Rank Metric Rank Metric Rank
cpn 0.9087134 7 0.7754874 15 269.2162 14 4976.958 13
mkt 0.9213489 6 0.9244061 8 207.7253 5 3194.502 3DL
trf 0.9247027 4 0.9665417 6 201.8016 4 3368.277 5
cpn 0.9242127 5 0.8408846 13 249.4886 9 4912.252 12
mkt 0.9389341 2 0.9745253 5 187.3897 2 3066.079 1BST
trf 0.9401530 1 1.0524500 7 179.0908 1 3198.866 4
cpn 0.8912439 9 0.8540033 12 266.5052 13 5723.639 15
mkt 0.9343191 3 0.9097275 9 199.3581 3 3154.323 2HBScateg
trf 0.8966275 8 0.9874937 2 246.1944 8 5125.650 14
cpn 0.8878352 11 0.9751283 4 253.0847 10 4192.023 6
mkt 0.8883086 10 1.1743643 14 240.3153 6 4583.056 10HBScont
trf 0.8856011 15 1.1436449 11 241.2772 7 4577.653 9
cpn 0.8862437 14 0.9782633 3 259.1008 12 4560.274 7
mkt 0.8871308 13 1.0107743 1 255.5869 11 4565.516 8BSbase
trf 0.8875098 12 0.8598436 10 275.3586 15 4584.378 11

of best HBS model selected in Table 4 can be compared with variable importance results depicted previously.
We note in particular the role of the variables cat1 and cat2, whose importance remains unchanged for MKT
and CPN approaches. The cat2 variable also stands out significantly for the TRF approach, which is not the
case with the LightGBM model.
Additionally, Figure 5 displays the empirical distributions of fitted credibility factors for the best HBS model
with categorical variables for the three approaches (CPN, MKT, TRF). Recall that the higher the probability
of the coefficient being close to 1, the more significant the variable is in the construction of the hierarchical
tree. For both CPN and MKT, Subfigures 5a and 5b, we observe higher credibility factors for the same
variables: cat2, cat3 and the third variable in the hierarchical structure. Whereas for TRF, Subfigure 5c,
lower credibility factors are fitted even for cat2 and cat3.
These analysis provide an empirical approach to globally measure the importance of variables on the tariff.
Unlike a black box model, these analyses are directly derived from the structure of the model. In addition,
its hierarchical structure and the value of the credibility coefficients allow to visualize the decision process of
the algorithm and the resulting local predictions similar to a decision tree. The HBS model is therefore easily
interpretable and transparent.
This approach to interpret the HBS model is however constrained by the choice of a credibility-based
approach, which therefore depends on the claims history of the policyholder. From this point of view, the
predictions of the model do not necessarily depend only on the importance of a variable, but also on the
experience accumulated on the claims history. In some situations, the seniority of the claim is not important
or recent information may better represent the current nature of the risk. Further research is needed to
develop indicators that would distinguish the relationship between variables, their effect on the rate and the
importance of past experience in a credibility framework.

4.3.3 Predictive performance analysis

Table 5 reports the predictive performance, evaluated on the company test set, for the deep learning (DL),
Light Gradient Boosting (BST) and credibility models, whereas Figure 6 displays the normalized Gini against
other metrics for each model point. The columns Approach indicates whether the model is trained on
market-only (MKT), company-only (CPN) or company data using a transfer learning approach (TRF). Again,
we stress out that the predictive performance of the different approaches are carried out on the (same) test
company dataset in order to be comparable.
First, we see that the actual/predicted ratio is between 0.9 - 1.1 for all models, but as expected company
ones are the worse. This result was indeed expected since the MKT dataset includes the company’s data. We
anticipate that as the test set considers a year different from the train and validation pools, the predictions
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(a) CPN (b) MKT

(c) TRF

Figure 5: Empirical densities of credibility factors of best HBS models

may be structurally biased as the insured risk strongly depends by the year’s context and that frequency
trending is not consider in the modeling framework at all. Nevertheless, it shows that the MKT data brings
in this case a superior experience than the use of only the CPN data.
The results obtained by the LightGBM model have the best performance with the TRF and MKT approaches
when measured by the Normalized Gini index and the MAE. We also note that the LightGBM with the
TRF approach is the best model in terms of RMSE. The HBS model built with categorical explanatory
variables performs well with the MKT approach and is the second or the third best model depending on the
metric considered. Due to its non-parametric nature, this model is very flexible to adjust to different feature
effects. We generally observe that combining company data with external market data will give a significant
advantage in predictive performance both for ML and credibility models. However, only the LightGBM
model seems to be able to exploit the TRF approach in an appropriate way. Indeed, it seems that the TRF
approach penalizes the credibility methods, which can be explained by a more important weight given to the
information related to the company.
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(a) CPN (b) MKT

(c) TRF

Figure 6: Normalized Gini against other metrics

Regarding the predictive accuracy, on the other hand, and especially for the DL models, we cannot rule out
that the superiority of TRF approaches holds for all possible ML architectures.

5 Conclusion

Credibility theory is widely used in actuarial science to enhance an insurer’s rating experience. In particular,
hierarchical models allow to take into account the effect of different covariates on the premium by splitting
the portfolio into different levels. They are easily interpretable and provide to actuaries a clear picture of the
pricing process by classifying policyholders according to their risk and claim history. However, they are not
very flexible and make it difficult to capture non-linearities or interaction effects between variables.
In this paper, we present an application of ML methods, namely the LightGBM model and a Deep-learning
model, that can be compared to the hierarchical credibility approach to transfer the experience applied on a

16



A preprint - March 15, 2023

different, but similar, book of business to a newer one. Two approaches for each model are examined: the first
one consists in using directly a ML model pre-trained on market data, while the second one relies on a transfer
learning logic where the pre-trained model is fitted on the insurer’s data. We perform our empirical analysis
transferring loss experience from an external insurance bureau to a specific company portfolio. We focus on
the global predictive performance and not individual features or cluster of exposures (e.g. zone_id) due to
the anonymized format of the data. Our approaches allow to significantly improve the prediction performance
of ML models compared to a model only trained on the insurer’s data. Our results show the interest and the
efficiency of pre-training a ML model on a reference dataset. We also observe that HBS models perform well
on the market data or the company data alone in our application, so that the transfer does not improve the
prediction power compared to the MKT or the CPN approaches depending on the chosen metrics (MAE
or RMSE). Finally, ML approaches obtain more competitive results compared to credibility models on this
dataset. However, it can be reasonable to expect that as far as the company data increases, the advantage of
the MKT and TRF approaches decreases with respect to a model trained only on company data.
Hierarchical credibility and ML models are flexible enough to deal with other types of data or business in
insurance applications when reference data is available. The only disadvantage is the training-validation-test
computation time which might be too high for big datasets. However applying MKT or TRF approaches
should be transposed to specific context by replacing a "market"/"company" situation to e.g. "holding
group"/"entity" or "company"/"line of business" situations, as in practice the loss experience of competitors
remains unknown. ML models have also an practical advantage in their implementation which is relatively
automated, while HBS model implementation may require a manual and expensive selection phase to derive
the best features combination. Moreover, the code to train the ML models shown in this study or similar
ones is readily available, cf. Appendix A.3 and also can be replicated on PCs without too much effort, should
enough computational resource be provided.
Several uses of this technique seem possible for the rating of any insurance products. In fact, while our exercise
is applied to agricultural insurance, in theory it can be applied to every insurance industry context where
the set of ratemaking variables shared between two distinct portfolios is non-empty, holding the common
ratemaking variables the same domain between the two portfolios. First, the “transfer of experience” may be
performed within the same company for example when new products, tailored for niche books of business,
are created. Initial losses estimates may be performed on the initial product and then applied as initial
scores on the newer portfolio. A second application can be considered in reinsurance. The nature of their
business allows reinsurance companies to underwrite similar risks from different primary insurers. Often, a
small proportional treaty is the way to fully overview the loss experience of a new underwritten portfolio.
When setting the reinsurance cover or when assisting their clients to set rates for new covers or new markets,
the need of blending individual and market experiences emerges, so that reinsurers can make benchmark
datasets for training ML models. However, in non-life insurance, it will be necessary to ensure that these
benchmarks contain characteristics comparable to those of the insurance product to be priced in order to
properly extrapolate the results, as previously anticipated.
Nevertheless, the models applied in this paper can be improved in different ways. HBS models used need
categorical variables, which led us to categorize the continuous variables (and to lose information). It is
an opened question if regression credibility so-called Hachemeister models could improve predictions. In
addition, the computational performance of HBS models is challenging on large insurance portfolios for
actuaries. For example, future research could focus on improving the variable selection process which is
currently cumbersome although the model is based on explicit formula. Finally, future work can explore in
how we interpret the marginal effect of explanatory variables of credibility models. A possible direction may
consist in developing summary indicators based on credibility model to assess the feature importance and the
role of policyholder’s experience.
These connections between credibility theory and machine learning techniques open some pathways for future
research. We use an empirical approach for building the hierarchical tree structure of the credibility model.
A first way of improvement consists in defining the tree structure through different partitioning tree models,
similarly to Diao and Weng (2019) where the partitioning algorithm directly includes credibility theory. From
there, it is natural to consider that such a credibility regression tree can be applied to other ensemble decision
tree algorithms, such as boosted trees. It will be interesting to measure the interest of an approach based on
transfer learning on this type of models.
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A Appendix

A.1 Rating bureaus

According to IRMI (2022), a Rating Bureau is "an organization that collects statistical data (such as premiums,
exposure units, and losses), computes advisory rating information, develops standard policy forms, and
files information with regulators on behalf of insurance companies that purchase its services". The use of
their services has become progressively less compulsory in recent decades, and their activities have become
increasingly consultative: single carries may purchase their data collection service and decide whether and how
to use them. In the US market, the most relevant rating bureaus are: NCCI (for Worker Compensation, WC),
the Insurance Service Office (ISO), that serves most personal and commercial lines, the Surety Association of
America (SAA) that operates in the surety and crime insurance, and the American Association of Insurance
Services (AAIS) specialized in many commercial lines different from WC.

A.2 Usual metrics

Consider a set of observations yi and its corresponding predictions ŷi for i = 1, . . . , n. The MAE and RMSE
metrics used are

MAE = 1
n

n∑
i=1

|yi − ŷi|, RMSE = 1
n

√√√√ n∑
i=1

(yi − ŷi)2.

These values represent the absolute, the squared norms of residual vectors.

A.3 Code

The modeling is performed using both R (R Core Team 2022) and Python (Van Rossum and Drake 2009).
The GitHub Repo provides the full code used for the computations as well as an extract of the datasets used
(with 150 zone_id randomly chosen).

A.4 Data Preparation and Anonymization

The market and company data files are loaded. An initial renaming of the variable is performed, conventionally
naming the continuous one as cont_x while the categorical one as cat_x, being x a number from one up to
the number of variables of such category. The following criterion is used to filter out anomalous observations:
presence of missing values in any of the observations, zero exposures.
Then, the available data is split threefold: the last available year has been set to the test set, while the
remaining years have been split into a train / validation set using a 80/20 ratio. Therefore we have available
three dataset for the marked data, and another three for the company one.

A.5 Other descriptive statistics

Tables 6 and 7 give descriptive statistics for cat1 and zone_id which have a large number of levels.
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Table 6: Frequency tables for zone id variable.
Market most frequent levels Company Market most frequent levels

Nb. levels 2036 2835 2779 2812 2805 2839 Nb. levels 2779 2852 2835 2812 2805 2839
2710 0.00484 0.0057 0.00587 0.00608 0.00831 0.0085 5207 0.00252 0.00276 0.003 0.00331 0.00372 0.00373

Table 7: Frequency tables for cat1 variable.
Market most frequent levels Company Market most frequent levels

Nb. levels 158 245 167 119 154 273 Nb. levels 120 245 167 119 154 273
170 0.03604 0.04879 0.05574 0.06342 0.08577 0.19843 281 0.04085 0.04758 0.04824 0.07063 0.08456 0.11705

A.6 Parameter estimation in HBS

Let g ∈ {1, . . . , G}, h ∈ {1, . . . , H} i ∈ {1, . . . , I}, j ∈ {1, . . . , Jg,h,i}. We define index subsets Ih and Hg

given the father index (h and g resp.) by Ih = {i, Θi ∈ Θ(Φh)} and Hg = {h, Φh ∈ Φ(Ψg)}. The parameters

α̂
(3)
g , α̂

(2)
g,h, α̂

(1)
g,h,i, B̂

(3)
g , B̂

(2)
g,h and B̂

(1)
g,h,i of the HBS presented in Section 2 are given in Table 8, see Theorem

6.4 of Bühlmann and Gisler (2006) for details. We refer to Section 6.6 of Bühlmann and Gisler (2006) for the
estimators τ̂2

1 , τ̂2
2 , τ̂2

3 of structural parameters τ2
1 , τ2

2 , τ2
3 .

Credibility factors Weighted means

α̂
(3)
g α̂

(2)
g,h α̂

(1)
g,h,i B̂

(3)
g B̂

(2)
g,h B̂

(1)
g,h,i

w(3)
g

w
(3)
g +

τ̂2
2

τ̂2
3

w
(2)
h

w
(2)
h

+
τ̂2

1
τ̂2

2

wi,.

wi,.+ σ̂2
τ̂2

1

∑
g

α̂
(2)
g,h

w
(3)
g

B̂
(2)
g,h

∑
i∈Ih

α̂
(1)
g,h,i

w
(2)
h

B̂
(1)
g,h,i

∑
j

wi,j

wi,.
Xi,j

Other struc. param. Weights
µ̂4 wi,. w

(3)
g w

(2)
h∑

g

α̂
(3)
g

w(4) B̂
(3)
g

∑
j

wi,j

∑
h∈Hg

α̂
(2)
g,h

∑
i∈Ih

α̂
(1)
g,h,i

Table 8: HBS parameter estimators

A.7 Generalized linear models (GLM)

GLMs, e.g. McCullagh and Nelder (1989), rely on probability distribution functions of exponential type for
the response variable. The likelihood L associated to the statistical experiment generated by Yi, i ∈ I, verifies

log L(θ | yi) = λi(θ)yi − b (λi(θ))
a(ϕ) + c(yi, ϕ), yi ∈ Y ⊂ R,

and −∞ if yi /∈ Y, where a : R → R, b : Λ → R and c : Y × R → R are known real-valued measurable
functions and ϕ is the dispersion parameter. Table 9 gives four classic examples of probability distribution
in the exponential family characterized by a, b, c and Y. Typical application of GLMs in insurance include
claim frequency modeling via the Poisson distribution, claim severity modeling via the gamma distribution,
rate modeling via the normal distribution and claim fraud modeling via the Bernoulli distribution.

Distribution λ(θ) ϕ a(x) b(x) c(x, ϕ)
Bernoulli log( θ

1−θ ) 1 x log(1 + ex) 0B(θ)
Gaussian

θ σ2 x x2/2 x2/ϕ
N (θ, σ2) − 1

2 log(2πϕ)
Gamma −1

θ
1/ν x − log(−x)

log(x/ϕ)
ϕ − log(x)

G(ν, θ) − log(Γ( 1
ϕ ))

Poisson log(θ) 1 x ex − log(x!)P(θ)
Table 9: Usual distributions in the exponential family
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A.8 DL structure

cat1 ... cat8, cont1 … cont13 : InputLayer

dense_features : DenseFeatures

dense_1: Dense

drop_out: Dropout

dense_2: Dense

drop_out_1: Dropout

dense_3: Dense

drop_out_2: Dropout

Exposure: InputLayer

dense_feature_1 : 
DenseFeatures

frequency_network: 
Dense

lambda: Lambda

add: Add

frequency_out: Dense

Figure 7: DL model structure
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