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Abstract

A fully analytical controller design is proposed to tackle a periodic control
problem for stable linear systems with an input delay. Applying the inter-
nal model control scheme, the controller design reduces to designing a filter,
which is done through placement of poles and zeros. The zeros are placed
to compensate for the harmonics and to gain the filter properness. For plac-
ing the poles, a quasi-optimal procedure is proposed utilizing the standard
LQR method. Supposing high-dimensionality of the filter due to targeting
large number of harmonics, the design as well as controller implementation
is performed over a state space representation. A thorough experimental
case study is included to demonstrate both the practical feasibility and ef-
fectiveness of the proposed control design. The experimental validation is
performed on a physical system where the goal is to reject periodic vibrations
acting on a mass-spring-damper setup where the sensor and the actuator are
non-collocated.
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control, disturbance rejection, infinite-dimensional systems.

1. Introduction

Controlling systems to behave in a repetitive fashion has been a long-
lasting demand. Such capability can help isolate the controlled object from
periodic disturbances caused by internal or external sources such as vibra-
tions. The celebrated Internal Model Principle (IMP) [7] unravels what is
required for the control system and, thus, gives a roadmap for building con-
trollers that can make a system track or reject a signal v(t) with a certain
period T , i.e. v(t) = v(t+ T ). The design process begins by choosing a suf-
ficiently accurate model for the periodic signal that captures the desired or
observed periodic signal. The accuracy of this periodic model is determined
by the number of harmonics it takes into account, i.e. the components in its
Fourier series expansion given by

v(t) =
c0
2
+

∞∑
l=1

cl cos

(
2πl

T
t− φl

)
. (1)

One can choose a finite-dimensional signal model by simply combining the
harmonic frequencies that matter for the application as in

V (s) =
1

s

k∏
i=1

1

s2 + ω2
i

, (2)

where ωi are the finitely many targeted harmonic frequencies of the decom-
posed signal in (1). On the other hand, by an appropriate choice of the delays
in the design, one can alternatively form an infinite-dimensional signal model
that can count for all harmonics as in

V (s) =
1

1− e−sT
, (3)

which ideally captures every periodic signal satisfying v(t) = v(t+ T ). Once
the signal model is chosen, the control design proceeds to finding a controller
that is capable of stabilizing the “overall” closed-loop that comprises the
system and the chosen signal model. More precisely, in this case, finding
a stabilizing controller results in placing the poles of the signal model as
the zeros of a stable sensitivity function, which in return ensures asymptotic
tracking/rejection of the signal.

Naturally, with the motivation to get the best periodic performance, there
have been attempts to design the controller stemming from IMP with an
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infinite-dimensional signal model in (3), [12], [5]. Inspired by such ideas, a
notable generalization of the signal model which utilizes more delays com-
pared to (3) showed that the increase in the number of delays can help
drastically improve transient performance and robustness against variations
in the period [15], [5], [24]. Such controller designs based on an infinite-
dimensional signal model are commonly classified under repetitive control
and have been considered for time-delay systems [22], nonlinear systems [27],
[1], [25], MIMO systems [29], [21] and distributed systems [18]. Nevertheless,
a closer look at these approaches reveals that the closed-loop in discrete time
or the modifications required to make the closed-loop stabilizable in contin-
uous time due to the facts given in [23], [11] result in eventually targeting
only finitely many harmonics properly. This fact partially justifies the design
approaches that start with a finite-dimensional signal model in contrast to
the infinite-dimensional one [13], [2], [4]. However, regardless of the chosen
method, stabilization of the closed-loop system remains challenging when
the controlled system suffers from input/output time-delays since, in such
a case, the closed-loop corresponds to an infinite-dimensional system of at
least retarded-type [20], [19]. Nevertheless, as in the case mentioned above,
introducing more delays as controller parameters can help better stabilize
the feedback [14].

In this paper, we propose a straightforward, systematic controller design
that can achieve periodic control of systems that suffer from input/output
time delays with the use of finite-dimensional signal models and adjustable
time delays. In particular, we aim for systems approximated by stable mod-
els with input delays but with no non-minimum-phases zeros which widely
represent industrial processes [9] and exploit the features they bring. The
overall controller design follows the footsteps of the previous works of the
authors [32], [30], which were limited to a specific class of systems made ap-
proximated by a first-order model and time delay thanks to additional inner
control loops. Since stable systems are considered, the framework chosen for
the control system is Internal Model Control (IMC) [8]. We note that the
chosen control framework does not fall far apart from the alternative methods
proposed in the literature since it can be extended to repetitive control when
taken into account with Youla-Kucera parameterization as in [6]. The condi-
tions required for tracking/rejecting a periodic signal and delay compensation
are derived completely analytically using the IMC framework. Subsequently,
stabilization and performance of the control system are ensured by placing
poles manually and with respect to a quadratic cost using the novel inter-
pretation of the controller as a control system on its own. Furthermore, the
effectiveness of the overall methodology is confirmed experimentally. Note
that the first ideas, as well as some preliminary results, were presented in a
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conference publication [31], where only the controller structure was proposed
and its validation was performed by simulations. Besides, the pole locations
problem remained unaddressed.

2. Controller design

As pointed out by IMP, in order to achieve the control goal, the controller
should essentially result in placing the poles of the signal model (2) as the
zeros of the closed-loop sensitivity transfer function S(s) = Y (s)

D(s)
, i.e.

S(0) = S(jωi) = 0, (4)

where Y (s) and D(s) are the Laplace transforms of the controlled output
and output disturbance, respectively. The proposed controller structure is
obtained by going backwards from a chosen reference sensitivity.

We consider a stable SISO plant

Gτ (s) =
Y (s)

U(s)
= G(s)e−sτ , (5)

where τ ∈ R, τ > 0 and

G(s) =
aαs

α + aα−1s
α−1 + ...+ a1s+ a0

bβsβ + bβ−1sβ−1 + ...+ b1s+ b0
, (6)

with the polynomials in the numerator and the denominator being Hurwitz
and satisfying β, α ∈ N, β ≥ α; and also a periodic exogenous signal v(t)
of the form with a finite Fourier Series expansion as in (2). Under these
settings, we can prescribe this reference closed-loop sensitivity as

Sref(s) =
z(s)

p(s)
=

s
∏k

i=1(s
2 + ω2

i )
∏m

i=1(s− zi)∏n
i=1(s− pi)

, (7)

where pi ∈ C−, ωi ∈ R+ and zi ∈ C denote the poles, the targeted frequencies
and the additional zeros, respectively. The motivation behind choosing this
as the reference sensitivity stems from the fact that (7) generally represents
all regular stable transfer functions that have the required zeros for track-
ing/rejection on the imaginary axis at values corresponding to the targeted
harmonic frequencies.

Based on this reference sensitivity, the controller in the IMC feedback
configuration will be designed to make the closed-loop sensitivity S(s) en-
capsulate the harmonic zeros and poles specified through Sref(s).
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2.1. Internal Model Control
IMC is the control feedback arrangement shown in Fig. 1 where a model of

the system is also incorporated in the closed loop in contrast to the classical
feedback configuration. The controlled system is expressed by the transfer
function Gs(s) paired with time delay τs. Similarly, the model of this sys-
tem is given by the pair Gm(s) and delay τm, but they are not necessarily
equal to that of the system. Finally, the controller consists of the transfer
function Q(s) and the time delay θ to be tuned during the control synthesis.
Note that, IMC framework can be viewed as a particular case of the famous
Youla-Kucera parametrization [16] (also known as Q-parameterization) ob-
tained when the considered systems are stable systems. Hence, in a control
scenario where the system assumptions made in this paper fail, one can refer
to the general framework expressed by this parameterization. However, in
the particular case where our assumptions hold, a stabilizing controller pa-
rameterized by a stable and proper transfer function Q(s) can be rearranged
to yield the IMC scheme where the Q parameter becomes the IMC controller.
As a result, stability of the closed loop is implied by a stable and proper IMC
controller which motivates the adoption of IMC framework for the systems
we consider. Nevertheless, the parameterization does not shed light on how
this parameter should be selected. From this perspective, the subsequent
work presented below can be regarded as a way of choosing this parameter.

Q(s)e−sθ

Controller

Gs(s)e
−sτs

System

Gm(s)e
−sτm

Model

-

-

u y

ym

d
r

Figure 1: The Internal Model Control scheme

The sensitivity transfer function S(s) of this scheme is given by

S(s) =
1−Q(s)Gm(s)e

−s(τm+θ)

1 +Q(s)(Gs(s)e−s(τs+θ) −Gm(s)e−s(τm+θ))
. (8)

Without any assumptions, it corresponds to a retarded time-delay system
with infinitely many zeros and poles since the numerator and the denomi-
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nator are quasi-polynomials. Nevertheless, under an ideal case given by the
following definition it nominally becomes finite-dimensional:

Definition 2.1 (Ideal Configuration). In the ideal configuration i.e. when
Gs(s) = Gm(s) = G(s) and τs = τm = τ , the infinite-dimensional sensitivity
(8) of the IMC scheme shown in Fig. 1 reduces to the finite-dimensional ideal
sensitivity

S(s) = 1−Q(s)G(s)e−s(τ+θ). (9)

Remark 1. An important observation is that, whether the ideal configura-
tion holds or not, the numerator in (9) remains unchanged and depends on
the identified model and the controller. Hence, the regulation properties of the
closed-loop are invariant to system/model mismatch, which motivates to use
the ideal configuration to find the conditions the controller needs to satisfy.

Proposition 1. Under the ideal configuration, i.e., when the model and the
system perfectly match, the controller structure constructed as

Q(s) =
1

G(s)
F (s), (10)

where F (s) is a low-pass filter with properties

F (0) = |F (jωi)| = 1, (11)
∠F (jωi)− ωi(τ + θ) = 2πh, h ∈ Z, (12)

satisfies periodic control condition (4).

Proof. Substituting controller structure (10) into ideal sensitivity (9) yields

S(s) = 1− F (s)e−s(τ+θ). (13)

The required properties for the filter are obtained by reflecting condition (4)
to (13). ■

Remark 2. Since systems with non-minimum phase zeros are excluded from
the study, the inverse of G(s) can be directly incorporated into the con-
troller, rendering point-wise approximation of the inverse of G(s) unneces-
sary. Hence, the transient behavior of the closed loop is set dominantly by
the filter, simplifying the design steps.
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2.2. Filter structure
Any filter-delay combination satisfying conditions (11)-(12) leads to a po-

tential realization of the controller (10), provided that the controller is causal.
This fact leads to various different approaches to exist for the decision of
these components. For instance, in our previous work [32], an analytical fil-
ter design based on the combination of a second- and a first-order filter was
proposed for each targeted frequency and was shown to be capable of sup-
pressing several frequencies simultaneously when combined. Alternatively, in
[30], a design method based on replacing the lumped delay θ in the controller
with a distributed delay was proposed. The distributed delay had structure
1
s

∑N
i=0 aie

−sθi and was shaped by tuning the gains ai rather than θi. However,
the previous proposed approaches relied on the assumption that the control
system had an inner control loop that made the system approximable by a
first-order model with time delay. With the following proposition, a con-
troller can be designed directly using the plant model expressed as general
as in (6).

Proposition 2. Let ωb be the so-called base frequency, such that ωb ≤ ωi

and ωi

ωb
∈ Z, ∀i = 1, ..., k. Based on the ideal configuration, the filter con-

structed as
F (s) =

p(s)− z(s)

p(s)
, (14)

where p(s) and z(s) correspond to the denominator and numerator of the
reference sensitivity in (7), respectively, satisfies condition (4) provided that
the controller delay is

θ =
2πlb
ωb

− τ ≥ 0, (15)

where lb =
⌊
τωb

2π

⌋
+ 1.

Proof. Since, by definition of z(s) in (7), F (0) = F (jωi) = 1, ideal sensitivity
(9) at targeted frequencies becomes

S(jωi) = 1− e−jωi(θ+τ). (16)

Requiring condition (4) to hold leads to (15). Note that if ωb(τ + θ) is an
integer multiple of 2π then so as ωi(τ + θ) = γωb(τ + θ). ■

Remark 3. In terms of polynomials p(s) and z(s) of the reference sensitivity
(7), the sensitivity of the IMC scheme (13) can be expressed as

S(s) =
p(s)

(
1− e−s(τ+θ)

)
+ z(s)e−s(τ+θ)

p(s)
. (17)

7



Thus, next to preserving the imaginary axis zeros, it preserves the poles p(s).
Due to the quasi-polynomial nature of the numerator, compared to (7), it
has infinitely many additional zeros. The references match each other for
τ + θ = 0.

2.3. Quasi-optimal filter design in state-space form
Proposition 2 suggests a general filter structure for which the required

zeros for periodic control are placed to the sensitivity simply through z(s)
such that z(0) = z(jωi) = 0 and the stability of this sensitivity is ensured by
setting p(s) as Hurwitz. Nevertheless, for the controller to be physically im-
plementable, the relative order of the filter has to be no less than the relative
degree of the system model, i.e., nr ≥ β−α. This requirement on the relative
degree can be achieved using the auxilary zeros denoted by zm and can be
easily satisfied when formulated in state space. Note that forming the filter
and therefore the controller in the state-space representation is beneficial also
from the implementation point of view. The multi-harmonics compensation
regularly leads to high order of the filter (14), the implementation of which
directly in the transfer function form can be numerically risky due to forming
the higher order polynomials from poles and zeros.

Proposition 3. Let Σ(A,B,C,D) be a minimal state-space realization of
the reference sensitivity in (7) such that det(sI − A) = p(s) and C(jωiI −
A)−1B = −D. Then, for a fixed output matrix C and D = 1, the filter given
by (14) that targets harmonic frequencies ωi, i = 1..k with desired relative
degree nr has a unique input matrix B satisfying

CA−1

ℜ(C(jω1I − A)−1)
ℑ(C(jω1I − A)−1)

...
ℜ(C(jωkI − A)−1)
ℑ(C(jωkI − A)−1)


(2k+1)×n

B =



−1
−1
0
...
−1
0


(18)

and 
C
CA
...

CA(nr−2)


m×n

B =


0
0
...
0

 . (19)

Consequently, the state space representation of the filter F (s) given by (14)
reads as Σ(A,B,−C, 0).
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Proof. It is easy to observe that (14) can be expressed as F (s) = 1−Sref(s)
which gives state-space of the filter as Σ(A,B,−C, 1 − D). Thus, in order
to have nr ≥ 1, it is necessary that D = 1. Subsequently, this implies
that (7) has to correspond to a biproper transfer function, i.e. n = 2k +
1 + m. Based on this observation, for a fixed C, one can derive n linear
equations to uniquely find B. The first 2k + 1 equations expressed by (18)
are obtained by imposing (4). The rest n− 2k − 1 equations are introduced
by the condition (19) for the relative degree which follows from letting the
occurring derivative terms of the state and the input have zero coefficients
after taking the derivative of the output for nr times. Notice that, from
(19), the number of auxiliary zeros is related to the desired relative degree
by m = nr − 1. Hence, based on the specified k and nr, we can form n
equations from which B can be found uniquely. ■

Proposition 3 clearly shows the roles of the zeros: some zeros are placed
to achieve periodic control, and the rest are placed to make the controller
physically realizable.

Additionally, it is necessary to place the poles of the filter, i.e. the eigen-
values of the matrix A. For achieving the periodic control task, any position
of the poles on the open left-half plane is possible. However, their unsuitable
distribution may have negative consequences on transients of the control sys-
tem. Therefore, we adopt the standard LQR approach [17] to place most of
the poles.

Rearranging the filter structure as

F (s) =
p(s)− z(s)

p(s)
=

p(s)−z(s)
z(s)

1 + p(s)−z(s)
z(s)

(20)

and introducing the new variable η(s) := p(s)− z(s), the filter structure can
be considered as a closed loop system with a controller η(s) and a marginally
stable plant 1

z(s)
. First, in the following proposition, we derive η(s) for a

signal model (2) only, i.e. considering 1
z(s)

= V (s) and thus z(s) being free of
auxiliary zeros. The proposed approach is directly applicable for designing
LQR optimal filter with relative degree nr = 1. Subsequently, we address
the generalization for more common filter structure with nr ≥ 1, leading to
quasi-optimal solution.

Proposition 4. Let Σ[AR, BR, CR, DR] be a minimal state-space realization
of the signal model V (s) given by (2). Let its state, input and output vectors
be denoted by xR, uR and yR, respectively. Additionally, let Kη be the vector
containing the coefficients of η(s) such that η(s) = Kη [1 s ... sn−2 sn−1]

⊺.
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The optimal coefficients for η(s) that minimize the quadratic cost function∫ ∞

0

x⊺
RQxR + u⊺

RRuR dt (21)

is given by
Kη = KO−1

R , (22)
where OR is the observability matrix of the signal model and K is the optimal
state-feedback gain minimizing the cost function for the filter in the state-
feedback configuration shown in Fig. 2. Additionally, the resulting optimal
filter with the optimal η(s) has a relative degree nr = 1.

ẋR = ARxR +BRuR

Signal Model

K

K-
xRuf yf

F (s)

Figure 2: The filter structure in state feedback form for nr = 1.

Proof. Based on the state-space representation of 1
z(s)

= V (s) we can express
the filter as the interconnection of

sXR(s) = ARXR(s) +BRUR(s), (23)
YR(s) = CRXR(s) +DRUR(s), (24)

with UR(s) = Uf (s)−η(s)YR(s) and Yf (s) = η(s)YR(s). Since we seek a η(s)
that stabilizes the system, without loss of generality, we can set uf (t) = 0.
This yields the feedback effect to be expressed as

UR(s) = η(s)YR(s) (25)
= Kη

[
1 s ... sn−2 sn−1

]⊺
YR(s), (26)

which in time-domain corresponds to

uR(t) = Kη


yR(t)
ẏR(t)

...
y
(n−1)
R (t)

 = Kη


CR

CRAR
...

CRA
n−1
R


︸ ︷︷ ︸

OR

xR(t). (27)
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Note that, due to having the relative order of 1
z(s)

equal to n − 1, we have
CRA

r
RBR = 0 for r = 0, 1 . . . n− 2, which in return gives rise to the observ-

ability matrix OR. Notice that the final form of (27) corresponds to the state
feedback with gains K := KηOR and allows the closed loop to be represented
as in Fig. 2. Hence, using the standard LQR approach, one can find K that
optimally stabilizes the closed loop with respect to cost (21). Since the state-
space realization of 1

z(s)
is minimal, O−1

R exists and can be used to find Kη

as in (22). Lastly, since the degree of η(s) is related to the relative degree of
the filter through deg(η(s)) = n− nr, the resulting filter has nr = 1. ■

Applying the Proposition 4 the LQR optimal filter (14) with nr = 1 is
given by

ẋR = (AR −BRK)xR +BRuf , (28)
yf = KxR. (29)

For filters with nr > 1 resulting to z(s) with auxiliary zeros, the approach
proposed in Proposition 4 cannot be applied directly. Since the high-order
terms of η(s) are set to zero to achieve the desired relative degree, the K-
feedback is not taken from the full state. A practical way to solve the task
is to expand the dynamic matrix of the filter to

A =

[
AR −BRK 0

0 Arel

]
, (30)

where Arel ∈ R(nr−1)×(nr−1) is a Hurwitz matrix with nr−1 pre-selected poles,
possibly located sufficiently far from the spectrum obtained by LQR design
so that their effect on the overall dynamics is minimal and its performance
is close to optimal.

Before moving forward to forming the overall IMC controller, let us out-
line the overall procedure of designing the state space realization Σ(A,B,−C, 0)
of the filter F (s):

1. According to Proposition 4, select Q and R and obtain K by solving
LQR problem (21) for the signal model (2) with AR, BR.

2. Pre-select the nr−1 poles of the matrix Arel and form the filter dynamics
matrix A as in (30).

3. By Proposition 3, for a fixed C determine B by solving (18)-(19). Note
that, for convenience, the matrix C can be chosen to consist of only
ones i.e. C = [1 1 ... 1] to ensure that all states reflect on the system
output regardless of the structure of matrix A.
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2.4. State space representation of IMC controller
The overall IMC controller Q(s)e−sθ is given in the state-space form

ẋQ(t) = AQxQ(t) +BQuQ(t), (31)
u(t) = CQxQ(t− θ) +DQuQ(t− θ), (32)

where uQ(t) and u(t) are the input and the output of the controller respec-
tively. From the possible state-space representations, a straightforward for-
mulation of the system matrices can be obtained as follows. Let Q(s) =
F (s)Gα(s)Gβ(s), where Gα(s) = (aαs

α + aα−1s
α−1 + ... + a1s + a0)

−1 and
Gβ(s) = bβs

β + bβ−1s
β−1 + ...+ b1s+ b0, then

AQ = Ã =

[
A 0

−BαC Aα

]
, (33)

BQ = B̃ =

[
B
0

]
, (34)

CQ =
[
bβ bβ−1 . . . b1 b0

]


C̃Ãβ

C̃Ãβ−1

...
C̃

 , (35)

DQ = bβC̃Ã(β−1)B̃, (36)

where Σ(Aα, Bα, Cα, Dα) is a minimal state-space realization of Gα(s) and
Σ(Ã, B̃, C̃, 0) is a representation of F (s)Gα(s), with C̃ = [−DαC Cα]. Sub-
sequently, combining Σ(Ã, B̃, C̃, 0) with Gβ(s) yields the CQ and DQ con-
troller matrices.

2.5. Robustness against model/plant mismatch
The ideal configuration does not apply to physical realizations, since in

practice there will always be an unaccounted part of the system dynamics
in the model. However, due to the internal model in the IMC scheme and
the fact that the spectral abscissa of the time-delay system continuously
varies with respect to the coefficients of the characteristic equation [20], the
closed loop inherently attains a certain level of robustness against mismatches
between the system and its model. Nevertheless, the well-known Small Gain
Theorem [26] can be used to investigate and improve the robust closed-loop
performance with the proposed filter in a more quantitative manner:

Proposition 5. Consider the mismatch between the system and its model
∆(s) := Gs(s)e

−sτs −Gm(s)e
−sτm, based on the Small-Gain Theorem, a suf-

ficient condition to ensure the stability of the closed-loop scheme with sensi-
tivity (8), is given by

||∆(jω)Q(jω)||∞ < 1, (37)
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where Q(s) is the IMC controller as in (10).

Proof. The close-loop mapping from R(s) to Y (s) can be found as

Y (s) = Gs(s)Q(s)e−s(τs+θ) 1

1 + ∆(s)Q(s)e−sθ
R(s). (38)

Notice that, Gs(s)Q(s)e−s(τs+θ) is stable by construction. Hence, the closed-
loop transfer function is stable if and only 1

1+∆(s)Q(s)e−sθ is stable. Regarding
the latter expression as a closed-loop transfer function on its own and then
applying Small Gain Theorem gives (37). ■

Nevertheless, note that the term ∆(s)Q(s) in Proposition 5 generally cor-
responds to infinite-dimensional system. Therefore, its H∞-norm should be
evaluated with this fact in mind. Since the systems and controllers consid-
ered are SISO, one can refer to the method proposed in [10] for an effective
way to calculate the H∞-norm. In the case where the perturbation that
causes the mismatch is known, one can also use the spectral distribution to
assess the stability in a root-locus fashion. For more insight about the effects
of plant/model mismatch on control performance, see [3].

3. Experimental case study validation

The proposed controller design and its performance are experimentally
tested on a sixth-order system corresponding to the serially connected mass-
spring-damper with two actuators depicted in Fig. 3. The goal is to control
the position x2 of the mass m2 by the actuator u with output feedback
despite the oscillations caused by the actuator dF and the artificially added
input delay of τ = 0.2 s located at the input u. The disturbance enters
the configuration in the form of force dF which is a sawtooth with period
T = 0.5 s, i.e. with base frequency ωb = 4π rad/s (fb = 2Hz).

Figure 3: Scheme of the laboratory setup
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Figure 4: Mechatronic implementation of the laboratory setup

3.1. Instrumentation and mechatronic design
The mechatronic implementation of the laboratory setup sketched in

Fig. 3 is shown in Fig. 4. The setup is made up of three carts denoted by
their masses m1, m2 and ma. The carts m1 and m2 are mounted on the base
rail and the cart ma is placed on a rail mounted at the top of m1. The carts
are free to move along their axis given by their respective rails thanks to in-
dustrial ball bearings. The interconnection of the masses is achieved through
the springs connected, as illustrated in the scheme in Fig. 3. For damping,
no exclusive components are used; the illustrated damping elements capture
those yielded by inherent damping of the springs in combination with vis-
cous friction. Note that the non-linearity brought about by dry friction is
neglected and serves as model uncertainty.

The displacements of the carts are measured via a multipole magnetic
strip, located just below the ground rail, with a resolution of 25 µm. Each
cart is equipped with an AMS AS5304 incremental position sensor with Hall
elements reading a quadrature signal. Actuation of the setup is achieved
through two linear voice-coil motors (LVCM): The Moticont LVCM-032-076-
20 placed between m1 and ma generates the periodic disturbance dF . The
LVCM AVM40-20-0.5 by Akribys installed between ground and m1 generates
the control actuation of the system corresponding to the manipulated variable
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Figure 5: Response of mass m2 to a unit step input from u initiated at t = 0 s. Notice
that the effect of the added input-delay τ = 0.2 s is visible in the beginning.

u. Both LVCMs are driven by two custom-made Industrial Control Units
(ICUs) from PearControl.

The discrete-time form of the IMC controller (31)-(32) is obtained by
the zero-order hold method with a sampling of 1 kHz and is implemented
by LabVIEW™ to be performed by the CompactRIO controller (cRIO-9068).
CompactRIO controller consists of a microprocessor and an FPGA module.
The microprocessor computes the nominal forces u and dF . The FPGA
module is used to (i) read the RS-422 quadrature incremental signals from
position sensors using the NI-9401 digital input-output card, (ii) decode to
increment or decrement the relative positions x2, and (iii) command the ICUs
to control the LVCMs. Both voice coil motors operate in the force regime.
The nominal values of the actuation force u and the disturbance force dF to
be applied to the moving carts are transmitted from the serial card NI-9870
via RS-232 to the ICU. Both the reading of the quadrature signals together
with its decoding and the transmission of the reference forces through RS-232
are also implemented in LabVIEW™.

3.2. Parameter identification and output disturbance analysis
Despite the fact that the masses and spring constants are known, the

difficulty of identifying the damping induced by friction makes physics-based
identification of the system challenging. For this reason, a model is derived
based on the measured input-output signals of the original system. This ap-
proach is not only effective but also more suitable for industrial applications.
Measurements for the identification procedure for model Gτ (s) are performed
by recording the response of the position x2 for a square wave given through
input u with an amplitude of 8N and a period of 8 s. Identification of the
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Figure 6: (Top) A single period of the acting disturbance in time domain and (Bottom)
its composition in terms of harmonics as in (1).

model Gτ (s) that maps the control actuation u to the regulated position x2

is achieved using MATLAB’s tfest function, and is obtained in the form
(5) comprising G(s) given by (6) with α = 2, β = 6 and parametric values
b0 = 3 × 109 , b1 = 3.3 × 107, b2 = 8.4 × 106, b3 = 5.2 × 104, b4 = 5764,
b5 = 4.2, b6 = 1, a0 = 1.031× 106, a1 = 4991, a2 = 1258 and the time delay
τ = 0.2 s. The identified model is applied within the IMC scheme in Fig. 1,
considering Gm(s) = G(s) and τm = τ .

The effectiveness of the identification is demonstrated in Fig. 5 by com-
paring the measured response with the simulated response of the identified
model. Notice that in the dynamically distinct part of the response, the
match is almost perfect. However, the full accommodation at the equilib-
rium position of the cart m2 takes longer for the simulation model. This
is due to the slight dry friction forces present in the setup, which silence it
sooner compared to the linear model with asymptotic behavior.

Next, in Fig. 6 we provide a projection of the 2Hz sawtooth signal acting
on the input dF to the output disturbance d. In addition to the period
profile, the coefficients ci of the Fourier series expansion (1) are shown. As
can be seen, the signal is composed of six dominant harmonics. In order
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Figure 7: Comparison of filters with nr = 5 but different Arel with respect to optimal filter
with nr = 1. "Low","Mid" and "High" imply the relative increase in |ℜ(σ(Arel))|. The
filter utilized in the experiment corresponds to the one with ℜ(σ(Arel)) ≈ −100.

to demonstrate the controller design capability and in order to eliminate
even slight residual oscillations, we subsequently target k = 8 harmonics
ωi = iωb, i = 1...k.

3.3. Controller design
Since the identified model Gτ (s) has a relative order of 4, the relative

order for the filter is chosen as nr = 5 to yield a causal controller with a
relative order one. Thus, due to k = 8, the filter F (s) order is n = 21 and
the order of the IMC controller (31)-(32) is n+ α = 23.

First, the LQR problem (21) with selected Q = 1000I17×17 and R = 1
is solved using MATLAB’s lqr function for the state space representation
Σ[AR, BR, CR, DR] of the signal model (2) built for the targeted frequencies,
providing K. Next, the matrix A21×21 given by (30) is supplemented by
Arel matrix in Jordan canonical form with eigenvalues placed in proximity
to −100, i.e., ℜ(σ(Arel)) ≈ −100. Prefixing C1×21 = [1, 1, ...1], subsequently
B21×1 is found using conditions (18) and (19).

The step response of the resulting filter F (s) is shown in Fig. 7 in contrast
to the optimal filter (28)-(29) and other expansions of the optimal filter with
different ℜ(σ(Arel)). As can be seen in the figure, placing the poles of Arel

further to the left in the complex plane makes the expanded filter behave
similarly to that of the optimal one. Nevertheless, placing them too far can
cause stiffness issues when discretizing the controller and prevent its physical
realization. Therefore, a compromise between optimal behavior and physical
realization must be made when placing the poles to account for the relative
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Figure 8: (Top) Pole-zero spectra of the ideal sensitivity (9) i.e. when Gs(s) = Gm(s).
(Bottom) Spectrum of the non-ideal sensitivity given by (8) when system is perturbed
as Gs(s) = Gm(s) 0.9

0.05s+1 . Notice the formation of a chain of infinite poles asymptotically
converging to that of the zeros in contrast to ideal spectrum.

degree of the filter. For our setting, letting ℜ(σ(Arel)) ≈ −100 is a feasible
solution that forms an acceptable trade-off.

Consequently, the IMC controller (31)-(32) with the matrices formed as
described in Section 2.4 and the additional controller delay θ = 0.3 s obtained
by (15).

3.4. Spectral and frequency domain analysis
First, we analyze the spectral features of the resulting sensitivities, both

ideal and perturbed, with the generated controller having the spectra of poles
and zeros shown in Fig. 8, which were computed by the QPmR algorithm
[28]. For the ideal sensitivity (9) there are finitely many poles imposed within
the design that are all in the stable region. The poles in the top middle figure
correspond to those placed by the LQR and the four poles seen in the top left
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Figure 9: Frequency response of the sensitivity

are those induced by Arel, all together reaching to a total of 21 poles. On the
other hand, there are infinitely many zeros that form a chain due to the fact
that the numerator in (9) is a quasi-polynomial. However, notice that the
harmonic zeros that we prescribed through the reference sensitivity (7) are
placed exactly on the imaginary axis at the desired positions. The required
filtration performance for the prescribed zeros is documented in Fig. 9 with
the frequency response of the sensitivity (9). As can be seen, the magnitude
features zero values for the frequencies ωk = 2πk, k = 1..8 imposed by the
design. The frequency response also reveals the performance of the closed-
loop from two robustness aspects, namely, the H∞-norm and the robustness
against frequency variation . Having |S(jω)|∞ < 2 suggests that the closed
loop has a relatively good robustness against plant/model mismatch.

In order to demonstrate the robustness of the formed control system, the
ideal assumption is dropped by perturbing the system by Gs(s) = Gm(s)

0.9
0.05s+1

.
The bottom graph of Fig. 8 shows the resulting spectrum for the perturbed
case, in which both zeros and poles are now infinitely many due to the fact
that the sensitivity corresponds to an infinite-dimensional system of retarded
type. Nevertheless, despite steering away from the finite-dimensional case,
notice that the placed zeros are not affected by this perturbation and the
poles are still in the stable region. As can also be seen, with the growing
magnitude of the poles, they tend to match the position of the zeros.

3.5. Experimental Results
The proposed IMC controller (31)-(32) is discretized by a zero-order hold

method and implemented in LabVIEW™ on the setup hardware described in
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Figure 10: Disturbance rejection performance of the proposed controller. The vertical
dashed line indicates the activation moment t = 5.5 s of the controller. (Top) Transient
behavior of the resonating structure relative to mass m1 i.e. ∆x = x1 − xa (Middle)
Control signal u given by the IMC controller. (Bottom) Measured position of mass m2.

Section 3.1. As the results of the experiments are close to being ideal, we
omit simulation-based analysis and present the experimental results directly
in Fig. 10. In the time range t ∈ [0, 5.5] s we can observe the passive response
of the set-up to the 2Hz saw-tooth excitation at the disturbance force dF .
As can be seen, it results in a distinct periodic motion at the controlled
output x2. A single period of passive motion is shown in Fig. 6 accompanied
by spectral analysis already discussed above. The controller is turned on
at t = 5.5 s and, as can be seen from the middle graph, starts generating
the control action after a small delay caused by the controller’s own. Once
the control action starts to take effect, almost ideal rejection is achieved
as clearly visible in the bottom graph. The exemplary performance of the
proposed controller is demonstrated in video1 of another experiment with

1https://control.fs.cvut.cz/en/aclab/experiments/imcpz
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a longer time range, where, additionally, the reference tracking ability is
demonstrated.

4. Conclusion

As stated by the Internal Model Principle, the design of controllers for
tracking/rejection essentially corresponds to a stabilization problem. In fact,
based on the proposed filter structure (14), which can be viewed as a struc-
tured Youla-Kucera parameter, it was shown that this stabilization problem
can be reduced to the stabilization of the chosen signal model. Additionally,
forming the controller in the Internal Model Control configuration not only
helped the closed-loop to be stable when the system suffers from delays but
also revealed that the negative effects of system delay on tracking/rejection
can be compensated by an additional delay in the controller. Within this
framework, the controller can be designed in a straightforward manner com-
pletely analytically for a given stable system without non-minimum phase
zeros as in (6). The findings were experimentally validated. Future work will
investigate the filter design where the polynomials p(s) and z(s) are relaxed
to be quasi-polynomials.
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