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Abstract. While studying objects presented in paintings, art history
specialists identify their significance, symbolic meaning and historical
context. Analyzing big artistic collections can be very time-consuming
for the specialists. The search could be relieved by using modern object
detectors. However, object detectors have poor performance on artistic
images. This problem could be solved by fine-tuning them on special-
ized annotated datasets. In this paper, we explore the possibilities of
using open-vocabulary foundation models for dataset annotation in a
semi-automated manner. We propose an approach for artistic dataset
annotation for object detection task based on a small set of images an-
notated on image-level and using Vision Transformer for Open-World
Localization (OWL-ViT2) model, the YOLO object detector and an ap-
proximate nearest neighbour oh yeah (ANNOY) algorithm. We extend
the existing DEArt dataset by 97.2% and introduce the way of adding
new classes without exhaustive annotation. With the extended version
of the dataset, we achieve 12.2% increase of mAP0.5 metric on average
on the test data compared to the model trained on the original dataset.

Keywords: Open-vocabulary object detection · Weekly supervised de-
tection · OWL-ViT2 · YOLOv8 · Artwork analysis

1 Introduction

Object detection task can be solved using modern deep learning models pre-
trained on large photographic datasets such as COCO [18], Open Images [17],
and others. These models could potentially be used for object detection in art-
works using the transfer learning technique. But the objects in paintings dif-
fer significantly from the photographs by the different styles of the artists and
techniques used. This variability leads to a decrease in the precision of object
detection. The art history specialists are interested in specific objects which very
often have symbolic meanings and usually are not present in the modern datasets
(e.g ., knight, skull, crucifixion) or represent imaginary beings (e.g ., centaur, uni-
corn, dragon). One of the possible solutions to deal with these problems is the
fine-tuning of a pre-trained model on an artistic dataset.
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Fig. 1: Proposed pipeline to artistic dataset annotation using image-level annotations,
open-vocabulary detector and ANN search.

The contributions of this work are the following:

– We propose a semi-automated approach to data annotation based on using
open-vocabulary object detection foundation models illustrated in Fig. 1. We
demonstrate that the proposed approach increases F1 scores, mAP50, and
mAP50-95 metrics on average for 5 experiments for most extended classes.

– We work on the DEArt dataset presented in [35], considered as the most
appropriate dataset for object detection in paintings. We extend the object
detection dataset by more than 14700 images with an average augmentation
of instances for each selected class of 268%. Also, we add 4 new classes
’candle’, ’pomegranate’, ’sail’, and ’umbrella’ which can be interesting for
specialists in art history.

– In order to promote the reproducible research, we make the dataset and code
publicly available1.

This work is a part of an interdisciplinary project that involves the partici-
pation of specialists in computer vision and art history2.

The paper is organized as follows: Sec. 2 deals with the current state of the
art in open-vocabulary object detection and object detection in the cultural
heritage domain. Sec. 3 presents datasets used and preliminary study of the
models used. Sec. 4 focuses on the proposed approach. In Sec. 5 we discuss the
results of experiments. Sec. 6 concludes the paper and outlines direction for
further research.

2 Related works

2.1 Open-vocabulary object detection

It is possible to define three main groups among the traditional object detection
methods [5]: (i) region-based methods, such as Mask R-CNN [16], Feature Pyra-
1 https://gitlab.liris.cnrs.fr/anr-aaa/eccv-ai4dh-2024
2 https://icar.cnrs.fr/aaa
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mid networks [23], Faster R-CNN [34], (ii) pixel-based methods, such as SSD [25],
YOLOs [1,33,38], FCOS [37], and (iii) query-based methods, such as DETR [4],
Deformable DETR [43]. Using traditional object detection methods with custom
datasets is usually limited to a relatively small number of classes in the datasets
because the process of data annotation is costly and time-consuming.

Today, there is an increasing attention to solve the object detection task for
custom datasets using open-vocabulary object detection [41]. Open-vocabulary
object detection models enable the detection of objects beyond pre-defined classes.
These models are based on using image-text pre-training. Vision-language mod-
els like CLIP [32] are trained for the representation of image-text pairs in a mul-
timodal embedding space, which allows for a given sample from one modality to
find a corresponding sample of the other modality. In the last years, a variety
of open-vocabulary methods is proposed among the recent ones are Ground-
ing DINO [42], OWL-ViTs [30, 31], YOLO-World [5], and Florence-2 [40]. We
describe them shortly in the following paragraphs.

Grounding DINO is built upon an end-to-end transformer-based detector
DINO [42] by performing vision-language modality fusion at different phases,
including a feature enhancer, a language-guided query selection module, and a
cross-modality decoder. This model has a dual-encoder-single-decoder architec-
ture with an image and a text backbone for image and text feature extraction
respectively, a feature enhancer for image and text feature fusion, a language-
guided query selection module, and a cross-modality decoder [24]. Image features
are extracted with an image backbone like Swin Transformer [26], and text fea-
tures are extracted with a text backbone like BERT [8]. Grounding DINO takes
the given image-text pair and returns multiple pairs of object boxes and noun
phrases describing the content of the boxes.

The OWL-ViT models [30, 31] use a standard vision transformer as the im-
age encoder and a transformer architecture as the text encoder. The OWL-ViT
model contrastively pre-trains image and text encoders on large-scale image-text
pairs, then adds detection heads, and is fine-tuned on detection data.

YOLO-World model is the open-vocabulary object detector pre-trained on
large-scale datasets. YOLO-World is a real-time object detection model which
has a high inference speed, unlike previously discussed models. The architecture
of the YOLO-World model consists of a YOLO detector, a text encoder, and a
re-parameterizable Vision-Language Path Aggregation Network [5].

Florence-2 is a vision foundation model with a unified, prompt-based rep-
resentation which takes text-prompts as task instructions and generates results
in text forms [40]. This model stands out from the previously mentioned one
due to its ability to tackle a broader range of tasks, including captioning, ob-
ject detection, grounding, and segmentation. The model uses a vision encoder to
extract image embeddings, which are then concatenated with text embeddings
and processed by a transformer-based multi-modal encoder-decoder to generate
the response.

Open-vocabulary object detection models could be used for auto-labeling
object detection datasets automatically or in a weekly supervised manner us-
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ing image-level annotations. This approach is commonly used for photographic
datasets though it is not effective for artistic datasets because the modern open-
vocabulary models were mostly trained on photographs but object representation
in artistic datasets differs from real-life objects by style and technique used by
the artist (we demonstrate some practical results in Sec. 3.2). Moreover, adding
new classes requires significant time because of relatively big inference time of
open-vocabulary models.

2.2 Object detection in artworks

Modern object detectors have demonstrated significant success in object detec-
tion with fixed vocabulary for natural image datasets. Meanwhile, the task of
object detection in artistic datasets remains quite challenging and has been less
studied. Most existing artistic datasets are extensively used in classification and
retrieval tasks, among them Wikipaintings [19], Painting-91 [20], MultitaskPaint-
ing100k [27], Rijksmuseum [28], OmniArt [36], VGG Paintings [6], ArtBench-
10 [22], and others. Artworks in these datasets are annotated on image-level
with art attributes or/and with textual descriptions like SemArt [10]. There are
not so many specialized artistic datasets oriented on object detection. In the
following paragraphs, we discuss them and how they are used for solving object
detection task in artworks.

The work [11] is focused on people detection in cubist paintings. In this
work, four detection methods are compared: Dalal and Triggs [7], deformable
part-based models [9], Poselets [2,3], and R-CNN [13]. The object detectors are
trained on a set of 218 Picasso paintings that have titles indicating that they
depict people, the paintings in this dataset are annotated with the single class
’person’. In [39], authors introduce People-Art dataset which contains photos,
cartoons and images from 41 different artwork movements. The artistic dataset
is annotated with bounding boxes for the single class ’person’. This dataset is
considered challenging because of the high variability in styles and techniques.
For solving object detection task, authors fine-tune Fast R-CNN model [12] on
the introduced dataset.

In [14, 15], authors work on weekly supervised object detection in artworks
using only image-level annotations. The authors propose a model to solve the
multiple instance problem for weekly supervised object detection and introduce
the IconArt dataset which contains 5955 paintings from Wikicommons, the art-
works are dated from the 11th to the 20th century. The dataset is annotated
with 7 classes on the image-level, test dataset of 1480 images is annotated on
object-level with classes ’angel’, ’child Jesus’, ’crucifixion’, ’Mary’, ’nudity’, ’ru-
ins’, and ’Saint Sebastian’. In [18] a dataset comprising 58,672 artistically styled
images is created using AdaIn style transfer applied to images from the COCO
dataset. This dataset is used for fine-tuning a Faster R-CNN object detection
model [34]. The fine-tuned model is evaluated on the People-Art test dataset,
demonstrating an improvement over the existing state-of-the-art. Despite being
the largest artistic dataset for object detection, StyleCOCO includes only classes
presented in the COCO dataset. Art history specialists, however, are interested
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in classes depicting imaginary beings, such as pegasus and centaur, or religious
objects which are commonly not present in photographic datasets. In [17] the
dataset for medieval musicological studies is introduced. This dataset contains
693 samples in five classes: ’book’, ’folio’, ’phylactery’, ’lectern’, and ’altar’. The
authors propose the technique for performing few-shot object detection based
on bi-stage training, in which the first stage tries to improve on the object lo-
calization process for the new classes and the second stage aims to improve the
image classification and fine-tuning of the pre-located coordinates. Authors [29]
use pre-trained GLIP [21] vision-language model for the generation of bounding
boxes for the objects’ classes from the COCO dataset. The feasibility of the ap-
proach is evaluated on the People-Art test set which contains a unique class –
’person’.

In [35] the DEArt dataset is introduced. This dataset is oriented on the
detection of iconographic elements in artworks that are specific to art history.
The DEArt is focused on European art and contains more than 15000 paintings
from the 12th to the 18th centuries. The dataset is annotated with 69 classes
(in the current version of the dataset the new 70th class ’fish’ is added). The
total number of each class is presented in supplemental materials. 10k images
from the dataset are annotated manually, the remaining images are annotated
in a semi-supervised manner by using a Faster R-CNN model trained on 10k
images and manually corrected after training. This dataset is highly unbalanced
with around 46990 instances for the class ‘person’ (maximum) and 29 instances
for the class ‘mouse’ (minimum). The achieved precision for the trained object
detection model (mAP0.5) equals 31.2%. We selected this dataset as the base in
our work due to its diverse range of cultural heritage objects and observed the
possibility to extend it especially the classes with the small number of instances
(e.g ., ’bear’, ’orange’, ’fish’).

3 Preliminary study

3.1 Preparation of data and description of the datasets used

In our research we use three datasets: DEArt, The RMN-Grand Palais, and
WikiArt. The DEArt dataset is introduced in the Sec. 2.2. In [35] detailed dataset
description and statistics can be found. In our work we also use paintings an-
notated on image-level from the photography collection of the French Museum
consortium Réunion des Musées Nationaux Grand Palais3 (RMN-Grand Palais).
The RMN-Grand Palais proposes an API for full access to the images and their
metadata from the photography fund. The collection has 550,000 works from
over hundreds of museums, the API gives access to the image-level annotations
of the artworks in French and English. The lists of keywords in French are
more detailed in comparison with keywords in English, so in this work for the
image-level annotation search, we used the translation of class names in French.
We create a collection of image-level annotated artworks using keyword search
3 https://art.rmngp.fr/

https://art.rmngp.fr
https://art.rmngp.fr
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with the API on the French Museum consortium site. Then, this collection is
manually cleaned from the unrelated to the selected keyword images. After this
pre-selection stage, we have 5269 paintings annotated on image-level in average
181 paintings for each class selected for extension. The third dataset which is
used in our work is the publicly available WikiArt4 dataset. The WikiArt dataset
contains more than 130000 digitized paintings from the 15th to 20th centuries,
metadata of the dataset includes 27 different styles (Romanticism, Baroque, Im-
pressionism, etc.), 10 painting genres (landscape, portrait, still life, etc.), and
more than 1000 artists. The WikiArt dataset is used for searching paintings in
which the objects from selected classes are present, this part is explained in de-
tails in Sec. 3.3. The DEArt dataset contains only 687 paintings from WikiArt
dataset, so there are less than 5% of images which potentially could be duplicated
in the final extended dataset.

3.2 Qualitative comparison of open-vocabulary detectors

In this section we study the possibility of using open-vocabulary detectors for
automated dataset annotation. In literature [5,30,31,40,42], a quantitative com-
parison of open-vocabulary detectors is conducted. However, this comparison
is oriented predominantly on natural image datasets, specifically those contain-
ing classes from the COCO dataset. In our research, we are focused on specific
classes of objects which could be interesting for the art history specialists. For
the artistic images and more rare classes, such as angel, crozier, and crucifixion,
to the best of our knowledge, this type of comparison does not exist. In this sec-
tion, we realize a qualitative comparison of four state-of-the-art open-vocabulary
detectors on artistic images. An exhaustive comparison of the open-vocabulary
detectors is beyond the scope of this paper and could be a direction for further
research.

First, we start by verifying how well Grounding DINO-T, OWL-ViT2 B/16,
YOLO-World-L, and Florence-2-B models can detect selected classes of objects
on the images. We select for our analysis the classes which do not have a big
number of instances in the DEArt dataset and potentially could be detected by
open-vocabulary detectors (that is why we exclude such very specific classes as
’Judith’, ’saturno’, ’zucchetto’, and others), then we add some classes which are
well presented in the DEArt dataset as well as in photographic datasets. Our
final list of classes consists of nc = 27 DEArt classes (the full list of classes is
presented in Tab. 2). For the detectors comparison we randomly choose k = 10
images for each selected class from the DEArt dataset, then we detect objects
using four open-vocabulary detectors. For each image i among k selected we
visually evaluate how many objects of the class c are detected correctly and
calculate the proportion of the number of correctly detected objects objc,i to
all objects of this class presented in the ground truth annotations obj

(gt)
c,i for

this image. Then we calculate the average of these values for each class. After

4 https://www.wikiart.org

https://www.wikiart.org
https://www.wikiart.org
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Table 1: Qualitative comparison results.

Open-vocabulary detector Q(det)

OWL-ViT2 0.6027
Florence-2 0.4609
Grounding DINO 0.1830
YOLO-World 0.0130

that, we calculate the average for all selected classes for each open-vocabulary
detector. The final formula for quality evaluation is

Q(det) =
1

nc · k

nc∑
c=1

k∑
i=1

objc,i

obj
(gt)
c,i

. (1)

The calculated Q(det) for each detector is present in Tab. 1 (bigger value - better
the model found objects in the selected paintings). According to the analysis, we
choose the OWL-ViT2 zero-shot detector, which is the most successful during
our comparison. It is worth mentioning that for some classes OWL-ViT2 tends to
propose several bounding boxes for one object, this problem could be solved by
adapting the threshold for each class. OWL-ViT2 detector gives better results for
the classes specific to art history analysis, such as ’crozier’, ’crucifixion’, ’nude’,
and others. Florence-2 and Grounding DINO detectors in some cases give more
accurate bounding boxes for the classes which are present in the COCO dataset,
such as ’cat’, ’dog’ and others. The Grounding DINO detector demonstrates a
tendency to detect and label objects according to a given prompt even when
they are not present in the paintings.

Figure 2 demonstrates the detection results for the OWL-ViT2, Florence-2,
and Grounding DINO models (shown in the first, second, and third columns,
respectively). With the prompt ’angel’ all three models correctly find the object
in the image, although, this class is not present in the classes of the most popular
object detection datasets. With the prompt ’crozier’ only with the OWL-ViT2
model we receive satisfactory results. We observe similar results for other classes,
such as ’crucifixion’, ’nude’, and ’halo’. YOLO-World zero-shot detector out of
the box is not capable to correctly detect objects on the paintings during our
evaluation even for the classes present in COCO dataset. Perhaps, the results
for the Grounding DINO and YOLO-World detectors could be improved by us-
ing prompt engineering technique. Anyway, the capabilities of open-vocabulary
detectors (mostly pre-trained on photographic images) to detect objects in the
artistic images should be investigated more formally and in a quantitative man-
ner, but this is beyond the scope of this research.

As well, we can conclude that in the case when we additionally have anno-
tations on image level, it is better to use text prompts with a single class in
comparison with prompts which contain all classes that we want to use for the
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Fig. 2: Comparison of detection results with prompt ’angel’ (a, b, c) and ’crozier’ (d,
e, f) by OWL-ViT2, Florence-2, Grounding DINO respectively.

Fig. 3: Comparison of detection results by OWL-ViT2 with prompt which includes all
selected classes (a) and a single word prompt (b). For the first prompt classes ’angel’
and ’dove’ were detected.

annotation. In Fig. 3, for the first query (a) as a prompt we use all pre-selected
classes, as a result, the ’nude’ object is defined as ’angel’. When we use a specific
prompt for searching ’nude’ (b), this object is successfully found.

3.3 Similar objects retrieval with OWL-ViT2 and approximate
nearest neighbor (ANN) search

Both OWL-ViT2 and Florence-2 models look suitable for the data annotation of
artistic images. But the OWL-ViT2 model introduces image conditional detec-
tion which allows open-vocabulary detectors to detect objects when even their
names are unknown. This property looks prominent for object detection of cul-
tural heritage-specific objects which are not commonly present in the photo-
graphic datasets.

OWL-ViTs models provide not only zero-shot text-conditioned, but one-shot
image-conditioned object detection also, this means that it is possible to find
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Fig. 4: The similarity search results for the selected region in the query image. Im-
ages are sorted according to the cosine distance between query embeddings and pre-
calculated embeddings of the images in the WikiArt dataset.

similar to the query image objects using query image embeddings. Moreover,
with OWL-ViTs the objectness of region of interest and its embeddings can be
obtained. According to [30], objectness predicts the likelihood that an output ac-
tually represents an object. The high value of objectness means that the objects
could potentially be present in this region. Using this property we pre-calculate
and save embeddings for the top 50 regions of interest (based on their objectness)
for each image in the non-annotated WikiArt dataset. Then, given the query re-
gion, we can use its embeddings to calculate the distances between the query
region and the saved embeddings for the images from the WikiArt dataset. We
decide to use the ANN search instead of the exhaustive search which could be
very time-consuming. As the ANN algorithm, we choose ANNOY5 proposed in
2015 by Erik Bernhardsson for the Spotify platform. ANNOY permits to build
the index only once and after that re-use it. ANNOY algorithm is fast and ef-
ficient in high dimensional spaces, in our case for each region the length of the
embeddings is 3600.

Figure 4 illustrates the results of an image-conditioned search for the top 8
similar objects. First, we select the region of interest in the query image, then
we calculate the embeddings for the selected region and search similar regions
in the embeddings database indexed by the ANNOY algorithm.

3.4 Object detection with fine-tuned YOLOv8 model

We fine-tune YOLOv86 model on the original DEArt dataset. The dataset is split
into training, validation, and test datasets with 80%, 10%, and 10% of images

5 https://github.com/spotify/annoy
6 https://github.com/ultralytics/ultralytics

https://github.com/spotify/annoy
https://github.com/ultralytics/ultralytics
https://github.com/spotify/annoy
https://github.com/ultralytics/ultralytics
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respectively. Among all YOLOv8 models we chose YOLOv8m, we tried to fine-
tune the bigger YOLOv8l model, but we observed quick over-fitting, which could
be explained by the relatively small size of the DEArt dataset. The YOLOv8m
model is fine-tuned during 50 epochs with hyperparameters proposed by default.
Figure 5 illustrates fine-tuning results. From this figure we can conclude that
training and validation losses for box, classification, and distribution focal losses
decrease over epochs, indicating the model’s improving performance, precision
and recall metrics show an overall increasing trend. The increasing mAP metrics
confirm that the model improves accuracy in detecting and classifying objects.
For the fine-tuned model metric mAP0.5 is equal to 0.42 on the test dataset (in
average for the five experiments with different split on training, validation and
test data). We choose fine-tuned model with the maximum value of mAP0.5 for
further using during our semi-automated annotation.

Fig. 5: Fine-tuning results for YOLOv8m model on DEArt dataset.

4 Proposed semi-automated dataset annotation approach

We start by preparing dataset with images annotated on the image-level. For this,
we query the RMN-Grand Palais API for each class pre-selected for extension.
Then, we visually evaluate the retrieved images and exclude non-relevant ones.
This process is described in details in Sec. 3.1. Next, we pre-calculate embeddings
of the regions of interest for the all images from the WikiArt dataset as described
in Sec. 3.3 and fine-tune YOLOv8 model on the DEArt dataset as described
in Sec. 3.4.

In the proposed semi-automated approach, for each class from the list of
classes selected for the extension, we define the value of threshold for zero-shot
object detection by OWL-ViT2 model. Empirically as the starting value we
choose 0.4. Next, for each image in the list of images annotated on image-level
with current class, we detect current class objects with the currently defined
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threshold. If there are detected objects of the current class, we add this image
with all bounding boxes to the list of annotated images. Next, for each detected
box we obtain a query embedding vector using the OWL-ViT2 model and find
using ANNOY, embeddings similar to this query embedding vector. Each em-
bedding corresponds to the object in the painting. Next, we verify that found
objects belong to the current class using OWL-ViT2 with the current threshold.
If the image contains an object of the current class, we add this image with all
its bounding boxes to the list of annotated images. If the number of annotated
images is smaller than a pre-defined minimum number of annotated images and
the threshold is bigger than or equal to 0.2, we decrease the value of the thresh-
old and repeat all steps. When the final list of annotated images with the current
class is ready, for each image in this list we annotate other objects present in
the image using the fine-tuned YOLOv8 model. Now the images of the current
class are fully annotated and we add them to the final list.

The described annotation process is summarized in Algorithm 1 and in Fig. 1.
It is recommended to verify manually the final annotated list after annotation
and fine-tuning the YOLOv8 model on the augmented dataset for the classes
for which metrics after augmentation decrease. For example, we correct in this
way the final list for the ’elephant’ class. It is obvious that in the final annotated
dataset could be presented artefacts with wrong bounding boxes and classes but
due to the significant augmentation of quantity of instances for classes, these
mistakes could be ignored.

The proposed approach can be used for any other pairs of datasets - small
annotated on the image-level and big without any annotations. Anyway, we rec-
ommend verifying that all images in the extended dataset contain the searched
classes. This verification has been done for the final version of the presented
extended dataset. The process of verification is significantly simpler than a com-
plete annotation for object detection.

5 Results

5.1 Detection performance on extended dataset

To demonstrate that the proposed approach works, we conduct 5 experiments
for fine-tuning the YOLOv8m model before dataset extension and after. For each
experiment, we divide the original DEArt dataset on the train, validation, and
test datasets with 70%, 10% and 20% images respectively. Then, we fine-tune the
YOLOv8m model during 50 epochs with hyperparameters proposed by default
and evaluate it on the test dataset, this is our result before dataset extension.
After that, we add images from the classes selected for the extension (images
are found by the approach described in Sec. 4) to train and validation data.
Then, we fine-tune the YOLOv8m model with the same hyperparameters on the
extended data and evaluate detection results on the same test dataset used for
the evaluation before dataset extension.

Table 2 demonstrates evaluation results averaged by 5 experiments before
and after extension for all classes and for the classes for which we extended data
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Algorithm 1 Proposed semi-automated annotation approach.
Require: Pre-calculated embeddings of the regions of interest for the images

from the WikiArt dataset, fine-tuned on the DEArt dataset YOLOv8 model,
selected_classes, query_images grouped by classes

1: min_images_count← 20
2: for all class from selected_classes do
3: threshold← 0.4
4: all_annotated_images← empty list
5: images_count← 0
6: while threshold ≥ 0.2 or images_count < min_images_count do
7: annotated_images← empty list
8: for all image from query_images for the class do
9: Find b_boxes with OWL-ViT2(image, class, score > threshold)

10: if count(b_boxes) > 0 then
11: images_count← images_count+ 1
12: Add image to annotated_images list
13: for all b_box from b_boxes do
14: Get query_embedding for b_box with OWL-ViT2
15: Find using ANNOY in pre-calculated embeddings objects similar

to query_embedding
16: for all similar objects do
17: Verify that found objects belong to the class using OWL-ViT2
18: Add images found with ANNOY to the annotated_images

list
19: images_count← images_count+ 1
20: end for
21: end for
22: end if
23: if images_count < min_images_count then
24: threshold← threshold− 0.1
25: annotated_images← empty list
26: images_count← 0
27: end if
28: end for
29: end while
30: Automatically annotate annotated_images using fine-tuned YOLOv8

model for all selected_classes ̸= class
31: Add annotated_images to all_annotated_images list
32: end for

by the proposed approach. For the evaluation, we use F1 score - the measure
that balances precision and recall, mAP0.5 metric - mean average precision at
the intersection over union (IoU) threshold 0.5, and mAP0.5-0.95 metric - mean
average precision across multiple IoU thresholds from 0.5 to 0.95.

We can observe the increase of all metrics for the augmented dataset as
a whole and almost for all classes (except of ’orange’) for which we have done
extension. The decreasing of metrics for class ’orange’ can be explained as follows.
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Table 2: The average F1, mAP0.5, mAP0.5-0.95 metrics on the test data for the
fine-tuned model before dataset extension and after using the proposed approach.

Class F1 F1 (ours) mAP0.5 mAP0.5
(ours)

mAP0.5-
0.95

mAP0.5-
0.95 (ours)

All 0.439 0.512 0.422 0.473 0.268 0.306
Dog 0.554 0.654 0.574 0.658 0.363 0.434
Angel 0.657 0.711 0.695 0.744 0.447 0.491
Cat 0.294 0.415 0.256 0.401 0.172 0.291
Eagle 0.435 0.556 0.468 0.539 0.349 0.417
Lion 0.407 0.551 0.452 0.548 0.309 0.397
Nude 0.644 0.696 0.678 0.728 0.467 0.524
Donkey 0.315 0.466 0.329 0.472 0.198 0.303
Cow 0.565 0.657 0.598 0.692 0.373 0.450
Horse 0.578 0.645 0.580 0.646 0.360 0.419
Apple 0.340 0.487 0.343 0.442 0.206 0.279
Butterfly 0.582 0.632 0.606 0.688 0.476 0.545
Halo 0.746 0.762 0.779 0.797 0.521 0.545
Swan 0.354 0.457 0.320 0.456 0.195 0.299
Deer 0.409 0.570 0.427 0.530 0.261 0.354
Sheep 0.410 0.532 0.398 0.495 0.236 0.305
Crucifixion 0.721 0.744 0.744 0.806 0.493 0.543
Serpent 0.248 0.326 0.195 0.277 0.129 0.197
Skull 0.650 0.726 0.676 0.748 0.469 0.527
Crozier 0.324 0.425 0.322 0.420 0.180 0.248
Rooster 0.366 0.469 0.317 0.474 0.234 0.345
Monkey 0.397 0.549 0.417 0.550 0.244 0.351
Trumpet 0.141 0.163 0.090 0.136 0.050 0.072
Dove 0.580 0.668 0.579 0.669 0.305 0.375
Orange 0.196 0.160 0.104 0.182 0.073 0.135
Elephant 0.548 0.552 0.531 0.558 0.372 0.413
Bear 0.421 0.557 0.488 0.595 0.386 0.498
Fish 0.050 0.303 0.036 0.252 0.025 0.153

There are only 113 instances with class ’orange’ in DEArt dataset, and among
them there are lemons annotated as oranges, but in the extended version of the
dataset the objects of class ’orange’ are mostly oranges, and in extended dataset
there are oranges painted more abstractly or loosely in comparison with the
paintings in the original version of the dataset. Probably, images of this class in
both versions of the dataset should be manually verified.

5.2 Extended dataset statistics

In total the DEArt dataset is augmented by 14736 images, that is, by 97.2%
relative to the original size. Table 3 demonstrates a number of added instances
for each class and the percent of extension relative to the number of instances in
the original DEArt dataset. Using the proposed approach we add to the dataset
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Table 3: Number of instances for the extended classes of DEArt dataset and the
percent of extension for each class.

Class Number (%) Class Number (%) Class Number (%)

Dog 3449 (154) Donkey 1432 (274.9) Deer 847 (239.9)
Angel 3548 (71.5) Cow 6494 (455) Sheep 3590 (274)
Fish 883 (735.8) Horse 8773 (258.6) Crucifixion 847 (150.7)
Cat 925 (528.6) Apple 3831 (444.9) Serpent 656 (149.4)
Eagle 910 (343.4) Butterfly 969 (199.8) Skull 651 (130.5)
Lion 981 (197.8) Halo 1869 (37.7) Crozier 348 (95.3)
Nude 6592 (129) Swan 1157 (697) Rooster 714 (466.7)
Monkey 775 (166.3) Trumpet 446 (107.5) Dove 778 (196.5)
Orange 409 (361.9) Elephant 128 (69.6) Bear 574 (438.2)

4 new classes which potentially could be interesting for art history specialists,
among them ’candle’ with 165 images, ’pomegranate’ - 46, ’sail’ - 561, and ’um-
brella’ - 449. The new version of the dataset contains images from the 12th to
20th centuries in contrast with the original DEArt dataset with images from the
12th to 18th centuries. If it is necessary it is possible to restrict the period of the
paintings by filtering images in the WikiArt dataset before dataset extension.

6 Conclusion and future work

We have proposed a semi-automated approach for image annotation in artistic
datasets. We extended the DEArt dataset by 14736 images, i.e. by 97.2%. Our
experimental results demonstrate the increase in F1 score, mAP0.5, and mAP0.5-
0.95 metrics after dataset extension in comparison with metrics obtained for the
original DEArt dataset. We also added to the existing dataset 4 new categories
which could be potentially interesting to the art history specialists: ’candle’,
’sail’, ’pomegranate’, and ’umbrella’ with 165, 561, 46, and 449 images respec-
tively. In order to promote the reproducible research, the extended dataset and
the code will be publicly available. The limitation of the proposed approach is
the necessity of choosing the value of the threshold for zero-shot object detection
by the OWL-ViT2 model when you add new classes to the dataset. Future work
will focus on the further studying the properties of open-vocabulary detection
models presented in the paper, the possibilities of their fine-tuning and prompt
engineering techniques for improving the process of annotation.
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Table 4: Number of instances for each class in DEArt dataset.

Class Number Class Number Class Number Class Number

Person 46966 Crown 1108 Dragon 406 Swan 166
Tree 11409 Prayer 1004 Palm 405 Rooster 153
Nude 5109 Monk 939 Dove 396 Pegasus 138
Angel 4965 Devil 886 Key of Heaven 388 Saturno 138
Halo 4961 Apple 861 Mitre 377 Zucchetto 134
Horse 3392 Shield 772 Crozier 365 Zebra 132
Boat 3253 Scroll 747 Tiara 355 Bear 131
Bird 3036 Chalice 662 Deer 353 Unicorn 129
Book 2765 Crucifixion 562 Crown of thorn 345 Fish 120
Dog 2239 Donkey 521 Hands 284 Horn 119
Helmet 2052 Skull 499 God the Father 279 Stole 118
Lance 1768 Lion 496 Eagle 265 Orange 113
Knight 1765 Butterfly 485 Shepherd 244 Holy shroud 91
Sword 1751 Monkey 466 Head 240 Judith 85
Jug 1494 Serpent 439 Camauro 210 Banana 32
Cow 1426 Lily 437 Centaur 200 Mouse 29
Banner 1344 Arrow 422 Elephant 184
Sheep 1310 Trumpet 415 Cat 175
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