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Abstract
We study the k-Canadian Traveller Problem, where a weighted graph G = (V, E, ω) with a source
s ∈ V and a target t ∈ V are given. This problem also has a hidden input E∗ ⊊ E of cardinality
at most k representing blocked edges. The objective is to travel from s to t with the minimum
distance. At the beginning of the walk, the blockages E∗ are unknown: the traveller discovers that
an edge is blocked when visiting one of its endpoints. Online algorithms, also called strategies, have
been proposed for this problem and assessed with the competitive ratio, i.e., the ratio between the
distance actually traversed by the traveller divided by the distance he would have traversed knowing
the blockages in advance.

Even though the optimal competitive ratio is 2k + 1 even on unit-weighted planar graphs of
treewidth 2, we design a polynomial-time strategy achieving competitive ratio 9 on unit-weighted
outerplanar graphs. This value 9 also stands as a lower bound for this family of graphs as we prove
that, for any ε > 0, no strategy can achieve a competitive ratio 9 − ε. Finally, we show that it is not
possible to achieve a constant competitive ratio (independent of G and k) on weighted outerplanar
graphs.
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1 Introduction

The k-Canadian Traveller Problem (k-CTP) was introduced by Papadimitriou and Yan-
nakakis [24]. It models the travel through a graph where some obstacles may appear. Given
an undirected weighted graph G = (V, E, ω), with ω : E → Q+, and two of its vertices
s, t ∈ V , a traveller walks from s to t on G despite the existence of blocked edges E∗ ⊊ E

(also called blockages), trying to contain the length of his walk. The traveller does not know
which edges are blocked when he begins his journey. He discovers that an edge e = uv is
blocked, i.e., belongs to E∗, when he visits one of its endpoints u or v. The parameter
k is an upper bound on the number of blocked edges: |E∗| ≤ k. Several variants have
also been studied: where edges are blocked with a certain probability [1, 5, 13, 19], with
multiple travellers [11, 25], where we can pay to sense remote edges [19], or where we seek
the shortest tour [20, 22]. This problem has applications in robot routing for various kinds
of logistics [1, 2, 8, 18, 23].

For a given walk on the graph, its cost (also called distance) is the sum of the weights of
the traversed edges. The objective is to minimize the cost of the walk used by the traveller
to go from s to t. A pair (G, E∗) is called a road map. All the road maps considered are
feasible: there exists an (s, t)-path in G \ E∗, the graph G deprived of E∗. In other words,
there is always a way to reach target t from source s despite the blockages.

A solution to the k-CTP is an online algorithm, called a strategy, which guides the
traveller through his walk on the graph : given the input graph, the history of visited nodes,
and the information collected so far (here, the set of discovered blocked edges), it tells which
neighbor of the current vertex the traveller should visit next. The quality of the strategy
can be assessed with competitive analysis [14]. Roughly speaking, the competitive ratio
is the quotient between the distance actually traversed by the traveller and the distance
he would have traversed knowing which edges are blocked in advance. The k-CTP is
PSPACE-complete [5, 24] in its decision version that asks, given a positive number r and
the input weighted graph, whether there exists a strategy with competitive ratio at most r.
Westphal [26] proved that no deterministic strategy achieves a competitive ratio less than
2k + 1 on all road maps satisfying |E∗| ≤ k. Said differently, for any deterministic strategy
A, there is at least one k-CTP road map for which the competitive ratio of A is at least
2k + 1. Randomized strategies have also been studied, see e.g. [10, 16].

Our goal is to distinguish between graph classes on which the k-CTP has competitive
ratio 2k + 1 (the optimal ratio for general graphs) and the ones for which this bound can be
improved. This direction of research has already been explored in [12]: there is a polynomial-
time deterministic strategy which achieves ratio

√
2k + O(1) on graphs with bounded-size

maximum (s, t)-cuts. We pursue this study by focusing on a well-known family of graphs:
outerplanar graphs, which are graphs admitting a planar embedding (without edge-crossing)
where all the vertices lie on the outer face. In [12], an outcome dedicated to a superclass
of weighted outerplanar graphs implies that there is a strategy with ratio 2 3

4 k + O(1) on
them. Interestingly, however, even very simple unit-weighted planar graphs of treewidth 2,
consisting only of disjoint (s, t)-paths, admit the general ratio 2k + 1 as optimal [15, 26].

https://arxiv.org/abs/2403.01872
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Our results and outline. After some preliminaries (Section 2), we describe in Section 3 a
polynomial-time strategy achieving a competitive ratio 9 on instances where the input graph
is a unit-weighted outerplanar graph:

▶ Theorem 1.1. There is a strategy with competitive ratio 9 for unit-weighted outerplanar
graphs.

In the input outerplanar graph, vertices s and t lie on the outer face. The latter can be
seen (provided 2-connectedness) as a cycle embedded in the plane, allowing to explore two
sides when we travel from s to t (the two sides are the two internally disjoint (s, t)-paths
forming the cycle). The core of the strategy consists in an exploration of both sides via a
so-called exponential balancing. Then, the most technical part consists in the handling of the
chords linking both sides. We maintain a competitiveness invariant of the strategy which
produces a final ratio of 9.

Note that Theorem 1.1 can be extended as a corollary to outerplanar graphs where the
stretch, defined as the ratio between the maximum and minimum weight, is bounded by some
fixed S. In this case, the strategy has ratio 9S.

Surprisingly, the k-CTP on unit-weighted outerplanar graphs has connections with another
online problem called the linear search problem [3, 7, 9] or the cow-path problem [21]. In this
problem, a traveller walks on an infinite line, starting at some arbitrary point, and its goal
is to reach some target fixed by the adversary. It was shown that applying an exponential
balancing on this problem is the optimal way, from the worst case point of view, to reach
the target [3]. We explain in Section 3.3 why, on unit-weighted outerplanar graphs, the
competitive ratio stated in Theorem 1.1 is optimal and how it can be deduced from the
literature on the linear search problem.

▶ Theorem 1.2. For any ε > 0, no deterministic strategy achieves competitive ratio 9− ε

on all road maps (G, E∗), where G is a unit-weighted outerplanar graph.

Finally, in Section 4, we show that no constant competitive ratio can be achieved on
outerplanar graphs where weights can be selected arbitrarily.

▶ Theorem 1.3. There is no constant C, independent from G and k, such that a deterministic
strategy achieves competitive ratio C on all road maps (G, E∗) where G is a weighted
outerplanar graph.

We summarize in Table 1 the state-of-the-art of the competitive analysis of deterministic
strategies for the k-CTP, giving for each family an upper bound of competitiveness (i.e., a
strategy with such ratio exists) and a lower bound (i.e., no strategy can achieve a smaller
ratio). Our contributions are framed.

Due to space limitation, the proofs of results marked with (*) are omitted here and
available in the full version [6].

2 Definitions and first observations

2.1 Graph preliminaries
We work on undirected connected weighted graphs G = (V, E, ω), where ω : E → Q+. A
graph is equal-weighted (resp. unit-weighted) if the value of ω(e) is the same (resp. 1) for
every edge e ∈ E. This article follows standard graph notations from [17]. We denote by
G [U ] the subgraph of G induced by U ⊆ V : G [U ] =

(
U, E [U ] , ω|E[U ]

)
; and by G \ U the

graph deprived of vertices in U : G \ U = G [V \ U ]. A simple (u, v)-path is a sequence of

MFCS 2024



19:4 The Canadian Traveller Problem on Outerplanar Graphs

Table 1 Deterministic strategies performances for the k-CTP.

Family of graphs upper bound lower bound

unit-weighted planar of treewidth 2 2k + 1 [26] 2k + 1 [15, 26]
bounded maximum edge (s, t)-cuts

√
2k + O(1) [12] ?

outerplanar 2 3
4 k + O(1) [12] not constant

unit-weighted outerplanar 9 9

pairwise different vertices between u and v, while, in a (u, v)-walk, vertices can be repeated.
The cost (or traversed distance) of a walk or a path is the sum of the weights of the edges it
traverses. A vertex v is an articulation point if G \ {v} is not connected.

An (s, t)-separator X ⊊ V \ {s, t} in graph G is a set of vertices such that s and t are
disconnected in graph G \ X. We denote by RG(s, X) (resp. RG(t, X)) the source (resp.
target) component of separator X, which is a set made up of the vertices of X together with
all vertices reachable from s (resp. t) in G \X.

A graph is outerplanar if it can be embedded in the plane in such a way that all vertices
are on the outer face. An outerplanar graph is 2-connected if and only if the outer face forms
a cycle. Given an embedding of a 2-connected outerplanar graph G = (V, E) and two vertices
s and t, let s · p1 · p2 · · · ph · t · q1 · q2 · · · qℓ · s be the cycle along the outer face of G and let
S1 = {p1, p2, . . . , ph} and S2 = {q1, q2, . . . , qℓ} with V = {s, t} ∪ S1 ∪ S2. We can slightly
deform the embedding so that s and t are aligned along the horizontal axis; since the outer
face forms a cycle, we will refer to S1 (resp. S2) as the upper (resp. lower) side of G. A chord
xy of the cycle formed by the outer face is said to be (s, t)-vertical (resp. (s, t)-horizontal)
if x and y belong to different sides (resp. to the same side), see Figure 1. When x = s or
y = t, the chord is considered as (s, t)-horizontal and not (s, t)-vertical. Any (s, t)-vertical
chord (simply vertical chord when the context is clear) is an (s, t)-separator. Considering a
set of vertical chords, we say that the rightmost one has the minimal inclusion-wise target
component. Due to planarity, the rightmost vertical chord is unique for any such set.

s t

p1
p2

p3 ph−1
ph

q1q2q3q4

qℓqℓ−1 qℓ−2

Figure 1 Example of an outerplanar graph: p2qℓ, p2qℓ−1, p3qℓ−2, and ph−1q4 are vertical chords
and q1q3, q1q4 are horizontal chords.

2.2 Problem definition and competitive analysis
Let G = (V, E, ω) be a graph and E∗ represent a set of blocked edges. A pair (G, E∗) is a
road map if s and t are connected in G \ E∗.

▶ Definition 2.1 (k-CTP).
Input: A graph G = (V, E, ω), two vertices s, t ∈ V , and a set E∗ of blocked edges which

are unknown such that |E∗| ≤ k and (G, E∗) is a road map.
Objective: Traverse graph G from s to t with minimum cost.
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A solution to the k-CTP is an (s, t)-walk. The set of blocked edges E∗ is a hidden input
at the beginning of the walk. We say an edge is revealed when one of its endpoints has
already been visited. A discovered blocked edge is a revealed edge which is blocked. At any
moment of the walk, we usually denote by E′

∗ ⊆ E∗ the set of discovered blocked edges, in
other words the set of blocked edges for which we visited at least one endpoint. During the
walk, we are in fact working on G \ E′

∗ as discovered blocked edges can be removed from G.
We call a path blocked if one of its edges was discovered blocked; apparently open if no

blocked edge has been discovered on it for now (it may contain a blocked edge which has not
been discovered yet); open if we are sure that it does not contain any blocked edge (either all
of its edges were revealed open, or it is apparently open and |E′

∗| = k, or by connectivity
considerations since s and t must stay connected in road maps).

For any F ⊆ E∗ and two vertices x, y of G, let dF (G, x, y) be the cost of the shortest
(x, y)-path in graph G \ F . If the context is clear, we will use dF (x, y).

We denote by Popt some optimal offline path of road map (G, E∗): it is one of the shortest
(s, t)-paths in the graph G \E∗. Its cost, the optimal offline cost, given by dopt = dE∗ (s, t),
is the distance the traveller would have traversed if he had known the blockages in advance.
Given a strategy A for the k-CTP, the competitive ratio [14] cA(G, E∗) over road map (G, E∗)
is defined as the ratio between the cost dTr

A (G, E∗) of the traversed walk and dopt. Formally:

cA(G, E∗) = dTr
A (G, E∗)

dopt
.

Given a monotone family of graphs F (i.e. closed under taking subgraph), we say that a
strategy A admits a competitive ratio c(k) for the family F if it is an upper bound for all
values cA (G, E∗) over all k-CTP road maps (G, E∗) such that G ∈ F . Conversely, we say
that some ratio c(k) cannot be achieved for family F if, for every strategy A, there is a road
map (G, E∗) with G ∈ F such that cA(G, E∗) > c(k).

Westphal [26] identified, for any integer k, a relatively trivial family of graphs for which
any deterministic strategy achieves ratio at least 2k + 1. These graphs are made up of only
k + 1 identical disjoint (s, t)-paths: they are planar and have treewidth 2. As those paths
are indistinguishable, the traveller might have to traverse k of them before finding the open
one. This outcome still works if we restrict ourselves to unit weights [15]. Conversely, there
are two strategies in the literature achieving competitive ratio 2k + 1 on general graphs:
reposition [26] and comparison [27].

Note that articulation points allow a preliminary decomposition and simplification of any
input graph, before even exploring:

▶ Lemma 2.2. Let F be a monotone family of graphs, and assume that we have a strategy
A achieving competitive ratio C on graphs of F that do not contain any articulation point.
Then, there exists a strategy A′ achieving the same competitive ratio C on all graphs of F .

Proof. The strategy A′ goes as follows: let (G, E∗) be a road map with G ∈ F . If G does not
contain any articulation point, apply strategy A. Otherwise, let z be an articulation point of
G. If {z} is not an (s, t)-separator, then, recursively apply strategy A′ on RG(s, {z}), which
is both the source and the target component, to reach t from s. Otherwise (so {z} is an
(s, t)-separator), recursively apply strategy A′ on the source component RG(s, {z}) to reach
z from s, then recursively apply strategy A′ on the target component RG(t, {z}) to reach t

from z. The procedure is illustrated in Figure 2.
We prove by induction on the number p of articulation points that A′ terminates and

achieves competitive ratio C. The base case p = 0 holds by property of A. For the inductive
step, we distinguish two cases. If {z} is not an (s, t)-separator, the walk we obtain is of

MFCS 2024
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s t

s = s1
t1 s2 t2 s3

t3 = t

Figure 2 Decomposing the graph into components with no articulation points and removing the
useless components (the vertices in a dashed rectangle are the same in the original graph).

length at most Cdopt, which gives competitive ratio C. Otherwise, the length of the whole
walk at most CdE∗(s, z) + CdE∗(z, t). Since z is an (s, t)-separator, z ∈ Popt and we have
dopt = dE∗(s, z) + dE∗(z, t), which concludes the proof. ◀

3 Optimal competitive ratio 9 for unit-weighted outerplanar graphs

We propose a polynomial-time strategy called ExpBalancing dedicated to unit-weighted
outerplanar graphs. We show that it achieves competitive ratio 9 for this family of graphs,
which we will later prove is optimal (see Theorem 1.2).

3.1 Presentation of the strategy

First, note that Lemma 2.2 allows us to work on outerplanar graphs without articulation
points. The input is a unit-weighted 2-connected outerplanar graph G and two vertices s

and t. We provide a detailed description of the strategy ExpBalancing that we follow to
explore the graph G.

1. Reaching t. If, at any point in our exploration, we reach t, then we exit the algorithm
and return the processed walk.

2. Horizontal chords treatment. If, at any point in our exploration, we visit a vertex
u ∈ Si, i ∈ {1, 2}, incident with an open horizontal chord uv revealed for the first time,
then we can remove all the vertices on side Si that lie between u and v on the outer
face. Said differently, we get rid of the vertices which are surrounded by the chord uv. If
several horizontal chords incident with u are open, then it suffices to apply this rule to the
chord which surrounds all others. This procedure comes from the observation that, due
to both unit weights and planarity, the open horizontal chord uv with the rightmost v is
necessarily the shortest way to go from u to t on side Si, and thus visiting the vertices
surrounded by it will occur an extra, useless cost.
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3. Exponential balancing. The core exponential balancing principle of the strategy
consists in alternately exploring sides within a given budget that doubles each time we
switch sides. The budget is initially set to 1. Hence, we walk first on side S1 with budget
1, second on side S2 with budget 2, then on side S1 with budget 4, and so on. We say
each budget corresponds to an attempt. During each attempt, we traverse a path starting
from the source s and stay exclusively on some side Si, i ∈ {1, 2}. As evoked in the
previous step, at each newly visited vertex, we use an open horizontal chord from our
position which brings us as close as possible to t on our side. Either a horizontal chord is
open and we use the one which surrounds all other open chords, or if no such chord is
open, we pursue our walk on the outer face.
This balancing process can be described on an automaton depicted in Figure 3 which will
be particularly useful in the analysis of this strategy. Here, we assume that we neither
are completely blocked on one side nor reveal an open vertical chord. We will handle
these cases in Steps 4-6.
We start our walk on s (state E1), make an attempt on an arbitrary side (say S1) with
budget 1 (state E2), and decide to come back to s if t was not reached. During our first
attempt on side S2 with budget 2, we cross a first edge and reach state A. Then, we
cross a second edge if we are not blocked, but this part of the journey corresponds to the
transition between states A and B. The automaton works as follows:

In state A, we have explored D vertices on each side (in the description above, D = 1
when we first arrive in state A). Call x and y the last explored vertices on each side,
assume we are on x. The current budget is 2D and we pursue our attempt on the side
of x.
We then explore at most D more vertices on the side of x. We reach state B.
We then go back to y through s, reaching state C.
We explore at most D more vertices on the side of y. We go back to state A with an
updated value of D that is doubled, update x and y, and the sides are switched.

4. Bypassing a blocked side. If, during some attempt on side Si, we are completely
blocked (there is no open (s, t)-path on G[Si] \ E′

∗) before reaching the budget, hence
exploring αD (α < 1) instead of D (see Figures 4a and 4b), then we backtrack to s and
pursue the balancing on the other side Sj (j ∈ {1, 2}, j ≠ i). However, we forget any
budget consideration: we travel until we either reach t or visit the endpoint u of some open
vertical chord uv. In case there are several open vertical chords incident with u revealed
at the same time, we consider the rightmost one. At this moment, we update the current
graph G \E′

∗ by keeping only the target component of separator {u, v} and considering u

as a new source. Concretely, we concatenate the current walk computed before arriving
at u with a recursive call of ExpBalancing on input (G[RG(t, {u, v})], u, t).

5. Handling open vertical chords between states A and B. If, during some attempt
on side Si, especially in the transition between states A and B, we reveal an open vertical
chord uv, u ∈ Si, after having explored distance αD (parameter α is rational, 0 < α ≤ 1,
but αD is an integer), then we go to the other side Sj , j ̸= i, through uv and explore
side Sj from v towards s until we:

either “see” a vertex y already visited after distance βD (we fix βD ≤ αD − 1, so
0 ≤ β < α),
or explore distance αD − 1 and do not see any already visited vertex,
or are completely blocked on Sj before we reach distance αD − 1.

By “see”, we mean that we can reach - or not - a neighbor of y which reveals the status
of the edge between them: in this way, we actually know the distance to reach y from v

even if we did not visit v. Figure 4c describes this rule with an example.

MFCS 2024



19:8 The Canadian Traveller Problem on Outerplanar Graphs

s t

E1

s t

E2

s t
D

D

x

y

A

s t
D

D

D

x x′

y

B

s t
D

D

D

x x′

y

C

update: D ← 2D

Figure 3 Representation of the exponential balancing divided into three different states. The
circled vertex is the one we are currently exploring.

The role of this procedure is to know which endpoint of the chord is the closest to s. If
we see, after distance βD = αD− 1, an already visited vertex (denoted by y in Figure 4c)
at distance αD from v, then, we continue the exponential balancing: we go back to v and
thus to state A in the automaton, update the budget value D which becomes D + αD.

Otherwise, we update G by keeping only the target component of separator {u, v}. The
current graph becomes G′ = G[R(t, {u, v})]. If we saw an already visited vertex y ∈ Sj

by exploring distance βD < αD − 1, then the new source becomes s′ = v. Otherwise,
the new source is s′ = u. We concatenate the current walk with the walk returned by
applying ExpBalancing on input (G′, s′, t).

6. Handling open vertical chords between states C and A. If, during the transition
between states C and A (when some attempt is launched on the side of y and the
traversed distance on the other side is larger, see Figure 3), an open vertical chord uv is
revealed (see Figure 4d), then we keep only the target component of {u, v} and set u as
the new source. More formally, we concatenate the current walk with the walk returned
by applying ExpBalancing on input (G′, u, t), where G′ = G[RG(t, {u, v})].

Steps 4–6 can be summarized in this way: when we reveal an open vertical chord uv

such that dE∗(s, v) = dE∗(s, u) + 1, we launch a recursive call on the target component of
separator {u, v} with source u and target t. Indeed, any optimal offline path must pass
through separator {u, v} and, as dE∗(s, v) = dE∗(s, u) + 1, we can say there is one optimal
offline path Popt such that u ∈ Popt. Hence, it makes sense to select u as a new source, there
is no interest in visiting vertices different from {u, v} belonging to their source component.
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s t
D

e

D

x

uy

v

(a) Step 4 : blocked edge e between states A and
B.

s t
D

D

D e

x x′
u

y v

(b) Step 4 : blocked edge e between states C and
A.

s t
D

αD

D ?

x u

y v

(c) Step 5 : open vertical chord uv between states
A and B.

s t
D

D

D
αD

x x′

uy

v

(d) Step 6 : open vertical chord uv between states
C and A.

Figure 4 Four situations potentially met with ExpBalancing on some unit-weighted outerplanar
graph.

3.2 Competitive analysis

We now show that the strategy ExpBalancing presented above has competitive ratio 9
on unit-weighted outerplanar graphs. We prove this statement by minimal counterexample.
In this subsection, let G denote the smallest (by number of vertices, then number of edges)
unit-weighted outerplanar graph on which ExpBalancing does not achieve competitive
ratio 9. We will see that the existence of such a graph G necessarily implies a contradiction.

Examples of executions of ExpBalancing are given in Figures 5 and 6.

s t

upper side S1

lower side S2

s t

s t s t

Exploring the upper side with budget 1,
gaining information on open and blocked

edges. The red horizontal chord is
blocked, preventing us from reaching t.

Exploring the lower side with
budget 2,

we reveal an open horizo
ntal chord. We

rem
ove the now usele

ss vertic
es (Step

2).

Target reached, with T = 4 while
the optimal offline path has length 2.

Figure 5 Application of ExpBalancing on the first graph of the decomposition of Figure 2. At
each step, the circled vertex is the one we are currently exploring, and we know the status of the
bold edges: black is open, red is blocked.
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19:10 The Canadian Traveller Problem on Outerplanar Graphs

The two following technical lemmas prove that a recursive call has to happen when
ExpBalancing is applied on G (Lemma 3.1) and that such a recursive call implies certain
properties (Lemma 3.2).

▶ Lemma 3.1. During the execution of ExpBalancing, let T be the distance travelled at
a given point before the first recursive call (if any). Then, T ≤ 9dopt. Moreover, if we are
in state A, let x and y be the last two vertices explored on each side during the exponential
balancing. Then: (i) dE∗ (s, x) = D, (ii) dE∗ (s, y) = D and (iii) T ≤ 5D.

Proof. Assume that we have applied ExpBalancing on G until a certain point and that
no recursive call was launched so far. We first focus on the second part of the invariant we
want to show:

In state A, (i) dE∗ (s, x) = D, (ii) dE∗ (s, y) = D and (iii) T ≤ 5D.

Items (i) and (ii) are true, since no shortcut between s and either x or y can exist: any
open horizontal chord is used, and an open vertical chord opening up a shortcut leads to a
recursive call (Steps 5 and 6).

Item (iii) is trivially true when we kick-start the exponential balancing: when entering
A from E2, we have T = 3 and dE∗ (s, x) = dE∗ (s, y) = 1. Assume that it is true for a
given D ≥ 1, and let T0 be the value of T at this point. When we reach state B, we have
T = T0 + D ≤ 6D. When we reach state C, we have T = T0 + D + 3D ≤ 9D. In brief, from
state A to C, we have dopt ≥ D as distance D was explored on both sides without reaching
t. The largest ratio of T by D on these phases is 9 at state C, where we have T ≤ 9dopt.

During the transition from C to A, if D + αD denotes the traversed distance on current
side at any moment (see Figure 3), then dopt ≥ D + αD and T = 9D + αD. The ratio T

dopt
admits a decreasing upper bound, from 9 in state C to 5 in A. Indeed, when we are back to
state A, we have T = T0 + D + 3D + D, but the value of D is updated. Let D′ = 2D. We
have T = T0 + 5D ≤ 5D + 5D = 5D′, and so item (iii) remains true during the core loop.

We also have to check that it is true when we met an open vertical chord uv between states
A and B which satisfies dE∗(s, v) = dE∗(s, u) (case βD = αD−1 in Step 5). In this case, the
new value of D is D′ = D + αD and we have T ≤ 5D + αD + 1 + 2αD ≤ 5(D + αD) = 5D′

(since αD ≥ 1), so item (iii) remains true.
Thus, conditions (i)-(iii) hold in state A, and we always (during all states and transitions

between them) have T ≤ 9dopt, hence the statement holds. ◀

▶ Lemma 3.2. Assume that we are currently executing ExpBalancing on G and that
a recursive call is launched after revealing the vertical chord uv with new source u. Let
T be the distance traversed before the recursive call. Then, either T > 9dE∗ (s, u) or
dE∗ (s, v) < dE∗ (s, u) + 1.

Proof. If dE∗ (s, v) ≥ dE∗ (s, u) + 1, following the rules established in Steps 4-6, we will
launch a recursive call on the target component of {u, v} with new source u. Hence, we
will have dTr

exp (G, E∗) = T + T ′, where T ′ ≤ 9dE∗ (u, t) by minimality of G and exp
abbreviates ExpBalancing. By way of contradiction, suppose that T ≤ 9dE∗ (s, u). The
optimal offline path Popt necessarily goes through the separator {u, v} in graph G and,
since dE∗ (s, v) = dE∗ (s, u) + 1, u belongs to some optimal offline path. Consequently,
T + T ′ ≤ 9(dE∗ (s, u) + dE∗ (u, t)) = 9dE∗ (s, t). ◀

We are now ready to prove the major contribution of this article.
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s3 t3

upper side

lower side

s3 t3

s3 t3 s3 t3

upper side

lower side

s3 t3 s3 t3

s3 t3

upper side

lower side

s3 t3

Alternating between upper side
and lower side, we reveal a closed

edge which blocks this side (Step 4).

Going to the other side until we reach a

vertex
incident with an open vertic

al chord,

we can safely
ignore everything behind.

We apply ExpBalanc-
ing on the remaining graph.

We reveal an open vertic
al chord

between
states A and B: we check

the

distance on the opposite
side (Step

5).

We explore and do not see the last
known vertex on the other side.

We remove the vertic
es behind

the chord and apply ExpBal-

ancing on the remaining graph.

After exploring more, we reveal
a blocked edge and reach the

target vertex on the other side.
We have T = 22 while the op-
timal offline path has length 6.

Figure 6 Application of ExpBalancing on the third graph of the decomposition of Figure 2. At
each step, the circled vertex is the one we are currently exploring, and we know the status of the
bold edges: black is open, red is blocked.

▶ Theorem 1.1. There is a strategy with competitive ratio 9 for unit-weighted outerplanar
graphs.

Proof. A direct consequence of Lemma 3.1 is that, during some attempt, ExpBalancing
will launch a recursive call on G (otherwise, it has competitive ratio 9, a contradiction).
Let T be the distance traversed before the recursive call. Lemma 3.2 has an important
consequence: if we launch a recursive call on the open vertical chord uv with new source
u and can guarantee that both dE∗ (s, v) = dE∗ (s, u) + 1 and T ≤ 9dE∗ (s, u), then, we
have a contradiction. According to the description of ExpBalancing, a recursive call is
launched when we are sure that dE∗ (s, v) = dE∗ (s, u) + 1: this concerns Step 4, Step 5 when
βD < αD − 1 and Step 6.
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Assume first that we are blocked on one side between states A and B in Step 4 (see
Figure 4a). We know that dE∗ (s, v) = dE∗ (s, u) + 1 because u is an articulation point of
G \ E′

∗. Also, dE∗ (s, u) = D + dE∗ (y, u). Using Lemma 3.1:

T ≤ (5D + αD) + (αD + 2D) + dE∗ (y, u)
≤ (7 + 2α)D + dE∗ (y, u)
≤ 9(D + dE∗ (y, u)) (α ≤ 1)
≤ 9dE∗ (s, u)

which, by Lemma 3.2, leads to a contradiction.
Assume now that we are blocked on one side between states C and A in Step 4 (see

Figure 4b). Let x′ be the last vertex reached at the end of state A, we know that dE∗ (s, v) =
dE∗ (s, u) + 1 because u is an articulation point of G\E′

∗ and dE∗ (s, u) = 2D + dE∗ (x′, u).
Using Lemma 3.1:

T ≤ (9D + αD) + (αD + 3D) + dE∗ (x′, u)
≤ (12 + 2α)D + dE∗ (x′, u)
≤ 9(2D + dE∗ (x′, u)) ≤ 9dE∗ (s, u) (α ≤ 1)

which, by Lemma 3.2, leads to a contradiction.
Assume now that we reveal an open vertical chord uv between states A and B in Step 5

(see Figure 4c). Recall that dE∗ (s, u) ≤ D + αD, and we explore up to distance αD − 1
towards y. There are two possibilities: either we see y by exploring distance βD (with
βD < αD − 1), or we do not see y even if we explore distance αD − 1.

If we see y, then, we know that dE∗ (s, u) = dE∗ (s, v) + 1 since going to u through x will
yield distance D + αD while going through y and v will yield distance at most D + βD + 2,
and we know that βD < αD−1 and βD ≥ 0. So, dE∗ (s, v) = D +βD +1. Using Lemma 3.1:

T ≤ (5D + αD) + (1 + 2(βD + 1))
≤ (5 + α + 2β)D + 3
≤ 9(D + βD + 1) ≤ 9dE∗ (s, v) (β < α ≤ 1)

which, by Lemma 3.2 leads to a contradiction (the roles of u and v are reversed here, since v

is the new source).
If we do not reach y, either by blocked edges or because we have explored distance αD− 1

without reaching it, then, we know that dE∗ (s, v) = dE∗ (s, u) + 1. Using Lemma 3.1:

T ≤ (5D + αD) + (1 + 2(αD − 1) + 1)
≤ (5 + 3α)D
≤ 9(D + αD) ≤ 9dE∗ (s, u) (α ≤ 1)

which, by Lemma 3.2, leads to a contradiction.
Finally, assume that we reveal an open vertical chord uv between states C and A after

having explored αD vertices in Step 6 (see Figure 4d). Since uv was not revealed before, this
implies that the shortest path from s to v goes through u, and so dE∗ (s, v) = dE∗ (s, u) + 1.
Using Lemma 3.1:

T ≤ 9D + αD

≤ 9(D + αD) ≤ 9dE∗ (s, u) (α ≤ 1)

which, by Lemma 3.2, leads to a contradiction.
All the possible cases lead to contradictions, and so such a G cannot exist. ExpBalancing

thus achieves competitive ratio 9 on unit-weighted outerplanar graphs. ◀
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3.3 Lower bound 9 for unit-weighted outerplanar graphs
In this subsection we prove that the competitive ratio achieved with the ExpBalancing
strategy is optimal on unit-weighted outerplanar graphs.

▶ Theorem 1.2. For any ε > 0, no deterministic strategy achieves competitive ratio 9− ε

on all road maps (G, E∗), where G is a unit-weighted outerplanar graph.

This result can be obtained by a natural reduction from the linear search problem [9] (or,
equivalently, the cow-path problem on two rays [21]). The linear search problem is defined
as follows: an immobile hider is located on the real line. A searcher starts from the origin
and wishes to discover the hider in minimal time. The searcher cannot see the hider until
he actually reaches the point at which the hider is located and the time elapsed until this
moment is the duration of the game.

This problem reduces to the k-CTP on specific road maps that we call shell road maps.
The shell graph on 2n vertices, denoted by Shn (see Figure 7), is the graph obtained from
a cycle on 2n vertices {v0, v1, . . . , v2n−1} with all possible chords incident with vertex vn,
except v0vn. It is clearly outerplanar, and all edge weights are set to 1. In our setting, we
shall consider v0 as the source s and vn as the target t. We call shell road maps the specific
road maps (Shn, E∗) where E∗ is made up only of edges incident with t. Said differently, the
traveller cannot be blocked on the outer face on some edge vivi+1.

v1

v9

v2

v8

v3

v7

v4

v6

s = v0 v5 = t

Figure 7 The shell graph on 10 vertices Sh5.

The shell graph is 2-connected, so it contains an upper side S1 and a lower side S2 which
can simulate the positive and the negative sides of the real line. The position of the hider
will then intuitively correspond to the first encountered open chord to t : if the hider is at
position x > 0 (resp. x < 0), then E∗ will contain all vit ∈ E except v⌈x⌉t (resp. v⌊2n+x⌋t).
In such a way, any strategy for the k-CTP with some competitive ratio r, will give a strategy
for the linear search problem with asymptotic competitive ratio r + ε for any ε > 0. However,
it is known that the linear search problem has an optimal ratio of 9 [3] which gives the
lower bound we want on the k-CTP. Note however that, in the sketched reduction, small
details need to be cared of, for example the distance of the traveller has a unit additive term
compared to the searcher on the line (cost of crossing the discovered chord to t). In order to
remove any doubt related to these details, we provide in the full version [6] a complete proof
of Theorem 1.2 (without reducing to the linear search, but sharing some features with the
proof of [3]).

4 The case of arbitrarily weighted outerplanar graphs

Given our results on the unit-weighted case (which give as an easy corollary ratio 9S for fixed
stretch S), a natural question is whether we can design a deterministic strategy achieving a
constant competitive ratio for the more general family of arbitrarily weighted outerplanar
graphs. In this section, we prove that this is impossible since, for any constant C ≥ 1, there
exists a weighted outerplanar graph on which the competitive ratio obtained is necessarily
greater than C. Let us introduce a sub-family of outerplanar graphs that will be useful here.

MFCS 2024



19:14 The Canadian Traveller Problem on Outerplanar Graphs

▶ Definition 4.1. An outerplanar graph G containing s and t is said to be (s, t)-unbalanced
if either it is a single st edge or one of its sides contains all vertices V of the graph.

In other words, an (s, t)-unbalanced outerplanar graph is such that s and t are neighbors
on the outer face. While one side (say w.l.o.g. the lower side) contains all vertices, the upper
one only contains s and t and simply consists of a single edge st. Thus, such a graph does not
have any vertical chord. We show in the remainder that constant competitive ratio cannot
be obtained even on weighted (s, t)-balanced outerplanar graphs.

We begin with the definition of a graph transformation T which takes as input a weighted
(s, t)-unbalanced outerplanar graph H = (V, E, ω), three positive rational values α, C, and η,
and an integer N . The construction of the output graph T (H, α, C, η, N) works as follows:

Create two vertices s and t with an edge st of weight C. This edge will stand as the
upper side of the graph.
Add N copies of the graph αH, where αH = (Vα, Eα, ωα) is a graph such that Vα = V ,
Eα = E and ωα(e) = αω(e) for every edge e ∈ E. These copies are denoted by
αH(1), . . . , αH(N) and the source/target pair of each αH(j) is denoted by (sj , tj).
Connect in series all copies αH(1), . . . , αH(N) from s to t in order to form the lower side
of the graph, using their source/target as input/output vertices. In brief, merge s with
s1, ti with si+1 for i ∈ {1, . . . , N − 1}, and tN with t.
Add all edges tjt for 1 ≤ j ≤ N − 1 with weight η.

Figure 8 illustrates the graph T (H, α, C, η, N) obtained. Observe that it is an (s, t)-
unbalanced outerplanar graph because the lower side of each αH contains all its own vertices.
Therefore, all vertices of T (H, α, C, η, N) lie on its lower side. We also set t0 = s.

C

αH (1)

αH (2) . . .
αH

(N)

η

η

η

s = s1 tN = t

t1 = s2
t2 = s3

tN−1 = sN

Figure 8 The graph T (H, α, C, η, N) with its outerplanar embedding.

For the remainder, we define a trivial arithmetic sequence generating all positive half-
integers: for any integer i ≥ 0, let Ci = 1

2 + i. For any value Ci, we are able to construct a
collection of road maps for which ratio Ci cannot be achieved by any deterministic strategy.

▶ Proposition 4.2 (*). For any nonnegative integer i, there exists a family Ri of road maps
which satisfies the following properties:

all the road maps of Ri are defined on the same weighted (s, t)-unbalanced outerplanar
graph,
no deterministic strategy can achieve ratio Ci on family Ri.

Sketch of the proof. By induction, we assume that the property holds for some i ≥ 1. We
focus on some graph Hi+1 = T (Hi, α, Ci, η, N). The reasoning consists in a trade-off on
the optimal distance between s and the last visited tj vertex on the lower side, denoted by
tq. If dE∗(s, tq) is at least Ci, then it appears that the st edge is the optimal offline path
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and we realize that exploring the lower side was too costly. We deduce that the obtained
competitive ratio is necessarily greater than Ci +1 using the induction hypothesis. Otherwise,
if dE∗(s, tq) < Ci, then it means that we did not explore far enough on the lower side, hence
the optimal offline path passes through it. We obtain the same conclusion that the ratio is
greater than Ci + 1. See full version [6] for the proof.

Hence, no deterministic strategy can achieve constant competitive ratio on weighted
outerplanar graphs since integer i can take arbitrarily large values:

▶ Theorem 1.3. There is no constant C, independent from G and k, such that a deterministic
strategy achieves competitive ratio C on all road maps (G, E∗) where G is a weighted
outerplanar graph.

Proof. By contradiction, for any C ≥ 1, apply Proposition 4.2 on i = ⌈C⌉. ◀

5 Perspectives

We highlighted a non-trivial unit-weighted family of graphs (outerplanar) for which there
exists a deterministic strategy with constant competitive ratio 9, which is optimal. However,
we proved that no constant competitive ratio can be achieved for arbitrarily weighted
outerplanar graphs. Several questions arise.

Since some sub-families of outerplanar graphs have constant competitive ratio in the
weighted case (trees and cycles, which imply cacti from Lemma 2.2) while a very close super-
family admits the general bound 2k + 1 in the unit-weighted case (planar of treewidth 2),
a natural question is to investigate where the competitive gaps lie in both cases. For the
unit-weighted case, future research could focus on the natural extension of p-outerplanar
graphs [4], with p successive outer faces, in order to generalize constant competitiveness.

To achieve constant competitive ratio on arbitrarily weighted graphs, a good candidate
could be graphs with bounded-sized minimal edge (s, t)-cuts, for which ratio

√
2k + O(1)

is known [12]. Observe that our construction T which disproves constant ratio increases
the size of edge (s, t)-cuts. We conjecture that there exists a polynomial-time deterministic
strategy achieving constant competitive ratio on graphs with edge (s, t)-cuts of bounded size.
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