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A B S T R A C T

In the present study, a multi-fidelity methodology based on response-conditioned waves (RCW) is demonstrated
for the probabilistic assessment of wave-induced loads and responses of offshore structures. The methodology
consists of two steps: (i) the RCW are determined using a surrogate response model and (ii) they are reproduced
in an experimental or CFD-based numerical wave tank (NWT) to obtain the fully nonlinear response, as a
high-fidelity evaluation. The main novelty of the proposed response-conditioning technique is that it uses a
fully nonlinear wave solver that calculates the wave propagation inside an NWT. In this work, the extreme
Vertical Bending Moment (VBM) of a zero-speed containership is investigated. It is found that the proposed
approach provides nonlinear wave sequences that can be explicitly and exactly reproduced experimentally,
up to very extreme sea states (𝐻𝑠 = 17 m, 𝑇𝑝 = 15.5 s). Moreover, through comparison of the obtained
results with an experimental Monte Carlo approach, it is shown that the overall framework can predict the
short-term distribution of the VBM accurately and efficiently. Finally, given that model tests are costly and
not widely accessible, the implementation of the high-fidelity response evaluation within a CFD-based NWT
is also demonstrated and validated against the available experimental results.
1. Introduction

In the design of ships and offshore structures, the identification of
design loads is a procedure that usually requires significant financial
and temporal resources. The most prominent and reliable approach is
using model tests or high-fidelity numerical tools, such as Reynolds-
Averaged Navier Stokes (RANS) solvers in a Monte Carlo framework for
each sea state. However, provided that the design loads are inherently
rare, long irregular wave tests or simulations are required to obtain
statistically converged results (van Essen et al., 2023). Furthermore,
these loads also tend to be highly nonlinear, hence the use of a low-
fidelity model, such as the linear potential-flow theory and Gaussian
statistics, leads to significant underprediction. Attention has therefore
been drawn towards alternative approaches to overcome this limita-
tion (van Essen and Seyffert, 2023). Among these, the present paper
focuses on the response-conditioned waves (RCW) approach for design
load analysis.

Tromans et al. (1991) introduced the concept of conditional waves
with the ‘‘New Wave’’ model, which uses a conditional mean process
to express the most probable wave shape around a crest, assuming that
the wave elevation is a zero-mean stationary Gaussian process. Along

∗ Corresponding author.
E-mail address: guillaume.ducrozet@ec-nantes.fr (G. Ducrozet).

the same lines, the most likely wave (MLW) method (Friis-Hansen
and Nielsen, 1995) determines the crest-conditional wave profile with
the concurrent conditioning of the crest amplitude and the random
instantaneous frequency of the wave. The aforementioned methods
are equivalent when the conditional frequency is equal to the mean
wave frequency 𝜔1 = 𝑚1∕𝑚0, where 𝑚𝑖 is the 𝑖th moment of the wave
spectrum. Adegeest et al. (1998) introduced the most likely extreme
response (MLER) method, which uses a linear transfer function of the
structure’s response to determine the wave sequence that excites a
given response amplitude. Similar to MLW, the most likely response
wave (MLRW) (Dietz, 2004) determines an RCW based on a concur-
rent conditioning of the response amplitude and the instantaneous
frequency. In the same study, the conditional random response wave
(CRRW) was also developed, which consists of the MLRW embedded
in a random background wave elevation. Moreover, the design loads
generator (DLG) method (Alford, 2008; Kim, 2012; Seyffert, 2018) de-
termines the Gaussian wave events that will excite a specific response,
based on their non-uniform phase distribution.

However, considering linear waves and a linear transfer function
limits the applicability of these approaches to configurations where
https://doi.org/10.1016/j.oceaneng.2024.119919
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Table 1
Overview of several RCW approaches.

Responses

Linear Nonlinear

W
av

es

Linear Adegeest et al. (1998)
Dietz (2004)
Alford (2008)

Jensen and Capul (2006)
Seyffert (2018)
Lim and Kim (2018)

Nonlinear – Ghadirian and Bredmose (2019)
Takami et al. (2023)

extreme linear responses do not largely deviate from the corresponding
nonlinear responses. To this end, in Lim and Kim (2018), the MLER

ethod was extended to the second order using a Volterra system
epresentation and the Quadratic Transfer Function (QTF) to account

for the pure slow-drift motions of a semi-submersible. In a more general
context, the First Order Reliability Method (FORM) (Der Kiureghian,
2000) uses a limit state function for the response-conditioning and
allows for the use of response models of any degree of nonlinear-
ity. Jensen and Capul (2006) applied the FORM for the prediction
f wave loads and extracted an explicit expression of the mean up-
rossing rate as a function of the reliability index. The method has been
xtensively studied for complex scenarios, such as the wave-induced
oads on flexible hulls (Jensen et al., 2014), parametric rolling (Jensen
t al., 2017), and combined wind and wave loading (Jensen et al.,

2011). Takami et al. (2023) used a nonlinear Higher-Order Spectral
HOS) wave model, coupled with FORM for the prediction of extreme

wave-induced loads and motions. In particular, numerical investigation
was carried out for the analysis of wave crest, vertical bending moment
(VBM) and roll motion distribution in beam seas. Comparison between
the results obtained by linear and nonlinear incident waves showed
hat wave nonlinearity has a significant influence on the prediction
f the tail values of the distribution. Nevertheless, in the applications

of the FORM mentioned above, the extreme response predictions are
erformed using the up-crossing rate formulation of Jensen and Capul

(2006) and they are not applied in a multi-fidelity context.
Moreover, despite the notable progress in the identification proce-

ures for the RCW episodes, their flawless implementation in exper-
mental (EWT) or numerical wave tanks (NWT) is still challenging.
he majority of these response-conditioning techniques are based on

inear wave theory and therefore provide unrealistic wave episodes
or severe sea states. Hence, when implemented experimentally, non-
inear wave–wave interactions during the propagation of those wave
equences will result in a wave episode whose shape deviates from the
arget RCW (Drummen et al., 2009; Quon et al., 2016; Hann et al.,

2018). Such differences in the incident waves are expected to introduce
considerable uncertainties in the assessment of the fully nonlinear
responses. To overcome this issue, Ghadirian and Bredmose (2019)
oupled the FORM with fully nonlinear wave kinematics using the

OceanWave3D model (Engsig-Karup et al., 2009). The experimentally
veraged force on a monopile and respective wave elevation showed

better agreement with the fully nonlinear wave case than with the
first or second order. Kim et al. (2022) coupled the nonlinear wave
solver HOS-NWT (Ducrozet et al., 2012) with FORM to predict the wave
rest distribution. The wave episodes were generated very accurately
n the experiments and the crest height distribution was predicted

very efficiently. An overall non-exhaustive mapping of the different
RCW techniques, based on their assumptions about the linearity of the
ncident waves, as well as the responses of the structure can be found
n Table 1.

As it has been briefly discussed so far and will be more exten-
sively analysed in Section 3, using such RCWs as design waves usually
equires a high-fidelity nonlinear wave–structure interaction model,
hich for most practical applications consists of model tests or CFD.

Within these environments, waves are generated and propagated in
2 
EWTs or NWTs and the use of linear wave models in the response-
conditioning procedure poses several limitations to that approach.

herefore, the motivation for this study is to introduce a response-
conditioning method, which considers the nonlinear propagation of the
waves in an NWT and can determine nonlinear design wave episodes.
This will not only facilitate the reproduction of the RCW in the wave
tanks but also allow the investigation of more complex responses where
the wave nonlinearity is significant (van Essen and Seyffert, 2023).

he proposed approach is integrated into a multi-fidelity methodology
which consists of two steps and re-evaluates a preliminary surrogate
response distribution, according to the high-fidelity response of the
structure to single-wave episodes. As a first step, an optimization
procedure, similar to the FORM, is used to determine the RCW, coupled
with the fully nonlinear wave solver HOS-NWT (Ducrozet et al., 2012).

herefore, the second step, which consists of the reproduction of those
ave episodes with high-fidelity tools, can be easily implemented
nd the fully nonlinear response to those RCW can be obtained. The
bjective of this methodology is to replace time-consuming Monte Carlo
ests in irregular waves with short-duration experiments or numerical
imulations in RCW, allowing the swift evaluation of the short-term
xtreme responses, across a wide range of sea states. By achieving this,
he method potentially enables accurate and efficient calculation of
ong-term design loads, even at early design stages, where introducing
igh-fidelity tools would be otherwise cost-prohibitive.

In the present paper, a case study is performed using a rigid 6750-
EU containership, where the response of interest is the VBM at near
midships. A surrogate model is constructed using the nonlinear waves

at the structure’s location and the linear response amplitude opera-
tor (RAO) of the VBM. The Rayleigh distribution is obtained using
the variance of the linear VBM response spectrum and for certain
levels of exceedance probability, the corresponding VBM values are
extracted. Following, these target VBM values are used in the con-
ditioning process, to determine appropriate wave episodes for both
hogging and sagging conditions and within five sea states. Through
the experiments, the fully nonlinear VBM response values that corre-
spond to the predefined POE levels are obtained and the results are
compared with a Monte Carlo approach in irregular waves. Finally,
provided that CFD is the most suitable approach for practical appli-
cations, the high-fidelity evaluation of the response distribution using
CFD instead of experiments is also investigated. The article begins
with an overview in Section 2 of the different approaches that are
sed for the probabilistic assessment of the extreme responses of off-
hore structures. The multi-fidelity framework along with the proposed
esponse-conditioning approach are detailed in Section 3, followed
y a description of the experimental setup, environmental conditions,
nd test cases in Section 4. In Section 5, the methodology is verified
xperimentally, while it is also demonstrated that CFD can be used as

a high-fidelity model in practical applications. Finally, the conclusions
of the present study are drawn in Section 6.

2. Extreme response statistics

In this section, several existing methodologies for the probabilistic
assessment of the fully nonlinear wave-induced response of offshore
tructures are discussed. The Monte Carlo method is first outlined,
long with several strategies that allow the optimization of the required

test duration and number of seeds. Following, the general context
and principles of the multi-fidelity approach for efficient estimation
of the extreme wave-induced response statistics is described and two
examples of the application of this framework are given. Finally, the
focus is drawn on the design wave approach, which is also the subject

of the present study.
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2.1. Monte Carlo approach

To evaluate the exact wave-induced response distribution of marine
tructures, the Monte Carlo approach in irregular waves is considered as
he reference procedure. Through up-crossing analysis of the response
ime series, the maxima and minima of each cycle are determined,
orted, and associated with the empirical exceedance probability 𝑃𝑐 =
1 − 𝑖

𝑁+1 , where 𝑁 is the total number of events and 𝑖 is the index
of the sorted events. Multiple realizations of the sea state considered
are necessary to obtain statistically converged results up to the desired
exceedance probability level. The test duration, as well as the number
of those realizations, is usually defined by appropriate guidelines and
varies depending on the structure under consideration (van Essen et al.,
2023).

This method can be optimized to a great extent and with negligible
oss of accuracy through efficient sample selection (Mohamad and
apsis, 2018), as well as through the increased design sea-state (IDSS)

approach (Derbanne et al., 2012). The concept of the IDSS is the
rtificial increase of the significant wave height, to observe occurrences
f a given response level more frequently. According to Kim et al.

(2024a), a speed-up of 8 times with 0.1% error can be achieved,
ven for moderate/extreme sea states. Similar to the IDSS, the scaling
roperties of the FORM reliability index can numerically predict the

extreme response distribution (Jensen, 2011). Moreover, when low
robability levels are sought, statistical extrapolation from a limited

dataset of shorter duration is possible instead of using the empirical
distribution (Song et al., 2019). However, fitting a distribution to the
limited dataset might potentially introduce bias in the prediction.

2.2. Multi-fidelity approaches

The methodologies presented below are grouped according to their
principal common feature, which is the combined use of response
models of different fidelity levels to evaluate the response statistics.
More specifically, instead of conducting the full Monte Carlo procedure
using experiments or CFD, only selected events are treated with high-
fidelity tools. The identification of the critical events is made based
on a surrogate model of low or medium fidelity, which needs to be
fficient and precise enough for the driving mechanism of the extreme

events to be captured. For most wave-induced responses, the linear
response obtained by the application of the RAO to the wave elevation
is an adequate surrogate. However, for more complex scenarios, time-
domain models that include several nonlinearities can be a step towards
a more refined model. Under these terms, the linear and nonlinear
extremes will occur in similar time instants but will differ in magnitude
and therefore the underlying critical wave episodes can be identified
and extracted.

2.2.1. Wave screening
The concept of this approach is to use a surrogate response model

to perform the Monte Carlo in irregular waves, with reasonable com-
putational effort. Based on the assumption about the coincidence of the
linear and nonlinear extreme events in time, the wave episodes that are
expected to induce large responses are identified and then reproduced
through a high-fidelity model, to obtain the fully nonlinear responses.
Eventually, the low-fidelity statistics are combined with the results
from the high-fidelity analysis, to obtain an estimation of the response
distribution. This approach has been introduced in Torhaug (1996)

here the linear response was used for the screening of the waves
nd weakly nonlinear seakeeping tools were used for the nonlinear
valuation of wave loads. In van Essen et al. (2021), both potential
low solvers and CFD solvers on coarse meshes have been used for the
creening, while it was also found that screening methods can poten-
ially reduce the necessary time of experiments or refined numerical
imulations up to 90%, compared to the full Monte Carlo approach.
 f

3 
2.2.2. Design waves
The term design waves is used here to describe the methodologies

ccording to which a single wave episode is used as an equivalent
to the irregular sea state. In general, a distinction is made between
the case of regular wave episodes, commonly known as equivalent
esign waves (EDW), and irregular design wave episodes, also referred

to as response-conditioned waves (RCW). Classification societies have
extensively used the former in their rules and guidelines due to their
simplicity; however, they are known to provide less accurate results
compared to the latter (de Hauteclocque et al., 2012). For regular
waves, the standard practice is to set the frequency equal to the peak
frequency of the linear response spectrum and determine the wave
height through the target response divided by the value of the RAO for
the peak frequency. For irregular waves, the design wave corresponds
to the conditional wave episode determined through one of the methods
discussed in the introduction. These wave episodes are implemented
in a multi-fidelity framework within which the surrogate response
model is used to back-calculate a short wave episode for any response
level, which is expected to induce this load or motion at a given time
instant. Lastly, these wave sequences can be reproduced with high-
fidelity means to get a fully nonlinear response. The main advantage
of this method is that the duration of the tests does not depend on
the level of the response. Therefore, for very extreme responses, where
the rare occurrence of the underlying wave episodes would necessitate
a large exposure time and a large number of realizations, the EDW
or RCW methods solely require the implementation of several wave
episodes. In particular, Brown et al. (2023) found that the design
wave approach, was 43 times more efficient than Monte Carlo when a
single wave episode was investigated. Under these terms, especially for
very low probability levels, for which the irregular wave test duration

ould increase significantly, the design wave approach can directly
stimate the fully nonlinear response with only 1 min of model tests
r high-fidelity numerical simulations.

3. Design wave methodology

As mentioned in the introduction and further analysed in Section 2,
a multi-fidelity approach based on design waves is used in this paper
or the prediction of the extreme VBM responses of a containership.

This approach consists of two steps. The first entails the determination
of the design wave through a response-conditioning procedure and by
using a surrogate model. The second step involves the evaluation of the
ully nonlinear response of the structure to those design wave episodes,
hrough a high-fidelity model.

To predict a particular response distribution, each RCW should
orrespond to a level of POE. To this end, a preliminary response
istribution is obtained through the surrogate model, either through
n explicit expression or through efficient Monte Carlo simulations.
ollowing, for certain levels of probability, the equivalent responses
re extracted and used for the response-conditioning. It is recalled here
hat this surrogate needs to capture the driving mechanisms that excite
he extreme responses. For the case study addressed in this paper,
he response of interest is the VBM of a non-slender body, driven by
ave phenomena. Thus, the linear diffraction/radiation theory is an
dequate surrogate model and an RAO-based model is constructed,
hile the Rayleigh distribution serves as the preliminary distribution.

The first of the following subsections includes a description of all
he different aspects of the response-conditioning procedure. It starts
ith the motivation of using a nonlinear wave model that propagates

he waves in NWT, along with its formulation. The adopted surrogate
esponse model is introduced, together with the procedure that is
mplemented to obtain the response-conditioned waves. The second
ubsection gives a brief introduction to the implementation of the cal-
ulated RCW episodes in a high-fidelity tool, which is further analysed
or the present setup in Section 4.
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3.1. Higher order spectral response-conditioned waves (HOS-RCW)

The majority of existing RCW methods assume a linear wave field
o obtain an explicit formula for the wave elevation. The closed-

form expression of the wave elevation and the response makes use
only of the spectral information and the response transfer function
and thus it can be implemented to explicitly derive the appropriate
design wave episodes. Because of their practicality, linear response-
onditioning techniques have been used extensively in the literature for
arious types of structures and responses (Quon et al., 2016; Ripe and
ande-Sundall, 2023; Drummen et al., 2009; Brown et al., 2023; Jin

et al., 2022). However, when used in a multi-fidelity approach, within
hich episodes are reproduced in model tests or CFD, there are several

limitations. More specifically, nonlinear wave–wave interactions during
the propagation of the wave sequence from the wave generation up to
the location of the structure will alter the phases of the wave packet and
its shape will be different from the theoretical profile (Fernández et al.,
2014). As a result, the wave encountered by the structure will deviate
rom the determined RCW and uncertainties will be introduced in the

methodology (Drummen et al., 2009). This problem is expected to
be intensified when considering constrained wave episodes, where the
RCW will also interact with the background irregular wave (Hann et al.,
2018). On top of that, when it comes to wave impact-related problems,
such as green water on deck or slamming, the loads highly depend
on the incident wave crest height and steepness. Thus, including wave
nonlinearity in the surrogate model might be crucial for this type of
pplication, as discussed in van Essen and Seyffert (2023).

Frequency domain phase and amplitude correction have been ap-
lied previously (Schmittner et al., 2009; Fernández et al., 2014) to im-
rove the generation of the wave episodes, as demonstrated in Tosdevin

et al. (2022) and Takami et al. (2020). However, the waves obtained
xperimentally through this approach still present some discrepancies
ith the target wave profiles. Besides, the target RCWs remain linear,
ccording to the underlying response-conditioning technique and they
re not representative of realistic environmental conditions. Therefore,

the present study aims to treat this problem by introducing a response-
conditioning technique that provides nonlinear wave episodes. Those
RCW not only can be flawlessly reproduced in experiments and CFD
as shown in Sections 5.1.1 and 5.2, but also retain their nonlinearity,
since a nonlinear NWT is incorporated in the surrogate model.

3.1.1. Nonlinear numerical wave tank
The Higher-Order Spectral (HOS) method (Dommermuth and Yue,

1987; West et al., 1987) is an efficient way of solving numerically the
nonlinear wave propagation in an open fluid domain, using potential
flow theory. The method has been further developed to account for
the generation and propagation of waves in a numerical wave tank
by Ducrozet et al. (2012). In a complete analogy to all the features
f an experimental wave tank, in the HOS-NWT approach: i) the
aves are generated through the motion of a numerical wavemaker,

i) the sidewalls are fully reflective and iii) an absorbing beach is
ocated opposite to the wavemaker to prevent the reflections from the
pposite wall. The accuracy and efficiency of the open-source HOS-
WT solver have been validated through several studies on various
onfigurations (Aliyar et al., 2022; Ducrozet et al., 2016; Seiffert et al.,

2017) and is therefore adopted in the present approach.

3.1.2. Surrogate response model
A schematic depiction of the aforementioned numerical wave tank

s demonstrated in Fig. 1. The waves at the location of the structure 𝑥0
re controlled by the numerical wavemaker motion, which is assumed
o be a zero-mean Gaussian process and serves as the input of the

FORM-based procedure (see Section 3.1.3).

𝑋𝑤𝑚(𝑡) =
𝑁
∑

𝑖=1

𝛼𝑖
TF𝑖

cos(𝜔𝑖𝑡 + 𝜖𝑖)

=
𝑁
∑

(𝑢𝑖𝑐𝑖(𝑥, 𝑡) + 𝑢𝑖𝑐𝑖(𝑥, 𝑡))
(1)
𝑖=1

4 
Fig. 1. Numerical wave tank configuration.

where 𝑁 is the total number of wave components generated at the
avemaker location, 𝜔𝑖 is the frequency of the 𝑖th components and

𝛼𝑖 =
√

2𝑆𝜂(𝜔𝑖)𝑑 𝜔 is their amplitude defined from the target wave
spectrum 𝑆𝜂(𝜔𝑖). Moreover, TF𝑖 is the modulus of the wavemaker
transfer function and 𝜖𝑖 is the phase. Finally, 𝑢𝑖, 𝑢𝑖 are uncorrelated
tandard normal variables that serve as the unknown variables for this
roblem, while the deterministic functions 𝑐𝑖(𝑥, 𝑡) and 𝑐𝑖(𝑥, 𝑡) follow

𝑐𝑖(𝑥, 𝑡) = 𝜎𝑤𝑚
𝑖 cos(𝜔𝑖𝑡 − 𝑘𝑖𝑥)

𝑐𝑖(𝑥, 𝑡) = −𝜎𝑤𝑚
𝑖 sin(𝜔𝑖𝑡 − 𝑘𝑖𝑥)

(

𝜎𝑤𝑚
𝑖

)2 =
𝑆𝜂(𝜔𝑖)

TF2𝑖
𝑑 𝜔𝑖

(2)

where (𝜎𝑤𝑚
𝑖 )2 denotes the variance of the wavemaker motion, while the

amplitudes and phases are
𝛼𝑖

TF𝑖
= 𝜎𝑤𝑚

𝑖

√

𝑢2𝑖 + �̄�2𝑖 𝜖𝑖 = tan−1
(

�̄�𝑖
𝑢𝑖

)

(3)

Using the wavemaker motion described above, HOS-NWT solves for
he nonlinear wave propagation inside the wave tank and outputs the
onlinear free-surface elevation at the structure’s location 𝜂𝐻 𝑂 𝑆 (𝑥0, 𝑡).
nder these terms, the surrogate response of interest can be evaluated

hrough the Fourier Transform of this wave elevation, application of a
ransfer function and Inverse Fourier Transform to transit back in the
ime domain as shown below.

𝜂𝐻 𝑂 𝑆 (𝑥0, 𝑡) =
𝑁
∑

𝑖=1
𝐴𝑖𝑒

−i𝜔𝑖𝑡 (4)

Then the surrogate response will follow,

𝜒(𝑥0, 𝑡) =
𝑁
∑

𝑖=1
𝑅𝐴𝑂(𝜔𝑖)𝐴𝑖𝑒

i𝜔𝑖𝑡 (5)

where 𝐴𝑖 are the complex Fourier coefficients of the wave amplitude.
hrough this surrogate model, all the frequency components 𝐴𝑖 are
reated as free waves and therefore the resulting response is linear.
owever, at the location of the structure 𝑥0, the incident wave field
as the correct phase, due to the nonlinear propagation, solved by
OS-NWT.

3.1.3. Response-conditioning procedure
A response-conditioning procedure similar to the one used in the

irst Order Reliability Method (FORM) is adopted to calculate the RCW
episodes. In both approaches, the point on the limit state function
f minimum distance from the origin is determined. However, the
istinctive feature between the approach presented here and the FORM
s that after finding this point, there is no assumption about the order

of the limit state function. Instead, the point is recovered and the
orresponding wave episode realization is sought as the RCW. More

specifically, a surrogate model is used for the response of interest, as
well as a predetermined threshold 𝜒𝑡𝑎𝑟 to define the limit state function,
as

𝐺(𝐮) = 𝜒𝑡𝑎𝑟 − 𝜒(𝑥0, 𝑡0|𝐮) = 0 (6)

where 𝐮 corresponds to a vector of uncorrelated normal distributed
ariables, {𝑢𝑖, ̄𝑢𝑖} = {𝑢1, ̄𝑢1, 𝑢2, ̄𝑢2,… , 𝑢𝑁 , ̄𝑢𝑁}. Different realizations of

those variables will yield different outcomes of the wavemaker motion
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(Eq. (1)) and through the surrogate model will result in different
responses within the limit state function. Since the limit state func-
tion is defined in the standard normal space, the point 𝐮∗ with the
shortest distance to the origin corresponds to the realization with the
highest probability of occurrence and is therefore denoted as the most
probable point (MPP). Therefore, the following optimization problem
is constructed, the solution of which will provide the MPP, which for
the formulated wave–structure interaction problem will correspond to
the RCW,

min

√

√

√

√

𝑁
∑

𝑖=1
(𝑢2𝑖 + �̄�2𝑖 ) subject to 𝐺(𝐮) = 0 (7)

To this end, an iterative algorithm known as Modified Hasofer
nd Lind with Goldstein–Armijo rule (MHLGA) (Santos et al., 2012;

Kim et al., 2022) is employed in the present study, to determine
the MPP. The initial point of the optimization is set as the wave
episode calculated by the MLER approach (Adegeest et al., 1998). Upon
etermination of the MPP, the Gaussian wavemaker motion can be
etermined through the same equation and the wave episode can be
eproduced in a very straightforward manner in a high-fidelity envi-
onment. It shall be noted that in this approach, the wave elevation, as
ell as the response that is included in the limit state function, are not
xplicitly related to the wavemaker motion. For this reason, HOS-NWT
imulations need to be performed during each iteration of the MHLGA
lgorithm, which might significantly increase the computational time
f the solver parameters are not chosen carefully. The total number
f HOS-NWT simulations varies depending on the required iterations
or the method to converge. As a general rule, 2N simulations are
erformed during each iteration, equal to the size of the 𝐮 vector.

3.2. High-fidelity nonlinear response evaluation

The second step of the present methodology consists of the repro-
uction of the HOS-RCW in a high-fidelity environment. The output
f the procedure described in the previous subsection is the motion
f a numerical wavemaker 𝑋𝑤𝑚(𝑡) given by Eq. (1). Therefore, the

reproduction of the RCW in an EWT is explicit, while in a CFD-based
NWT, the HOS-NWT solver can be coupled with the viscous solver
through a domain decomposition approach as shown in Aliyar et al.
(2022). An overall schematic depiction of the multi-fidelity design wave
methodology is shown in Fig. 2. The left side of this Figure corresponds
to a flowchart of the general two-step methodology and the right side
to an illustration of the nonlinear response evaluation through the use
of design waves.

4. High-fidelity tools

For the evaluation of the fully nonlinear loads on the structure
uring the second step of the methodology, two high-fidelity models are
nvestigated here, namely experiments and CFD simulations. First, the
escription of the experimental setup is provided along with the main
articulars of the containership model. Moreover, the basic aspects
f the numerical solver and the construction of the CFD-based NWT
nd meshing strategy are outlined. Finally, the test conditions are

presented both in terms of RCW, as well as irregular waves used for
the verification of the methodology.

4.1. Experimental setup

Experiments were conducted in the Ocean Engineering Wave Tank
f École Centrale Nantes for a 6750-TEU containership under a scale of
/65. The model is identical to the one used in Bouscasse et al. (2022),

Kim et al. (2023b) and Kim et al. (2024a), while its dimensions can
e found in Table 2. It is divided into 9 segments, the intersections
f which ensure the rigidity of the structure. Under these terms, it
s possible to isolate the nonlinear effects attributed to the geometry
 n

5 
Table 2
Principal dimensions of the 6750-TEU containership.

Full scale Model scale

Scale 1/1 1/65
LBP (m) 286.6 4.409
Breadth (m) 40 0.615
Draft (m) 11.98 0.188
Displacement (kg) 85663776 311.93
KM (m) 18.662 0.287
GM (m) 2.10 0.032
KG (m) 16.562 0.257
LCG from AP (m) 139.56 2.147
kxx (m) 14.4 0.222
kyy (m) 71.5 1.109
kzz (m) 71.4 1.106

of the hull and the incident waves from the hydroelastic effects. An
TI sensor is installed near amidships, where the maximum bending
oment is expected to occur and measures directly the 6-DOF internal

loads (Fig. 3).
The experimental apparatus is presented in Fig. 4, where the body-

fixed reference frame is defined with the origin 𝑂𝑏 amidships and at the
waterline. Eight resistive wave gauges (WG) are installed in different
locations in the wave tank for the measurement of the free-surface
elevation. The monitoring of the incident wave field at the location of
the structure is performed through WG2, which is aligned with the ATI
sensor in calm water. A more detailed description of the experimental
setup and measuring devices can be found in Bouscasse et al. (2022).

4.2. Numerical setup

The RANS equations are solved with the in-house code foamStar,
sing the Finite-Volume library and utilities from OpenFOAM (Jasak,

1996). foamStar is a Volume of Fluid (VoF) solver (Hirt and Nichols,
1981) co-developed by Bureau Veritas and Centrale Nantes and based
n the interFoam solver. It contains a library of validated utilities

for wave generation (Kim et al., 2024b) and hydro-elastic and rigid
fluid–structure interactions (Seng et al., 2014; Aliyar et al., 2022). The
HOS-NWT wave profiles are generated through dedicated relaxation
zones, with a grid interpolation, from the HOS-NWT domain to the CFD
domain (Kim et al., 2024b).

In the case of RCW, the setup is mostly governed by the short
uration and short length span of the waves of interest. This allows for a
ignificant decrease in the domain size compared to regular or irregular
aves. For this particular case, the reflected waves do not have the time

o reach the boundary of the domain before the end of the computation
nd thus, a relatively short domain with reduced relaxation zones can
e used (Aliyar et al., 2022). OpenFOAM tools were used for construct-

ing the mesh and more specifically, a background mesh was built with
wave amplitude-dependent refinement around the free surface and the
ship position. In the present study, all the RCWs considered within a sea
state have a similar zero-crossing period, while their amplitudes vary
rom 1𝐻𝑠 to 1.6𝐻𝑠. Therefore, the same mesh and free-surface zone
as used for all wave episodes of the same sea state, on the condition

that there is an adequate number of cells in the vertical direction.
inally, the ship boundary was created with SnappyHexMesh and the
umerical domain is presented in Fig. 5. Moreover, given that RCW are

single wave packets starting from calm water conditions, only a few
econds before the ship encounters the incident waves are computed in
he numerical simulations. Under these terms, the numerical setup can
e further optimized compared to the simulation of long time series
f irregular waves, since the total duration of the computation can
e further reduced. Therefore, it is demonstrated here that due to the
ature of the RCW, significant efficiency can be gained both in terms
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Fig. 2. Flowchart of the design wave methodology.
Fig. 3. 6750-TEU containership model.

Fig. 4. Experimental setting for heading wave condition.
6 
of domain size and simulation time. In addition, provided that during
the RCW simulations no breaking is observed, no turbulence model is
employed.

Finally, to validate the wave propagation in the CFD-based NWT,
the same RCW is required to be simulated in a two-dimensional setup,
without the presence of the body. To this end, two-dimensional slices
are extracted during the mesh construction process, after all the refine-
ment zones are imposed and before using snappyHexMesh.

4.3. Irregular wave tests

Five sea states defined by the JONSWAP spectrum are considered in
this study, as shown in Table 3. Irregular wave tests were conducted ex-
perimentally to obtain the reference distribution through a Monte Carlo
approach. To obtain statistically converged results, each sea state was
repeated several times and with different realizations of wave phases.
The duration of each test corresponds to around 20 min in model scale
(2h40 full scale), from which one minute from the beginning and the
end of the test were excluded from the analysis, to eliminate transient
phenomena. The results of the experimental study on irregular waves
along with the relevant statistical analysis can be found in Kim et al.
(2024a).

4.4. Response-conditioned wave tests

Regarding the experimental RCW analysis, several target VBM val-
ues were chosen for each sea state according to the Rayleigh distribu-
tion. In total, eight values per sea state were considered, consisting of
four cases for the hogging condition and four for the sagging condition,
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Fig. 5. Computational domain for RCW simulations.

Table 3
Description of 5 different environmental conditions (full scale).

Case 𝐻𝑠 (m) 𝑇𝑝 (s) 𝛾 Seeds Nb. of waves

SS6 6 12.25 1 8 7600
SS8 8.3 14 1.5 12 9800
SS10 10 14 1.5 10 8000
SS12 12 14 1.5 8 6200
SS17 17 15.5 2.6 34 23 000

Table 4
VBM target values for RCW analysis in model scale (Nm).

Index POE SS6 SS8 SS10 SS12 SS17

1 10−1 61.8 98.7 118.9 142.7 207.8
2 10−2 87.4 139.6 168.1 201.8 293.9
3 5⋅10−3 93.8 149.7 180.3 216.4 315.2
4 10−3 107.1 170.9 205.9 247.1 359.9

based on their levels of exceedance probability, as shown in Table 4.
Provided that the Rayleigh distribution is symmetric for hogging and
sagging conditions, the target values for the sagging cases were set
as -VBM𝑡𝑎𝑟 and the RCW episodes were extracted for those response
levels. Furthermore, all calculated RCW were designed to induce the
maximum response at 𝑡0 = 45 s and at 𝑥0 = 18.2 m, which coincides
with the location of the 6-DOF load sensor (ATI). For the numerical
investigation, only SS10 was considered in both hogging and sagging
conditions.

5. Results and discussion

In the present section, the application of the proposed methodology
is demonstrated for an experimental wave tank, as well as through
high-fidelity CFD simulations. The objective of the former part is to
verify that the methodology provides an accurate and reliable esti-
mation of the fully nonlinear response distribution and compare it
against a reference experimental Monte Carlo distribution based on
irregular waves. On the other hand, the objective of the latter part is to
investigate the applicability of the methodology in a purely numerical
environment. To this end, upon validating the capacity of a CFD solver
to accurately capture the VBM of the containership, the second step of
the methodology is applied in a CFD-based NWT and the VBM response
distribution is constructed using the peaks from the individual RCW
simulations.
7 
5.1. Experimental investigation of design wave methodology

5.1.1. Assessment of nonlinear RCW reproducibility
The first step for the verification of the methodology is to assess the

quality of the reproduced wave episodes. Extensive repeatability tests
for the exact same setup under steep regular waves were performed
by Bouscasse et al. (2022). Moreover, the experimentally measured
wave elevation through WG2 is compared against the respective ele-
vation computed from HOS-NWT and this comparison is illustrated in
Figs. 6 and 7 for the mildest and the most severe sea state (SS6 and SS17
respectively). For the other sea states the relevant figures are omitted
due to similar trends and limited additional insight, but are available
upon request. In each figure, the top row corresponds to the hogging
results in ascending order of target VBM values, while the bottom
row corresponds to the sagging results. The RCW scenarios are named
according to the sea state and an index that corresponds to the POE
level, as shown in Table 4. All wave episodes derived by the HOS-RCW
method are reproduced with excellent accuracy and are equivalent
to the numerically determined wave elevation, in contrast with what
would be expected from linear response-conditioned waves (Drummen
et al., 2009; Quon et al., 2016).

The second aspect that needs to be verified is that the surrogate
model is fit for its purpose. It is recalled here that the surrogate model
should be able to identify the nonlinear maxima. In other words, the
linear and nonlinear extreme events should differ in terms of amplitude
and approximately coincide in time. To this end, the experimentally
measured wave-induced VBM is compared with the surrogate response
in Figs. 8–9 for SS6 and SS17 respectively. Through this comparison, it
is verified that the experimental VBM indeed coincide in time with the
linear response, while the nonlinearities in hogging conditions reduce
the maximum response and they are enhancing the sagging. Therefore,
the results confirm that the surrogate model based on a combination
of nonlinear wave propagation and a linear response is a suitable
surrogate for the response-conditioning.

5.1.2. Extreme wave and response profiles
At this point, it has been confirmed that the reproduced waves and

the surrogate model from the first step of the methodology provide
reliable input for the second step of the high-fidelity evaluation. Hence,
the analysis proceeds with a more in-depth investigation regarding the
likelihood of the occurrence of those fully nonlinear wave episodes and
respective responses. More specifically, the free-surface elevation and
VBM time series for the individual HOS-RCW episodes are compared
here against similar events from the Monte-Carlo irregular tests. For
each RCW scenario, irregular wave instances are extracted, during
which a VBM response of ±5 % magnitude was recorded. It should
be emphasized that strictly speaking, the ensemble of all these similar
events will not correspond to the most probable realization. However,
it provides a good estimate for that purpose.

The comparisons between the RCW and the irregular wave events
of analogous response levels are presented in Figs. 10–13 for SS6 and
SS17. The RCW scenarios are presented in ascending order of maximum
VBM magnitude, with the wave elevation in the top row and the VBM
response in the bottom row. Regarding the wave elevation, the RCW
follows the general trend of the average irregular wave profile, espe-
cially before the occurrence of the peak VBM response. Past this point,
the RCW free-surface elevation deviates from the average and more
specifically it appears to have deeper troughs and higher crests. On the
contrary, the comparison between RCW-induced VBM with the average
profile of the irregular wave events shows an even better agreement
throughout the whole time history. More specifically, for the mild and
moderate sea states, the two response profiles nearly overlap, despite
the slight differences in the underlying wave elevation. As the sea state
severity increases, larger deviations appear gradually and especially for
the hogging case, in the neighbouring troughs of the maximum VBM.
Overall, the results indicate that the high-fidelity evaluation of the
waves and responses derived by the HOS-RCW methodology provides
results that are very close to the ensemble of the irregular wave events
and might be seen as the most probable outcomes.
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Fig. 6. Experimentally reproduced wave profiles for hogging (top row) and sagging (bottom row) for SS6.
Fig. 7. Experimentally reproduced wave profiles for hogging (top row) and sagging (bottom row) for SS17.
Fig. 8. Experimentally measured VBM responses for hogging (top row) and sagging (bottom row) for SS6.
d
i

w

5.1.3. Extreme short-term response prediction
As mentioned in Section 4 irregular wave tests were performed for

each sea state and the relevant results can be found in Kim et al.
(2024a). By applying zero-crossing analysis on the irregular VBM time
series and sorting the local maxima and minima in ascending order
f magnitude, reference distributions can be constructed according
o the Monte Carlo approach, as described in Section 2.1. For the
 a

8 
exceedance probability levels listed in Table 4, the linear VBM value is
etermined using the Rayleigh distribution and the corresponding RCW
s evaluated accordingly. Based on the assumption that the response at

each exceedance probability level is primarily driven by the underlying
ave excitation process, the experimentally measured VBM is treated
s a re-evaluation of the response magnitude at that probability level.
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Fig. 9. Experimentally measured VBM responses for hogging (top row) and sagging (bottom row) for SS17.
Fig. 10. Comparison between RCW and IW: Experimentally measured wave elevation profiles(top row) and VBM profiles (bottom row) for SS6-Hogging.
Fig. 11. Comparison between RCW and IW: Experimentally measured wave elevation profiles(top row) and VBM profiles (bottom row for SS6-Sagging).
The results of the procedure outlined above are presented in Fig. 14
for the five sea states. The ensemble VBM distribution obtained by the
Monte Carlo approach is denoted as Exp. MCS and presented in blue
colour. The Jeffrey 95 % confidence interval is also shown, to assess
the statistical variability (Brown et al., 2001). Finally, the results of
the design wave methodology for each exceedance probability level,
are presented through the red-filled circles. It is shown that the RCW
9 
approach accurately captures the VBM distribution throughout all the
sea states. Despite using the linear values of the symmetric Rayleigh
distribution for the conditioning, the experimentally reproduced RCW-
induced responses estimate very well the non-symmetric Monte Carlo
distribution. Especially for hogging, there is an excellent agreement
between the Monte Carlo and RCW results throughout the whole range
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Fig. 12. Comparison between RCW and IW: Experimentally measured wave elevation profiles(top row) and VBM profiles (bottom row) for SS17-Hogging.
Fig. 13. Comparison between RCW and IW: Experimentally measured wave elevation profiles(top row) and VBM profiles (bottom row) for SS17-Sagging.
of sea states. In the case of sagging, the VBM is overall slightly un-
derpredicted. However, the performance of the proposed approach
does not deteriorate with the increase of the wave nonlinearity, which
indicates that it can be applied even for very low probability events
where the Monte Carlo method would be impractical. It is recalled here
that for events with very low probability, the Monte Carlo approach
would require a significantly increased duration, while with the design
wave approach, there is always one single wave episode that needs to
be tested.

Following the analysis of Kim et al. (2024a), the quantification of
the degree of nonlinearity is made through the nonlinear factor of the
VBM, defined as

𝑓𝑁 𝐿 =
VBM𝑁 𝐿
VBM𝐿

− 1 (8)

where VBM𝐿 denotes the linear response and VBM𝑁 𝐿 denotes the VBM
value for the same POE level, evaluated by the high-fidelity model.
Similar to the irregular wave scenario, the nonlinear factor for the RCW
can be devised as the ratio of the experimentally captured maximum
VBM, to the corresponding linear value used for the conditioning.

Fig. 15 depicts the nonlinear factor for the five sea states in hogging
and sagging conditions, with respect to the linear VBM values. For each
sea state (corresponding to one colour), the continuous lines correspond
to 𝑓𝑁 𝐿 as calculated by the Monte Carlo distribution, and the filled
circles correspond to the RCW results. The nonlinear factor exhibits
10 
similar behaviour for all sea states, implying that it is mostly influenced
by the magnitude of the linear VBM and less by the difference in
the environmental conditions (𝐻𝑠 and 𝑇𝑝). More specifically, in the
case of hogging, the nonlinear effect is overall steady at approximately
−15%, while in sagging a clear increasing trend is noticed in a much
wider range from 10 to around 40%. Regarding the prediction of the
nonlinear factor using the RCW, the variations with respect to the linear
VBM values are captured very accurately throughout the whole range
of sea states. In the case of sagging, there is a minor underprediction
of less than 5% for every case, while in the case of hogging, the design
wave methodology provides slightly conservative results.

In general, several sources of uncertainty can be identified through-
out the experimental approach presented in this paper, contributing
to differences between the Monte Carlo and the design wave results.
First, provided that the moored containership exhibits some slow-drift
motions, the position of encounter with the waves might deviate from
the target position of 𝑥0 = 18.2 m. In Kim (2022), the influence of
the ship location for waves focused at 𝑥0 has been investigated. It
was found that when the containership was installed at a position
0.4 m from the default position, the difference in the measured extreme
response was below 1%. Furthermore, even though reflections of the
ship-generated wave field on the walls of the basin and the wavemaker
can be neglected for the RCW tests, that is not the case for irregular
waves.
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Fig. 14. Probability of exceedance curve for all sea states.
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Regarding the limitations of the approach, it shall be emphasized
that in the present study, an RAO-based surrogate model was used
ecause the VBM is a response mostly driven by linear hydrodynam-
cs and more specifically by the pressure distribution on the rigid
ull. Therefore, a linear response model can successfully identify the
ave episodes inducing extreme nonlinear events. However, if the

lexibility of the hull is taken into account, hydroelastic effects will
esult in significant deterioration in the performance of the present
pproach (Drummen et al., 2009). Moreover, in the case of responses

that are excited by resonant effects, outside the wave frequency range,
uch as the slow-drift motions of moored floating structures, the use of
n RAO-based model will largely underpredict the extreme responses,
s shown in Bouscasse et al. (2024) and Ripe and Lande-Sundall (2023).

Towards this end, different and more accurate surrogate models need
 r

11 
to be tested (Takami et al., 2020; Lim and Kim, 2018) which is also a
direction for future work within the HOS-RCW approach.

5.2. Numerical investigation of design wave methodology

Finally, the applicability of the proposed methodology with CFD
s the high-fidelity evaluation is demonstrated. The present section
egins with the validation of the capacity of an in-house CFD solver
o compute accurately the VBM of the containership during RCW
vents. At the same time, the numerical setup for RCW simulations is
lso investigated. The obtained response distribution for SS10 is then
ompared with the experimental RCW approach, as well as with the

eference Monte Carlo distribution.
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Fig. 15. Nonlinear factor with respect to linear VBM: IW (continuous line), design
waves (filled circles).

Table 5
Numerical setups used for the convergence study.

Setup Cells Cells per 𝜆𝑝 Cells per 𝐻𝑠 𝑇𝑝∕𝑑 𝑡
M1 405k 84 5 100
M2 870k 130 8 150
M3 1270k 168 10 200
M4 5800k 168 20 400

5.2.1. Validation of in-house CFD solver
As a first step, a mesh and time step sensitivity study is presented

for the numerical setups shown in Table 5. The numerical study was
restricted to the SS10 cases and four different meshes with the same
refinement zones but increasing resolution were built. For each mesh,
the time step is chosen to keep a constant Courant number between the
different setups. The SS10-3 case was chosen as the reference for the
grid convergence, as it presents a large nonlinear factor. The results
of the wave propagation for SS10-3 are shown in Fig. 16, where the
accurate propagation of the wave episodes is confirmed for all setups.
In the same Figure, the VBM is also plotted on the right column, for
hogging and sagging conditions respectively. In Fig. 17, the associated
heave and pitch motions are illustrated. It is emphasized that the VBM
calculation requires both the correct propagation of the waves, as well
as the capture of the body motions. The results show that the short
duration of the test, starting as the wave impulse is already in the
domain but not yet on the ship, is sufficient to ensure the waves
and the motions are accurately reproduced. Small deviations from
the experimental results are visible after the target time of 45 s. For
simplifications, the surge is fixed during these simulations, which could
be a possible explanation for these discrepancies.

To compare quantitatively the numerical and experimental results,
two quantities are extracted: the relative error in the VBM extremum
(maximum for hogging and minimum for sagging) attained during the
CFD and the Improved Surface Similarity Parameter (ISSP) (Perlin and
Bustamante, 2016; Kim et al., 2023a). The ISSP is a quantification of
the resemblance of two time series and is defined as
ISSP =

[

∫ |

|
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𝑑 𝜔

)1∕2

(9)

where 𝐹𝑛𝑢𝑚 and 𝐹𝑒𝑥𝑝 are the complex Fourier coefficients of the exam-
ined and reference time series respectively and 𝐹𝑒𝑥𝑝(𝜔) is the frequency
averaged experimental coefficient. An ISSP value equal to zero, implies
totally overlapping time series, while an increase signifies deviation
12 
between the numerical and experimental results. The time interval
taken into account for the computation of the ISSP has been set equal
to the duration of the numerical simulation. The error of the extremum
gives an insight into the actual nonlinear factor achieved by the CFD
computation, which is the primary target of this study.

The two error quantification methods (ISSP and peak VBM error)
are presented for the case SS10-3 as a function of the numerical setup
M1 to M4 in Fig. 18. For both hogging and sagging, the discrepancy
between numerical and experimental results decreases slowly and with
some oscillations from M1 to M4. For this case, the results show that
the solver and numerical methodology used are sufficient to correctly
capture both the peak in VBM and the whole response time series.
In the same Figure, the required CPU time is plotted for each setup
M1 to M4 and a significant increase is observed. To perform the
calculations on the other cases, the setup M2 is chosen, which combines
a short computation time (less than 15 CPU hours to simulate 10 s of
experiments) and sufficient accuracy.

5.2.2. Prediction of VBM distribution using CFD simulations
Having ensured that the CFD solver is capable of accurately and ef-

ficiently evaluating the VBM on the containership under RCW episodes,
the second step of the methodology was implemented in a fully numer-
ical framework. To this end, all HOS-RCW episodes that were derived
for SS10 were reproduced in the CFD-based NWT and the obtained peak
VBM was used to correct the response distribution, as shown in Fig. 19.
Overall, the differences between the experimental and CFD design wave
results are almost non-discernible, demonstrating the ability to transfer
the high-fidelity evaluation step to a CFD-based NWT. Therefore, the
full methodology can be implemented solely based on numerical cal-
culations, from the definition of the RCW with a low-fidelity response
model to the simulation of the RCW with a high-fidelity CFD solver at
a quite reasonable computational cost.

6. Conclusions

In this paper, a multi-fidelity design wave methodology is presented
for the assessment of the VBM response of a zero-speed containership.
The proposed approach circumvents time-consuming irregular wave
tests to obtain the fully nonlinear response distribution. It consists of
two steps, which correspond to the use of wave–structure interaction
models of different fidelity. First, an RAO-based response model is used
to obtain a preliminary distribution of the response of interest. For
certain probability levels, the equivalent response values are extracted
and, together with the linear surrogate, they are used to determine
the response-conditioned waves. The main novelty of this study is
that within this surrogate, a fully nonlinear wave model is used that
solves the wave propagation inside a numerical wave tank. Therefore, it
overcomes the limitation of the response-conditioning techniques that
provide linear wave sequences, which cannot be accurately reproduced
in real conditions. The output of this first step is the wavemaker motion
that will yield the nonlinear wave episode. Following, the second step
of the methodology consists of the reproduction of those waves with
high-fidelity tools (model tests or CFD) to obtain the fully nonlinear
response to the calculated design wave and re-evaluate the response
distribution.

An investigation of the reproducibility of the wave episodes, ob-
tained by the proposed method, proves that they can be generated
with very fine accuracy and without any limitation regarding the
severity of the sea state. Moreover, the RCW wave elevation and RCW-
induced responses are comparable with the ensemble of irregular wave
events during which a ±5% VBM was measured, indicating the ability
of the method to determine the most probable wave and response
profile. Regarding the short-term probabilistic assessment of the VBM,
the design wave results are compared against an experimental Monte
Carlo approach in irregular waves and excellent agreement is found
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Fig. 16. Grid and timestep convergence study: Wave elevation (left column) and VBM (right column) for hogging and sagging case of SS10-3.
Fig. 17. Grid and timestep convergence study: Heave (left column) and pitch (right column) motions for hogging and sagging case of SS10-3.
c

for all sea states. To quantify the nonlinear effect of the response,
the nonlinear factor is also investigated, defined as the ratio of the
measured VBM to the linear VBM at each POE level. As also depicted in
he case of the VBM distribution, the nonlinear factor in irregular waves
an be well described by the design wave approach, despite some slight
eviations.
13 
Finally, the applicability of the design wave methodology is also
demonstrated in a purely numerical framework using an OpenFOAM-
based in-house CFD solver. The grid and timestep independence study
shows excellent convergence properties and a highly efficient numeri-
al setup is sought to perform simulations for each RCW episode. The

short duration of the simulation and the absence of wave reflections,
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Fig. 18. SS10-3: ISSP (left), absolute peak differences (middle) and total CPU time (right) for each numerical setup.
-
t
m

Fig. 19. Comparison between numerical and experimental evaluation of the exceedance
probability with design waves for SS10.

allow the reduction of the size of the mesh and relaxation zones.
Eventually, all the wave episodes of SS10 are simulated with that
setup and the obtained results are compared against the experimental
results. Excellent agreement is found in the prediction of the short-
term extreme VBM distribution using CFD simulations, confirming that
the full two-step methodology can be potentially applied with solely
numerical means.
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