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A B S T R A C T

Effective data reduction techniques are crucial for enhancing computational efficiency in complex
industrial processes such as forging. In this study, we investigate various discretization and mesh
adaptivity strategies using Proper Orthogonal Decomposition (POD) to optimize data reduction
fidelity in forging simulations. We focus particularly on r-adaptivity techniques, which ensure a
consistent number of elements throughout the field representation, filling a gap in existing
research that predominantly concentrates on h-adaptivity. Our investigation compares isotropic
mesh approaches with anisotropic mesh adaptations, including gradient-based, isolines-based,
and spring-energy-based methods. Through numerical simulations and analysis, we demonstrate
that these anisotropic techniques provide superior fidelity in representing deformation fields
compared to isotropic meshes. These improvements are achieved while maintaining a similar
level of model reduction efficiency. This enhancement in representation leads to improved data
reduction quality, forming the foundation for data-driven models. This research contributes to
advancing the understanding of mesh adaptivity approaches and their potential applications in
data-driven modeling across various industrial domains.

1. Introduction

Forging processes are often analyzed and optimized using numerical simulations, providing valuable insights into the complex
physics involved. While these simulations provide accurate results, their lack of real-time responsiveness limits their applicability in
predicting immediate outcomes during forging [1]. Researchers have turned to simulation-based surrogate models to overcome this
challenge, leveraging data-driven approaches for real-time predictions [2–4]. Surrogate models offer a promising alternative, con-
necting input variables to outputs with reduced computational demands compared to traditional simulations [5,6].

However, the data involved in surrogate models often require a reduced representation, as these models typically perform better
with scalar data rather than with multi-dimensional data like fields, curves, or complex geometries [7]. This data reduction is
commonly achieved through Reduced Order Models (ROMs) [8]. ROMs effectively reduce the dataset’s dimensionality from higher to
lower dimension. By preserving the essential dynamics of the system, ROMs strike a balance between reduction and performance,
facilitating efficient predictions while preserving key characteristics. The original problem is reduced, and the solution is represented
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with far fewer variables, aiming to ensure an accurate solution.
In the manufacturing field, various ROM techniques are employed, including Proper Generalized Decomposition (PGD), Proper

Orthogonal Decomposition (POD), the Reduced Basis (RB) method, Dynamic Mode Decomposition, and Hyperreduction techniques
[9–11]. Each technique has its own advantages and limitations, and the choice of ROM technique depends on the specific application
requirements and the nature of the data involved.

POD is often chosen for its non-intrusive nature [12], as well as its balance of computational efficiency and accuracy [13,14] in data
reduction for various applications such as flow modeling [15], laser welding [16], drop oscillations [17], bending [18], sheet metal
forming [19,20], composite forming [21], and forging processes [22,23]. However, POD has some potential drawbacks. It often re-
quires a large amount of initial data to capture system dynamics accurately, which can be problematic when data collection is
expensive or time-consuming. Additionally, its performance is highly dependent on the system’s linearity, and in cases of strong
non-linearity, POD may be less effective compared to methods like PGD. Nevertheless, in this study, POD is particularly advantageous,
as it will be applied to datasets with varying degrees of non-linearity, allowing for the evaluation of data quality and data reduction
performance across different contexts.

In the oversight and quality control of forging parts, monitoring multidimensional thermomechanical fields is common practice.
These fields encompass local variables such as deformation, strain rate, temperature, and stress, and are commonly obtained from
Finite Element (FE) numerical simulations. In the context of forging processes, these simulations employ a remeshing process to handle
large deformations. Remeshing is necessary to preserve the structural integrity of the mesh and to refine it. Consequently, the number
of elements and their spatial positions vary at different time steps within the same simulation. As a result, the thermomechanical fields
reside in different FE spaces, posing a significant challenge for consistent data representation and reduction.

To address this issue, a common approach is to convert the scattered representation into a uniform mesh of consistent size,
effectively discretizing the geometry. This consistent representation of the data across the entire domain should facilitate more reliable
data processing and analysis. However, special care must be taken in the uniform mesh generation, as it can significantly impact the
representation of the underlying physics [24], and subsequently, the quality of the data reduction.

Various techniques, such as spatial adaptivity [25], discretization and interpolation methods [26], facilitate the generation of
uniform meshes. Spatial adaptivity involves dynamically adjusting the mesh to align snapshots within a common finite element space,
while discretization and interpolation techniques map data onto a fixed grid. Compared to spatial adaptivity, which requires complex
mesh optimization processes, discretization and interpolation methods offer a simpler and more computationally efficient alternative
[27,28].

In discretization methods, twomajor families can be identified. The first is geometry-based discretization, which relies solely on the
geometry of the piece, and the second is adaptive discretization, which considers both geometry and the mapping of a physical
quantity. The former methods, while more practical, provide lower representativeness of the phenomenon since they do not account
for the physical quantities involved in the process. In contrast, the latter methods offer greater accuracy by incorporating the un-
derlying physics, although their implementation is more complex. Various adaptive mesh discretization methods have been proposed
in the literature, including error estimators [29,30], cost functions [31–33], and machine learning approaches [34–36].

These adaptive meshing techniques generally fall into twomain categories. The first, known as h-adaptivity, focuses on refining the
mesh in regions with high gradients, thus increasing the number of elements. The second, less explored in the literature, is r-adaptivity,
which maintains a constant number of elements but adapts their positions based on the underlying phenomena to represent, essentially
redistributing the elements within the space.

While extensive efforts have been made to improve numerical simulation models using mesh refinement techniques in h-adaptivity
[36–40], less attention has been given to maintaining a constant number of elements in r-adaptivity [41,42]. This aspect remains
relatively underexplored, particularly regarding the effect of r-adaptivity strategies on the quality of the represented data when un-
dergoing dimensionality reduction.

This article focuses on the reduction of deformation field representation using r-adaptivity techniques in the cold upsetting of

Fig. 1. Schematic of the cold cylindrical copper one-blow upsetting.
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cylindrical copper billets. The study aims to evaluate the effectiveness of data reduction through Proper Orthogonal Decomposition
(POD) applied to datasets derived from different discretization and r-adaptivity strategies. Four distinct approaches are examined:
uniform geometry-based, gradient-based, isolines-based, and spring-energy-based meshes, each designed to optimize the quality of the
reduction.

2. Finite element model of cylindrical upsetting

The focus of this study is on the one-blow cold upsetting process applied to cylindrical copper billets using a screw press. In this
operation, the initial billet dimensions (D0,H0) are subjected to compression along the billet revolution axis with a specific amount of
energy (E) until the billet achieves a final height

(
Hf

)
, as illustrated in Fig. 1. The compression ratio CR =

(
H0 − Hf

)
/ H0 of the billets

ranges between 0 % and 50 %. The corresponding forging energies vary from 0 kJ to 14.45 kJ, depending on the initial dimensions of
the billet and the target compression ratio.

To analyze the evolution of the deformation field for each billet, a 2D axisymmetric FE simulation was performed using FORGE®
software developed by Transvalor (Fig. 2). The axisymmetric simulation represents a 7.5◦ segment of a full 360◦ revolution of the part,
employing finite 3D tetrahedral elements (seen as triangles in the plane). Depending on the billet’s dimensions, the number of finite
elements ranged from 6000 to 12000. Mesh edge lengths averaged 0.3 mm in the billet core and were refined to 0.15 mm in external
regions. The choice of element sizes was a balance between accuracy and computational efficiency, as reducing the element size by 30
% doubled the computation time. Each simulation run typically took about 15 min to complete. Remeshing is necessary during the
simulation process to prevent the finite elements from becoming excessively distorted.

To capture the material behavior during forging, a reduced elastoviscoplastic Hansel-Spittel material model was employed. The
flow stress was defined by Equation (1), where σs represents flow stress, ε and ε̇ denote strain and strain rate, and T stands for
temperature:

σs =A ⋅ em1 ⋅T ⋅ εm2 ⋅ ε̇m3 ⋅ em4/ε (1)

A,m1,m2,m3,m4 are material constants, with specific values of 411.19 MPa, − 0.00121, 0.13, 0.01472, and 0.002 respectively. Ma-
terial physical properties are listed in Table 1.

Furthermore, thermal exchanges have been assumed at 2000W/m2 K between the billet and the tools, and at 10W/m2 K between
the air and the billet. Friction conditions follow a Coulomb limited Tresca Model:

τ=min
(

μ ⋅ σn;m ⋅
σs
̅̅̅
3

√

)

(2)

where σn is the contact pressure; μ and m the friction coefficients, equal to 0.1 and 0.2, respectively. The room temperature is 20 ◦C,
which is also the initial temperature of the billet and the tools. The press is modeled with two rigid dies.

The deformation fields of the billets can be extracted from numerical simulations and are expressed as a 3D point cloud ϵFEM with a
variable number of points p, encompassing two spatial dimensions (x, y) and a third dimension indicating deformation (ε), as illus-
trated in Fig. 2:

ϵFEM =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

x1 y1 ε1
x2 y2 ε2
⋮

xp

⋮

yp

⋮

εp

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(3)

Fig. 2. Numerical 2D FE Simulation representing the deformation field of a cold copper upsetting.
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The point cloud’s coordinates correspond to the nodes of the FE simulation. To represent the deformation fields in the different
upsetting cases under study, between p = 6000 and p = 12000 nodes are required, depending on the billet’s size. This 3D point cloud
poses challenges for integration into a surrogate model due to its size and variable node count. Therefore, before applying the reduced-
order-model technique of POD, it is essential to employ a discretization technique. The discretization techniques utilized are detailed in
the Anisotropic meshes adaptations section.

3. Generation of deformation field snapshots

The POD method, employed as a statistical approach to reduce data dimensionality, necessitates a diverse array of deformation
fields representing various deformation states across different billet dimensions, consolidated into a dataset matrix (also known as a
’method of snapshots’) [43]. To achieve this, a factorial design of experiments (DoE) was employed, allowing for the streamlining of
the number of simulations required. Within this DoE framework, the LHS method was utilized, a well-established technique in the
metal forming field, as suggested by several authors [44–46]. This method ensures an efficient exploration of the parameter space and
mitigates the risk of oversampling or undersampling particular regions, thus enhancing the robustness and reliability of the results
[47].

As the copper deformation is performed under cold forging conditions (where T/Tsolidus < 0.3), atomic thermal agitation is min-
imal. This results in a predominance of athermal mechanisms, such as dislocation movement, which are less dependent on time.
Consequently, temporal factors are not considered, and the POD snapshots database focuses on capturing the spatial characteristics of
the deformation fields rather than specific time-dependent changes.

The factors under investigation in this study are the initial diameter (D0) and initial height (H0) of the billets. The initial diameters
were varied between 15 and 50 mm. For each billet, it was ensured that the compression ratio (CR) reached up to 50 %. Fifty com-
binations of [D0,H0] were created, resulting in 50 simulations. From these simulations, a total of 30000 deformation field snapshots
were extracted, as each simulation provided 600 steps representing the deformation field’s evolution from the billet’s initial state until
its final state at a compression ratio of 50 %. The deformation values span from ε = 0 to ε = 1.5.

The number of nodes varies for each snapshot, making them challenging to compile into a POD-compatible matrix (see Fig. 3a). To
ensure a uniform representation with a constant number of points, a discretization process is implemented. This process involves
converting each deformation field into a k× k deformation matrix ϵd, with k = 100. Horizontal and vertical grids are traced within the
billet’s dimensions to create a regular mesh Mreg =

[
Mx,My

]
that follows its geometry:

Mreg =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

x1,1,H x1,2,H … r1,H

x2,1, y2,1 x2,2, y2,2 ⋯ r2, y2,k
⋮

xk,1,0

⋮

xk,2,0

⋱ ⋮ε…,100

⋯ rk,0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(4)

where H is the billet’s height, ri is the billet radius in the i-th billet’s horizontal grid, and xi,j, yi,j are the internal discretized nodal
coordinates of the mesh (Fig. 3b).

The deformation values of nodal coordinates within these grids correspond to the values filling the k× k (100×100) matrix:

Table 1
Physical properties of billet at 20 ◦C.

Material Young’s Modulus E (MPa) Poisson’s ratio ν Density ρ (kg/m^3) Thermal Conductivity k (W/m-K) Specific Heat c (J/kg-K)

Pure Copper 110000 0.3 8100 401 435

Fig. 3. Example of the discretization process for creating an isotropic mesh: a) Original FEM Field. b) 100 × 100 adapted-to-geometry uniform
mesh. c) 100× 100 Interpolated discretized matrix.
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ϵd =

⎡

⎢
⎢
⎣

ε1,1 ε1,2 … ε1,k
ε2,1 ε2,2 ⋯ ε2,k
⋮

εk,1

⋮

εk,2

⋱ ⋮ε…,100

⋯ εk,k

⎤

⎥
⎥
⎦ (5)

Deformation values for each point in the matrix are determined using spatial interpolation, employing linear interpolation tech-
niques (see Fig. 3c). The choice of a 100× 100matrix size is determined through gradient analysis of subsequent fields, as explained by
Ref. [23].

In this work, this isotropic mesh serves as the initial global mesh for r-adaptivity within a Proper Orthogonal Decomposition (POD)
technique, allowing for the comparison of various adaptivity techniques in the following sections.

4. Anisotropic meshes adaptations

An isotropic geometric-based distribution represents the simplest discretization form applied to thermomechanical fields. How-
ever, this approach overlooks the field values of local behavior, potentially leading to inadequate resolution in regions subjected to
significant field variations. To address this limitation, anisotropic mesh adaptation techniques were employed.

Anisotropic mesh adaptation focuses on maintaining a constant number of elements throughout the simulation domain by locally
adjusting the mesh resolution based on features such as gradients or error estimations. By moving the mesh’s nodes, the resolution can
be enhanced in regions experiencing high field gradients, ensuring a better capture of variations.

In this section, three distinct anisotropic mesh adaptation techniques are analyzed: mesh adaptation by gradient matrices, mesh
adaptation by isolines, and mesh adaptation by a spring-energy approach. These techniques would be later compared to the initial
isotropic mesh adaptation from Fig. 3.

4.1. Mesh adaptation by gradient matrices

One method for r-adaptivity is to adjust the mesh based on the gradient matrices. The foundation of gradient matrix computation
lies in the Sobel operator, a technique for edge detection in image processing [48]. By convolving an input matrix with the Sobel
kernel, horizontal and vertical gradient matrices can be obtained. The computation of gradient matrices involves convolving 3× 3
submatrices, centered at each point of the input matrix of interest. Let ∈d be the input matrix and Gx be the horizontal gradient matrix.
The Sobel operator for the horizontal gradient is:

Kx =

⎡

⎣
− 1 0 1
− 2 0 2
− 1 0 1

⎤

⎦ (6)

To compute the gradient matrix Gx, a 2D convolution between the input matrix ∈d and the Sobel kernel is performed:

c Gx(i, j)=
∑min (1,k− 1− i)

m=max (− 1,− i)

∑min (1,k− 1− j)

n=(− 1,− j)

∈ (i+m, j+ n) ⋅ Kx(m+1, n+1) (7)

For the vertical gradient matrix Gy(i, j) computation, the convolution is also made, but with the Sobel operator for the vertical
gradient Ky, which is the transposed matrix of the horizontal one Ky = Kx

ʹ. To quantify the overall gradient magnitude at each point in
the mesh, the norm of the horizontal and vertical gradient matrices can be calculated:

Gxy(i, j)=
(
Gx(i, j)2 + Gy(i, j)2

)1/2 (8)

Fig. 4. Gradient matrix analysis for the mean deformation discretized field: a) Mean discretized field. b) Horizontal gradient matrix. c) Vertical
gradient matrix.

D. Uribe et al. Finite Elements in Analysis & Design 242 (2024) 104276 

5 



To maintain a constant representation of the gradient matrices for any deformation field state, they are calculated after stan-
dardizing the deformation field into k× k matrix. This ensures that both gradient matrices maintain the same k× k size (see Fig. 4).

The r-adaptivity of the mesh from Fig. 3b following the gradient matrix results is presented as follows. Let CGx(j) be the k-size
vector containing the cumulative sum of the absolute horizontal gradients along each column j, and CGy be the k-size vector containing
the cumulative sum of the absolute vertical gradients along each row i, such as:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

CGx(j) =
∑i

m=1
|Gx(m, j)|

CGy(i) =
∑j

n=1

⃒
⃒Gy(i, n)

⃒
⃒

(9)

Given that the cumulative sum values for the matrix CGx and CGy depend respectively on the gradient matrixGx andGy values, their
sums may vary for different vectors. Therefore, a normalization of the cumulative matrix CGx,CGy should be done to enable the
performance of r-adaptivity on the discretized isotropic mesh ∈d,. This normalization ensures that the cumulative sum of each vector
CGx(j) and CGy(i) equals 100 % in the last positions i = k and j = k, such as:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

CGx(j) =
CGx(j)

∑k=100

m=1
|Gx(m, j)|

[%]

CGy(i) =
CGy(i)

∑k=100

n=1

⃒
⃒Gy(i, n)

⃒
⃒

[%]

(10)

To prevent incorrect values from tending towards infinity when the gradient matrix values GX,Gy approach zero, an offset ω is
applied to the formulation:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

CGʹ
x(j) =

CGx(j)

ω +
∑k=100

m=1
|Gx(m, j)|

[%]

CGʹ
y(i) =

CGy(i)

ω +
∑k=100

n=1

⃒
⃒Gy(i, n)

⃒
⃒

[%]

(11)

From this, the anisotropic gradient mesh adaptation GM = GMx,GMy can be computed as:

GM=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

GMx =
∑k

m=1

∑k

n=1
rm ⋅ CGʹ

x(m, n)

GMy =
∑k

m=1

∑k

n=1
H ⋅ CGʹ

y(n,m)

(12)

Fig. 5 shows the results of this anisotropic mesh adaptation for different ω values. The choice of the ideal ω = 0.02 hinges on two
factors: first, an evaluation of the adaptive mesh against the original mesh, considering both mean and standard deviation; and second,
the outcomes of the reduction achieved through the POD method described in the 4th section.

The anisotropic mesh adaptation computation time for this method is 19.57 s on average. Fine-tuning the offset allows for an
optimal configuration. However, the mesh structure indicates a lack of regularity, especially in the upper right and lower parts. This

Fig. 5. Comparison of different ω values for the gradient adaptative mesh approach: a) ω = 0. b) ω = 0.02 (optimal). c) ω = 0.1.
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could be attributed to the normalization performed in equation (10), as it is done line by line and column by column, without
considering the gradient values relative to the global values of each node. As a result, the mesh may exhibit irregularities and in-
consistencies in node distribution.

4.2. Mesh adaptation by isolines

A second approach, known as mesh adaptation by isolines, focuses on redistributing mesh nodes along isolines, which are curves
connecting points of similar field values [49,50]. The concept relies on determining whether a point exhibits a local strain ε within a
specified interval [ε1,ε2], a query revisited through:

(ε − ε1) ⋅ (ε − ε2)<0 (13)

The number of points of this kind of mesh adaptation IM = IMx, IMy is determined by the number of intervals ni to consider such as
[
ε1, ε2,…εni+1

]
, as well as the initial FE mesh’s number of points to keep per interval.

Mesh adaptation by isolines differs from other methods in that it performs an anisotropic mesh adaptation without explicitly
incorporating r-adaptivity. However, to facilitate comparison with other methods, the number of points representing this meshmethod
was kept nearly the same as in the initial isotropic mesh Mregular, being npm = k× k, with k = 100, resulting in 10000 points.

To achieve this, the number of points represented by the isoline mesh adaptation npm method should indeed be calculated as the
product of the number of intervals ni and the number of points per interval np/i such as:

npm = ni ⋅ np/i (14)

An iterative algorithm is implemented in Python to determine the optimal isolines mesh adaptation. This algorithm iterates over a
range of values for the number of intervals ni and the number of points per interval np/i, respectively varying from 40 to 400 and from
25 to 250 (Fig. 6). The selection of the optimal combination is based on two criteria: a) a comparison of the isoline mesh adaptation
with the original mesh properties, such as mean and standard deviation, and b) the results of the reduction using the POD method
outlined in the 4th section. The selected mesh IM is composed of 400 isolines, with 25 points per isoline, resulting in a total of 10000
points.

The anisotropic mesh adaptation computation time for this mesh is 4.13 s on average. The mesh obtained using the isoline method
follows a pattern similar to the average deformation field and the gradient matrix-based mesh. However, by taking discrete gradient
values to create isolines, irregularities and areas with significantly reduced node concentration are created, specially in the middle
region of the part. While this type of mesh can be optimal if the number of isolines is increased considerably, this would result in higher
computational cost and larger data size compared to other methods.

4.3. Mesh adaptation by a spring-energy approach

The spring-energy approach is one technique that aims to visualize the original isotropic mesh as a 2D spring network, where each
position of the mesh Mregular(i, j) is seen as a node of the spring network. The initial spring regular mesh is not supposed to be in
equilibrium, as its based on the billet’s geometry and not on the deformation field variations. To reflect this, a distinct stored energy is
assigned to each spring. This energy is determined by the horizontal and vertical gradients of equation (7) respectively for vertical and
horizontal springs. The stored energy of a spring can be defined as:

E= k ⋅ (l − l0)2
/
2 (15)

where k represents the constant spring stiffness, l denotes the actual spring length, and l0 stands for the initial spring length. Assuming
the initial spring length l0 negligible compared to l (i.e., l ≫ l0), thus equation (15) can be expressed as follows:

Fig. 6. Optimal testing of isoline mesh adaptation with different number of isolines and points per isoline: a) ni = 40; np/i = 250. b) ni = 132;
np/i = 76. c) ni = 400; np/i = 25.
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E≅ k ⋅ l2
/
2 (16)

Hence, the spring energy before Eb and after Ea the anisotropic mesh r-adaptivity, and consequently, each spring length in the
adapted mesh could be related as follows:

la =(Ea/Eb)1/2 ⋅ lb (17)

where lb = 1 as it is the length of a spring that comes from the 100× 100 standarize isotropic mesh and la is anisotropic mesh length.
Now, considering that the original mesh is a regular grid with horizontal and vertical lines within a k× kmatrix, it follows that the sum
of the spring lengths along any particular row i or column j should be equal to k (see Fig. 7). This implies that the nodes of the springs at
the borders of the 100× 100 matrix do not move.

This condition is fulfilled if the mesh adaptation is performed separately in each direction (vertical and horizontal), such as:

∑k

m=1
la,m =

∑k

m=1
lb,m = k (18)

wherem could be a specific row i or column j of the original mesh matrix kxk. And then, combining equations (17) and (18), one could
readily deduce that:

k=
∑k

m=1
(Ea/Eb)1/2 (19)

The principle of this method is to distribute energy among all springs by adjusting the length la,m, thereby balancing the energies
and maintaining Ea constant for all springs. From this, the following formulation can be derived:

Ea =

⎛

⎜
⎜
⎜
⎝

k
∑k

m=1

1
Eb1/2

⎞

⎟
⎟
⎟
⎠

2

(20)

Thus, each final spring length can be expressed as:

la =
Eb1/2 ⋅ k
∑k

m=1

1
Eb1/2

⋅ lb (21)

An offset is applied to this last formulation to prevent incorrect values from tending towards infinity when the gradient matrix and
the energy values, are approaching zero:

l2a =
(Eb + φ)1/2 ⋅ k
∑k

m=1

1
(Eb+φ)1/2

⋅ lb (22)

where φ is the offset value, Eb comes from the horizontal and vertical gradient matrices, and lb comes from the isotropic mesh positions
Mregular. Iteratively evaluating this equation for the rows and columns of the initial isotropic mesh provides the corrected positions of
the mesh nodes, and thus, the anisotropic adapted mesh Menergy. Fig. 8 shows the results of this anisotropic mesh adaptation for
different φ values. The selection of the optimal φ = 0.01 is based on two criteria: a) a comparison of the adaptative mesh with the
original mesh, regarding the mean and standard deviation, and b) the results of the reduction using the PODmethod outlined in the 4th

Fig. 7. Anisotropic mesh r-adaptivity using spring-energy-based method in one direction.
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section.
The anisotropic mesh adaptation computation time for this method is 10.86 s on average. At a glance, the optimal mesh from this

method exhibits greater smoothness and regularity among the nodes compared to other methods. This is due to the use of a spring
network with well-defined boundary conditions. This approach ensures a more uniform and continuous adaptation, reducing irreg-
ularities and improving the overall quality of the mesh.

5. POD reduced-order modeling for different mesh-adapted deformation fields

The isotropic mesh as well as the gradient-based, isoline-based, and spring-energy-based adaptive meshes are employed to
interpolate the 30000 FE deformation fields from the initial database. The vectorization of each deformation field yields a 10000-size
vector, resulting in four discretized databases, sized 30000× 10000 each. Reduction using the POD method is applied to each data-
base, laying the groundwork for surrogate model development [43,51]. The objective is to represent any deformation field using
identical vector modes, allowing variations solely in the vector coefficients. Additionally, all databases undergo centering and scaling
using the mean deformation field and mean standard deviation to enhance results.

A consistent selection of three representative modes has been made for all the POD reductions to facilitate the comparison of
reduction results across different meshes, leading to a deformation field approximation:

∈d ≅ ∈̂d + σϵ

∑m=3

i=1
bi ⋅ ∅i (23)

where ∈̂d and σϵ are the mean deformation field and the standard deviation, respectively; ∅i is the ith basis function or mode obtained
from the POD; and, bi is the coefficient associated with the ith mode.

6. Results and discussion

The database comprising 30000 deformation field snapshots serves as the basis for gradient analysis. However, rather than
computing horizontal and vertical gradient matrices for all the snapshots, the focus is narrowed down to study the vertical and
horizontal gradient matrix for the mean isotropic deformation field ϵ̂d, which is of 100 × 100 size.

The resulting discretized meshes, along with the geometric adaptation of these meshes for a specific billet are presented for each
method in Fig. 9. Despite the variations in discretization approaches, the three anisotropic meshes consistently exhibit a similar
deformation behavior, forming an "x-type" geometry within the forged part. This geometric pattern is attributed to the material flow of
the upsetting operations and is observed not only in deformation fields (as shown in Fig. 4a) but also in other fields such as temperature
fields [52]. However, depending on the discretization method employed, the distribution of nodes across this "x-type" geometry may
vary, resulting in different meshes.

Comparing the different mesh adaptation methods, the isoline method demonstrates the quickest adaptation time at 4.13 s. Despite
its speed, it can produce irregularities and areas with reduced node concentration, particularly in the middle regions of the mesh.While
increasing the number of isolines could enhance accuracy, it would also lead to increased computational costs and larger data sizes.
The energy-based method, taking 10.86 s for adaptation, provides a good balance between speed and quality. It offers a smoother and
more regular mesh, attributed to the well-defined boundary conditions of the spring network, resulting in a more uniform node
distribution compared to the gradient matrix-based and isoline methods. In contrast, the gradient matrix-based method, with an
adaptation time of 19.57 s, is the slowest method. This method can exhibit irregularities in node distribution due to local normalization
practices. Overall, all three methods are relatively fast compared to the time-consuming process of interpolating the deformation field
into the adaptive meshes, which takes between 2 and 4 h for each database of 30,000 deformation field snapshots (similar for isotropic
mesh interpolation).

Fig. 8. Comparison of different φ values for the spring-energy adaptative mesh approach: a) φ = 0, b) φ = 0.01 (optimal), c) φ = 0.1.

D. Uribe et al. Finite Elements in Analysis & Design 242 (2024) 104276 

9 



The calculations for these mesh adaptation methods were performed on a machine equipped with a 12th Gen Intel® Core™ i7-
12800H processor running at 2.40 GHz and 8 GB of RAM. The memory usage during all anisotropic mesh adaptivity methods
remained below 2 GB, ensuring moderate impact on system performance.

Fig. 10 presents the Kernel Density Estimator (KDE), a statistical tool used to estimate the probability density function, illustrating
in this case the distribution of nodes across the 100x100 space. The isotropic mesh exhibits a uniform density that does not correspond
to the deformation field under study. The isolines method results in a concentration of points in certain areas of the field while leaving
other regions sparse, thus not fully representing the mean deformation field. In contrast, both the gradient-based and spring-based
meshes capture the deformation field more accurately. Among these, the spring-based mesh provides a higher level of fidelity, with
a clear "x-type" distribution of the upsetting process visible across the domain.

In order to compare the four types of mesh, the cumulative energy from the POD reduction is presented for the first modes for each
discretized mesh in Fig. 11. Among the cases examined, the isotropic mesh demonstrates the least favorable performance, with the first
mode capturing only approximately 60 % of the cumulative energy. To reach 80 % cumulative energy, approximately 70 modes are
required. In contrast, the spring-energy-based approach showcases the most promising behavior, with the first mode capturing about
75 % of the cumulative energy, and over 80 % achieved with just two modes. The gradient-based and isolines-based methods
necessitate four and three modes, respectively, to attain 80 % cumulative energy. Even though the data represent the same physical
process, the variation in mesh type enables the capture of differing levels of local variation. This variance results in the representation
of data with varying levels of fidelity.

The Mean Absolute Error (MAE) is presented as error metric for reconstructing different POD databases using three modes (Fig. 12).
On the previous figure it appears that, all anisotropic meshes achieve 80 % of the cumulative energy with three modes, whereas the
isotropic mesh reaches only around 67 %with the same number of modes. This discrepancy explains why the reconstruction errors are
lower with anisotropic than with isotropic mesh adaptation, as anisotropic meshes retain more information during a similar reduction
process. Among the methods, the spring-energy mesh-based approach maintains superior performance, with a MAE lower than 0.01.

The computation time for POD reconstruction of a deformation field using three modes remains consistently below 500 ms across
all methods. This deployment time ensures that any of the mesh adaptivity methods can be effectively used in real-time applications
with acceptable accuracy.

Fig. 13 displays the Mean Absolute Error (MAE) for all discretization methods with a varying number of modes, ranging from 1 to 6

Fig. 9. Discretized square meshes and discretized meshes adapted to geometry for: a) Isotropic mesh b) Gradient-based mesh c) Isolines-based mesh
d) Spring-energy-based mesh.

Fig. 10. Kernel Density Estimator (KDE) applied to node positions: a) Isotropic mesh b) Gradient-based mesh c) Isolines-based mesh d) Spring-
energy-based mesh.
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modes, plotted on a logarithmic scale. After the utilization of four modes, all discretized meshes exhibit diminishing errors. Never-
theless, the asymptotic values vary significantly across cases, with errors dropping below 0.005 for the spring-energy-based method
and reaching approximately 0.017 for the isotropic mesh.

Among the explored techniques, the spring-energy approach proposed in this study emerged as particularly promising, showcasing
superior performance in enhancing data representation quality. This can be attributed to its adept fit to gradients present in the data, as
well as to the connectivity along the springs, which contributes to the smoothness of the mesh. Consequently, the mesh generated
through the spring-energy-based method is better equipped to capture subtle nuances in thermomechanical fields, thereby reducing
interpolation errors when reconstructing from a limited number of POD modes.

More generally by testing various mesh adaptation strategies coupled with Proper Orthogonal Decomposition (POD) several in-
sights have emerged regarding mesh adaptation, along with other implications for data reduction quality.

• Matrix Size Consideration: The choice of a square 100 × 100 matrix as the initial discretized matrix was made for practical reasons,
aiming to balance data representation and computational efficiency. Although the influence of matrix size on result quality was not
explicitly addressed in our study, it remains an important consideration for future research to explore the effects of varying matrix
sizes on the accuracy and efficiency of data representations.

• Generalizability of Adaptivity Techniques: Unlike r-adaptivity techniques based on domain-specific objective functions, the use of
non-domain-specific mesh adaptivity techniques allows for greater generalization. In fact, the three anisotropic methods presented
in this work are versatile and can be applied across various thermomechanical fields, such as temperature fields, stress fields, and

Fig. 11. Cumulative energy from the POD for each discretized mesh: a) Isotropic mesh b) Gradient-based mesh c) Isolines-based mesh d) Spring-
energy-based mesh.

Fig. 12. Error metrics in POD reconstructions with 3 modes for each discretized mesh.
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beyond, as the gradient matrix can be calculated in all these cases, further extending the applicability of these methods beyond just
deformation field analysis.

• Gradient Matrix Utilization: The study revealed the effectiveness of incorporating gradient matrices as a valuable approach for
adapting meshes across different discretization techniques. By analyzing horizontal and vertical gradients, mesh resolution could
be adjusted based on field variations. However, it became evident that applying an offset was crucial in regions where gradient
values were approaching zero, ensuring the stability and accuracy of mesh adaptation, particularly in areas with minimal gradient
variations.

• Offset setting: Applying an offset is crucial in regions where gradient values approach zero. This ensures the stability and accuracy of
mesh adaptation, especially in areas with minimal gradient variations. However, tuning the offset remains dependent on the
specific case and the thermomechanical field under study.

7. Conclusions

This study investigated and compared various discretization and mesh adaptivity strategies for enhancing data representation
fidelity in forging processes using POD. The findings underscored the importance of the mesh adaptation technique to achieve accurate
and efficient data representations for surrogate modeling. Anisotropic mesh adaptations, including gradient-based, isolines-based, and
spring-energy-based approaches, exhibited superior performance in capturing local field variations compared to the isotropic mesh.
These techniques facilitated better representations of deformation fields with the same amount of data. Additionally, this study
highlights that the utilization of the gradient matrix is particularly beneficial for mesh adaptation, significantly contributing to
enhanced data representation quality. The results indicate that the spring-energy-based method emerged as the most promising,
showcasing a smoother mesh and accurately capturing intricate deformation patterns.

In conclusion, this research contributes to advancing the understanding of how different mesh r-adaptivity approaches can enhance
the efficiency and accuracy of data representation in industrial processes. Future studies should explore the implementation of these
mesh adaptation techniques in data-driven modeling and analysis, focusing on their impact on model accuracy and effectiveness.
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