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Abstract

We establish that the Lavrentiev gap between Sobolev and Lipschitz maps does not occur for a scalar variational
problem of the form:

to minimize u 7→
∫

Ω

f(x, u,∇u) dx ,

under a Dirichlet boundary condition. Here, Ω is a bounded Lipschitz open set in RN , N ≥ 1 and the function f is
required to be measurable with respect to the spacial variable, continuous with respect to the second one, and continuous
and comparable to convex with respect to the last variable. Moreover, we assume that f satisfies a natural condition
balancing the variations with respect to the first variable and the growth with respect to the last one. Remarkably,
typical conditions that are usually imposed on f to discard the Lavrentiev gap are dropped here: we do not require f
to be bounded or convex with respect to the second variable, nor impose any condition of ∆2-kind with respect to the
last variable.
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1. Introduction

We deal with the Lavrentiev phenomenon when the infimum of a variational problem over a family of regular
functions is strictly greater than the infimum taken over all functions satisfying the same boundary conditions. This
study dates back to [40]. Understanding the phenomenon in the multidimensional calculus of variations holds significant
importance due to its implications not only in mathematical analysis [10, 12, 21, 27], but also in various applied fields
such as physics, engineering, and materials science, where optimization problems frequently arise, cf. [5, 7]. By its
very nature, excluding the Lavrentiev phenomenon is closely related to the approximation theory [2, 13, 23, 26, 35].
Deepening the study of the phenomenon prompts the development of new methodologies for tackling non-smooth
optimization problems. Our main focus is on excluding the Lavrentiev gap between Sobolev and Lipschitz maps for the
scalar functional

EΩ(u) =

∫

Ω

f(x, u,∇u) dx , (1.1)

where Ω is a bounded Lipschitz open set in RN , N ≥ 1. We assume convexity of f only with respect to the last variable
and allow a dependence of f on the spacial variable x. In view of counterexamples [6, 8, 14, 31, 45], it is natural that
we impose on f a condition balancing the variations with respect to the first variable and the growth with respect to
the last one. In fact, the absence of the Lavrentiev phenomenon might be inferred if every function from a relevant
space might be approximated in a suitable sense, which typically requires this balanced behaviour of f as well, cf. [2,
13, 15, 19, 23, 37, 39]. Due to the fact that f is not assumed to be convex with respect to the second variable, the
functional EΩ is not convex either. Generally speaking, non-convex problems introduce additional complexities that lead
to discontinuities and non-smoothness of the solutions, making it more difficult to exclude the Lavrentiev phenomenon.
Such problems attract broad attention [11, 17, 25]. We follow the ideas of [17] that get rid of the typical structural
assumptions, see e.g. [12, 27, 30, 43]. The main idea behind our approach relies on the analysis of a convexification of
the energy EΩ, which acts on the subgraph of u. Ultimately, since the problem that we study is non-autonomous, we
shall consider a version of the convexified energy that involves the spacial variable. The major challenge lies in finding
a way to control this spacial dependence of the convexified energy knowing how the original energy varies. Besides
allowing a fairly general dependence on the first two variables, the key advantages of our method are that, unlike other
contributions, we are able to avoid imposing any assumption such as the ∆2-condition on f(x, t, ·), nor any structural
assumptions on the dependence of f with respect to the last variable. Moreover, we cover the one dimensional case
N = 1 together with higher dimensions within one reasoning.
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Our main results state the absence of the Lavrentiev gap between Lipschitz functions and energy space of the
functional EΩ, defined in (1.1), under a Dirichlet boundary condition formulated in terms of a Lipschitz function ϕ. In
order to present our framework, let us settle some more notation. We consider the space W 1,1

ϕ (Ω) of those functions
u ∈ W 1,1(Ω) which coincide with ϕ on ∂Ω and the subset W 1,∞

ϕ (Ω) of those Lipschitz continuous functions u on Ω
which agree with ϕ on ∂Ω. Let us define

E (Ω) =
{
u ∈W 1,1(Ω): EΩ(u) <∞

}
and Eϕ(Ω) =

{
u ∈W 1,1

ϕ (Ω): EΩ(u) <∞
}
. (1.2)

For a function f and a given ball B, we denote

f−
B (t, ξ) := ess inf

x∈B∩Ω
f(x, t, ξ) . (1.3)

In order to exclude the Lavrentiev phenomenon for EΩ from (1.1) we shall assume conditions balancing the growth of f
with respect to the last variable with controlled behaviour of f under small spacial perturbations called later ‘anti-jump’
conditions (given by (H iso

0 ), (H∆2
), (Hconv), and (H iso)). Let us start with presenting our results in a simplified setting,

namely when f is isotropic, i.e., f(x, t, ξ) = f(x, t, |ξ|) or satisfies a typical growth condition of doubling-type. In the
case when f is isotropic, our toy model result under no doubling-type condition reads as follows.

Theorem 1. Let Ω be a bounded Lipschitz open set in RN , ϕ : RN → R be Lipschitz continuous, p ≥ 1, and
f : Ω × R × [0,∞) → [0,∞) be a Carathéodory function, which is convex with respect to the last variable and satisfies
f(x, t, 0) = 0 for a.e. x ∈ Ω and all t ∈ R. Suppose that for every L = (L1, L2) ∈ (0,∞)2, there exists a constant CL > 0
such that for a.e. x, y ∈ Ω and every (t, ξ) ∈ [−L1, L1] × RN , for every ε > 0, it holds

|x− y| < ε and |ξ| ≤ L2ε
−min

(
1,Np

)
=⇒ f(x, t, |ξ|) ≤ CL

(
f(y, t, |ξ|) + 1

)
. (H iso

0 )

Consider the functional EΩ defined in (1.1). Then, for every u ∈ Eϕ(Ω) ∩W 1,p(Ω), there exists a sequence (un)n∈N ⊂
W 1,∞
ϕ (Ω) such that un → u in W 1,p(Ω) as n→ ∞ and

lim
n→∞

EΩ(un) = EΩ(u) .

We stress that the above result directly generalises [19, Theorem 2.3], as for non-trivial u-dependence of the integrand
(which is possibly unbounded and non-convex), no need for the integrand to satisfy the ∆2-condition nor to have super-
linear growth in the last variable (nor to grow faster than a fixed power function). Consequently, we retrieve classical
results for variable exponents and double phase functionals [31, 45], as well as new ones for the latter [14]. We also refer
to Theorem 4 below for the extended isotropic and orthotropic version of this result.

The isotropic structure of the functionals considered in Theorem 1 can be relaxed to the fully anisotropic one,
i.e., when f depends on the last variable not necessarily via its length. We present here a simple fully anisotropic
consequence of our main result. The price for such a clean expression is the need for requiring the typical doubling
growth assumption.

Theorem 2. Suppose Ω is a bounded Lipschitz open set in R
N and ϕ : R

N → R is Lipschitz and continuous. Let
f : Ω × R × RN → [0,∞) be a Carathéodory function which is convex with respect to the last variable, which satisfies
f(x, t, 0) = 0 and f(x, t, ·) ∈ ∆2 for a.e. x ∈ Ω and all t ∈ R. Suppose that for every L = (L1, L2) ∈ (0,∞)2, there
exists a constant CL > 0 such that for a.e. x ∈ Ω and every (t, ξ) ∈ [−L1, L1] × RN , for every ε > 0, it holds

f−
B(x,ε)(t, ξ) ≤ L2ε

−N =⇒ f(x, t, ξ) ≤ CL

(
f−
B(x,ε)(t, ξ) + 1

)
. (H∆2

)

Consider the functional EΩ defined in (1.1). Then, for every u ∈ Eϕ(Ω) there exists a sequence (un)n∈N ⊂ W 1,∞
ϕ (Ω)

such that un → u in W 1,1(Ω) as n→ ∞ and

lim
n→∞

EΩ(un) = EΩ(u) .
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Both above results, presented as Theorems 1 and 2, are special instances of Theorem 3, which can be found in
Section 2. Let us emphasize the following facts.

(i) The above statements are interesting even for N = 1 as the continuity of f with respect to x is not required.

(ii) The assumption f(x, t, 0) = 0 is given here for the clarity of the statement and might be relaxed, see the growth
condition (2.1) below, which controls even possibly unbounded behaviour of f in the origin.

(iii) A bunch of examples to the above-mentioned theorem, as well as to our further results, are provided in Section 2.3.
For a quick summary see Table 1 and Table 2.

Our most general result, namely Theorem 3, is presented in Section 2. It requires a fully anisotropic condition (Hconv)
related to (H iso

0 ) and (H∆2
), but unlike them, it involves a balance between f and the greatest convex minorant of

f−
B . Since the direct verification of the conditions in Theorem 3 may be difficult in practice, we provide in Theorem 4

another condition, namely (H iso), which is significantly more intuitive, easier to verify and which generalizes (H iso
0 ).

The bridge between (H iso) and (Hconv) corresponds to Theorem 5, which also sheds new light on some conditions
implying the absence of the Lavrentiev gap, already present in the literature, see [15, 18, 23, 39], and partially answers
a question raised in [38].

Methods. The Lagrangians that we consider in (1.1) depend on three variables: the spacial variable x ∈ Ω, the
second variable t corresponding to the values of u(x), and the gradient variable ξ representing the values of ∇u(x). It is
known that the Lavrentiev phenomenon does not arise for autonomous integrands, namely those which do not depend
on the spacial variable, see [17]. In contrast, the x-dependence usually involves Lavrentiev gaps, except when a balance
(or anti-jump) condition is assumed involving the spacial oscillations and the growth in the gradient variable. Such
a condition is perfectly suited for all the approximations involving the convolution of u with a smooth kernel ̺ε, see
e.g. [13, 15, 18, 19, 39]. More specifically, in such techniques the liminf inequality lim infε→0 EΩ(u ∗ ̺ε) ≥ EΩ(u) easily
follows from the Fatou lemma. The limsup inequality lim supε→0 EΩ(u ∗ ̺ε) ≤ EΩ(u) is usually based on the Jensen
inequality (here ignore the boundary condition for the moment). However, this classical approximation approach seems
to fail for a Lagrangian having an essential and non-convex dependence with respect to t.

To overcome this difficulty, we adopt the construction presented in [17], which relies on the classical formulation of
non-parametric variational problems in terms of parametric ones. The most prominent example of such a formulation
is the area functional u ∈ W 1,1(Ω) 7→

∫
Ω

√
1 + |∇u|2 dx which can be expressed as the perimeter of the subgraphs of

the competing functions u. More generally, starting from an integrand f , we can associate to the corresponding energy
EΩ its convex modification “EΩ×R which is another energy that acts on the subgraphs of the functions u. In this new
formulation, the t variable from the original functional becomes an additional spacial variable. The key consequence is
that the non-convex behaviour of f with respect to t becomes harmless and the convexity with respect to ξ is enough
to ensure the convexity of “EΩ×R. The fact that the parametric formulation is a way to convexify the original one has
already been exploited in the setting of Γ-convergence for BV -functions, see [26], and for the formulation of necessary
conditions, see [16].

To be more specific, while the original energy EΩ is defined on W 1,1(Ω), the new energy “EΩ×R is defined on the set
of those maps v ∈ L∞(Ω × R) such that their distributional derivatives Dv are finite RN+1-valued measures. The two
energies are related by the formula

∀u ∈W 1,1(Ω) EΩ(u) = “EΩ×R(1u) ,

where 1u is the indicator function of the hypograph of u, see (5.1). This generalizes to any function f : Ω ×R×RN →
[0,∞) the classical formulation of the non-parametric minimum area problem via the minimization of the perimeter:∫
Ω

√
1 + |∇u|2 = Per(u,Ω). The new energy “EΩ×R involves a Lagrangian f̂ : Ω × R × RN+1 → [0,∞] which is

homogeneous of degree 1 and convex in the last variable, see (5.9).

Hence, the approximate problem is transferred to this new functional “EΩ×R, except that the function v to be
approximated is not a Sobolev map anymore. Moreover, for some reasons that will be clarified subsequently, the desired
regularity of the approximating maps vn is not the Lipschitz continuity but a cone condition of the following form:
there exists Cn > 0 such that for every x, y ∈ Ω and for every t ∈ R,

vn(x, t+ Cn|x− y|) ≤ vn(y, t) . (1.4)
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If vn were the indicator function of the subgraph of a certain function un : Ω → R, this condition would mean that the
graph of un lies below a family of cones with bounded apertures, which in turn is equivalent to the Lipschitz continuity
of un. To construct such a sequence vn, as in [17], we introduce two scales of parameters ε and δ and define

vε,δ(x, t) := v ∗x ̺ε(x, t) + δα(t) ,

where ∗x refers to partial convolution just with respect to x, while α is a decreasing function depending just on t, see
the very beginning of Section 5.3. This second term is crucial to force t 7→ vn(x, t) to decrease uniformly with respect
to x, which enables us to obtain a bound Cn as in (1.4).

For every sequence (εn)n and (δn)n decreasing to 0, the resulting maps vn := vεn,δn converge a.e. to v. Moreover, the

liminf inequality, namely lim infn→∞
“EΩ×R(vn) ≥ “EΩ×R(v), is an easy consequence of the Reshetnyak semicontinuity

theorem for functionals of measures , see Proposition 6.2. The key challenge in reaching the conclusion lies in establishing
the limsup inequality of Proposition 7.1 reading

lim sup
n→∞

“EΩ×R(vn) ≤ “EΩ×R(v) . (1.5)

One of the main difficulties in the proof of this inequality arises from the spacial dependence of the Lagrangian f . Let
us be more specific on this point. In Theorems 1 and 2, the anti-jump behaviour of f is encapsulated either in (H iso

0 ) or
(H∆2

). Both conditions yield that under a smallness condition on ξ it holds f(x, t, ξ) . (f−
B (t, ξ) + 1), where B is any

ball in the domain (see (1.3) for the definition of f−
B ). In (H iso

0 ), this conclusion holds when |ξ| . ε−min(1,N/p), where
ε is the radius of the ball B, while in (H∆2

), one needs that f−
B (t, ξ) . ε−N . Our main result, i.e. Theorem 3 below, is

formulated under another assumption (Hconv) which embraces both (H iso
0 ) and (H∆2

). Let us stress that (Hconv) allows
us to give a unified treatment of (1.5) not only in the different settings of Theorems 1 and 2, but also of Theorem 4 and
more. See Section 2.1 for more comments on (Hconv). The first challenging task to establish (1.5) under the condition
(Hconv) is an effective transfer of the anti-jump behaviour exhibited by the integrand f into pertinent information for

the integrand f̂ of the convexified energy “EΩ×R. In particular, we present in Section 7.1 estimates for the functions

vε,δ which make it possible to exploit the anti-jump condition satisfied by f̂ . Together with a Jensen-type inequality

(Lemma 7.3), this entitles us to get a suitable bound on the measure f̂(x, t,Dvε,δ), see Lemma 7.7. To complete the
proof of (1.5), we divide Ω in two regions: in the bad region, where the gradient of u is large, we rely on the bound of

f̂(x, t,Dvε,δ) obtained above (Proposition 7.8), while in the good one, where the gradient of u is small, we apply the
Reschetnyak continuity theorem (Lemma 6.1). The fact that the bad region has a small measure is crucial to conclude.
Let us emphasize that in the case of an autonomous Lagrangian (i.e. without dependence on x) as in [17], a much
simpler Jensen-type inequality was available and this partition of Ω into a good and a bad region was unnecessary.

Once the limsup inequality (1.5) is proved, we can conclude that limn→∞
“EΩ×R(vn) = “EΩ×R(v) (Corollary 8.1). It

remains to derive from this approximating sequence for v an approximating sequence for u. This step of the proof is
similar to the corresponding one in [17]: one can select some s ∈ (0, 1) and define functions un on Ω such that 1un
coincides with the indicator function of the super level set {(x, t) : vn(x, t) > s}. The convergence of vn to 1u easily
implies the convergence of un to u. That each un is Lipschitz continuous is a consequence of the condition (1.4) satisfied
by the maps vn. All those arguments are provided in the proof of Proposition 8.6.

This is not the end of the story however, since the maps un that we have just obtained do not necessarily agree
with ϕ on ∂Ω. A non-trivial task is to modify un to get a new map uϕn that satisfies this boundary condition. A usual
construction to achieve this goal is based on a partition of unit argument. Due to the absence of any growth condition
of f with respect to ξ however, this approach does not work directly in our situation. Instead, we rely again on the
convexified energy “EΩ×R to localize the problem and reduce to the case when Ω is the epigraph of a Lipschitz function.
But even in that setting, the strategy followed in [17], based on local translations, cannot be repeated because of the
x-dependence. We rely on a different approach and modify the construction of the maps (un)n described above by using
the trick of decentered convolution, that is; the smooth kernel ̺ε is not taken radially symmetric but decentered with
respect to the origin. This entitles us to exploit the regularity of ϕ and get first an approximating sequence which is
uniformly close (but not necessarily equal) to the map ϕ on a neighborhood of ∂Ω. A final truncation argument with a
cut-off function then yields an approximating sequence which does agree with ϕ on the boundary.
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Organization of the paper. In Section 2 we present several results on the absence of the Lavrentiev phenomenon
illustrated by numerous examples. Preliminary information is presented in Section 3. Section 4 translates the conse-
quences of the main structural and anti-jump conditions to conditions satisfied on sub-level sets of the greatest convex
minorant of the infimum of f over small ball, namely (f−

B )∗∗, see Theorem 5. Section 5 introduces the construction of
the initial approximation (vε,δ). The next two sections contain the main ingredients for the convergence of convexified
energies of the initial approximate sequence, i.e., ‘the liminf estimate’ for initial approximation is given in Section 6 and
‘the limsup estimate’ can be found in Section 7. In Section 8, under reduced assumptions on f , we establish the inner
approximation (ignoring the boundary condition) in Proposition 8.6 and next we consider the boundary approximation,
first for special Lipschitz domains in Section 8.2 and then for any Lipschitz sets in Section 8.3. The final proof of
Theorem 3 is presented in Section 9.1 while the proofs of Theorems 2, 4 are presented in Section 9.2.

2. Statement of the main results and their consequences

We provide a general result embracing Theorems 1 and 2. We then illustrate it by several examples that cover the
classical functionals as well as new ones.

2.1. Results

The heart of our study is Theorem 3 below. It holds under a general assumption which can be seen as a balance
condition between the x-dependence and the ξ-growth for a Lagrangian f(x, t, ξ). This condition is formulated in terms
of the greatest convex minorant of the infimum of f over small balls, as in [23, 36, 38], and more recently [15, 18, 39].
Despite not necessarily intuitive at first, it is pretty handy and allows us to treat many situations.

Let p ≥ 1. We assume that for every k = (k1, k2) ∈ (0,∞)2, there exists a constant C̃k > 0 such that for a.e. x ∈ Ω
and all (t, ξ) ∈ (−k1, k1) × RN , for every ε > 0, it holds

Ä
f−
B(x,ε)(t, ·)

ä∗∗
(ξ) + |ξ|max(p,N) ≤ k2ε

−N =⇒ f (x, t, ξ) ≤ C̃k

îÄ
f−
B(x,ε)(t, ·)

ä∗∗
(ξ) + 1

ó
, (Hconv)

where ∗∗ denotes the greatest convex minorant of an expression in the bracket.

The following remarks are in order.

(i) For every ε ≥ diam Ω, for every (x, t, ξ) ∈ Ω × R× RN , one has f−
B(x,ε)(t, ξ) = f−

B(x,diamΩ)(t, ξ) and thus

Ä
f−
B(x,ε)(t, ·)

ä∗∗
(ξ) =

Ä
f−
B(x,diamΩ)(t, ·)

ä∗∗
(ξ) .

Consequently, in the assumption (Hconv), the parameter ε > 0 can be restricted to the interval (0, diam Ω].

(ii) The parameter p plays a role when p > N , in which case (Hconv) allows excluding the Lavrentiev gap on the entire
energy space of EΩ if the latter is included in W 1,p(Ω), see Theorem 3.

(iii) A function f of the form f(x, t, ξ) = g(x, t, ξ)+h(x, t, ξ) satisfies (Hconv) if both g and h do. This follows from the
fact that for every ball B, one has f−

B ≥ g−B + h−B and thus for every t ∈ R, the function (g−B(t, ·))∗∗ + (h−B(t, ·))∗∗
is a convex minorant of f−

B (t, ·), so we can infer that (g−B(t, ·))∗∗ + (h−B(t, ·))∗∗ ≤ (f−
B (t, ·))∗∗ and the conclusion

easily follows. In particular, this observation can be useful for multi-phase functions of the form f(x, t, ξ) =∑k
i=1

(
1
kψ0(t, ξ) + ai(x, t)ψi(t, ξ)

)
. In this case, when k > 2, the function f−

B (t, ·) is not convex in general and the
explicit expression of its greatest convex minorant is out of reach. It is much easier to check whether each term of
the sum ϑi(x, t, ξ) := 1

kψ0(t, ξ) + ai(x, t)ψi(t, ξ) satisfies (Hconv), since each (ϑi)
−
B(t, ·) is convex.

(iv) Section 2.3 presents many illustrative special cases of f satisfying (Hconv). A representative choice of examples is
summarized in Tables 1 and 2.

We are in a position to present the most general of our results. We set p∗ := Np/(N − p) if p < N and p∗ is any
number larger or equal to N otherwise.

6



Theorem 3. Let Ω be a bounded Lipschitz open set in RN , N ≥ 1, ϕ : RN → R be Lipschitz continuous, p ≥ 1, and
f : Ω×R×RN → [0,∞) be a Carathéodory function which is convex with respect to the last variable and satisfies (Hconv).
When N > 1, we further assume that the behaviour of f in the origin is constrained, namely that there exists ϑ ∈ [1,∞],
a ∈ Lϑ(Ω) and t0 > 0 which satisfy

0 ≤ f(x, t, 0) ≤ a(x)|t|p∗/ϑ′

for |t| ≥ t0 and for a.e. x ∈ Ω . (2.1)

Consider the functional EΩ defined in (1.1). Then, for every u ∈ Eϕ(Ω) ∩W 1,p(Ω), there exists a sequence (un)n∈N ⊂
W 1,∞
ϕ (Ω) such that un → u in W 1,p(Ω) as n→ ∞ and

lim
n→∞

EΩ(un) = EΩ(u) .

Remark 2.1. The above theorem includes a condition on the behaviour of f when ξ = 0, namely (2.1). It is only used
to approximate any Sobolev map u ∈ Eϕ(Ω)∩W 1,p(Ω) by a sequence (un)n∈N ⊂ L∞(Ω)∩W 1,p

ϕ (Ω) in norm and energy.
When we assume a priori that u is bounded, we do not need this assumption to conclude. In particular, when N = 1,
u is automatically bounded and condition (2.1) can be dropped.

Roughly speaking, the conclusion of Theorem 3 is stable with respect to certain variations of the assumptions:

Remark 2.2. Given a Lagrangian satisfying (Hconv), one can easily incorporate extra dependence on the second variable
as described in Remark 2.3. On the other hand, if f is not convex with respect to the last variable, but comparable to a
convex function, one can still infer the absence of the Lavrentiev gap. More precisely – if for a Carathéodory function
f : Ω × R × RN → [0,∞), there exist a function g : Ω × R × RN → [0,∞) satisfying the conditions of Theorem 3, a
constant C > 0, and a non-negative function ϑ ∈ L1(Ω;R) such that

1
C g(x, t, ξ) − ϑ(x) ≤ f(x, t, ξ) ≤ Cg(x, t, ξ) + ϑ(x) , (2.2)

then by Proposition A.1, the conclusion of Theorem 3 holds for f .

Under an isotropic or orthotropic regime, the condition (Hconv) is equivalent to a condition that does not involve
the greatest convex minorant, namely (H iso) given below. This fact is provided in Theorem 5. Consequently, one can
infer the absence of the Lavrentiev phenomenon under easier to verify assumptions.

Theorem 4. Let Ω be a bounded Lipschitz open set in RN , ϕ : RN → R be Lipschitz continuous, p ≥ 1, f : Ω×R×RN →
[0,∞) be a Carathéodory function which is convex with respect to the last variable and which satisfies (2.1). Consider
the functional EΩ defined in (1.1).
If f is isotropic, we assume that for every k = (k1, k2) ∈ (0,∞)2, there exists a constant Ck > 0 such that for a.e.
x ∈ Ω and all (t, ξ) ∈ (−k1, k1) × RN , for every ε > 0, it holds

f−
B(x,ε)(t, |ξ|) + |ξ|max(p,N) ≤ k2ε

−N =⇒ f (x, t, |ξ|) ≤ Ck

î
f−
B(x,ε)(t, |ξ|) + 1

ó
. (H iso)

If f admits the orthotropic decomposition, i.e., f : Ω × R× RN → [0,∞) is such that

f(x, t, ξ) =

N∑

i=1

fi(x, t, |ξi|) , where ξ = (ξ1, . . . , ξN ) , (2.3)

and for every i = 1, . . . , N , the function fi : Ω × R× [0,∞) → [0,∞) is a Carathéodory function which is convex with
respect to the last variable, we suppose that each fi satisfies (H iso).

Then, for every u ∈ Eϕ(Ω)∩W 1,p(Ω), there exists a sequence (un)n∈N ⊂W 1,∞
ϕ (Ω) such that un → u in W 1,p(Ω) as

n→ ∞ and
lim
n→∞

EΩ(un) = EΩ(u) .

Let us point out that, in view of Example B.1, condition (H iso) adapted to anisotropic functions does not im-
ply (Hconv), even for superlinear functions vanishing in the origin.
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2.2. One-dimensional examples of functionals exhibiting the Lavrentiev gap.

We aim at showing why certain integrands known to be associated with some functionals with the Lavrentiev gap,
do not fall into our regime. One-dimensional problems are particularly illustrative due to their simplicity and ease
of visualization. Their analysis dates back to classical papers of Lavrentiev [40] and Mania [42], providing the first
examples of occurrence and conditions for the non-occurrence of the Lavrentiev gap. Concerning later contributions,
we spotlight [21], where the relaxation of functionals is considered. See also the survey [20] and the recent expository
paper [22].

Starting with recalling probably the best known example of a functional with the Lavrentiev gap, we point out that
the integrand does not satisfy any of our anti-jump conditions.

Example 2.1 (Mania’s example [42]). If f : (0, 1) × R × R → R is defined as f(x, t, ξ) := (t3 − x)2ξ6, then we have,
for boundary conditions u(0) = 0 and u(1) = 1, that infAC E = 0 < infLip E < ∞. However, f−

B(1,ε)(1, ε
−1) = 0 and

f(1 − ε, 1, ε−1) = ε−4, which tends to infinity as ε → 0. Hence, the smooth function f does not satisfy (Hconv) nor
(H iso).

The next example illustrates that superlinearity of f is not sufficient to exclude the Lavrentiev phenomenon.

Example 2.2 (Ball & Mizel’s example [9]). Let f : R×R×R → R be given by f(x, t, ξ) := (x4 − t6)2|ξ|27 + v|ξ|2 with
v > 0. We have f−

B(0,ε)(0, ε
−1/2) = vε−1, while f(ε, 0, ε−1/2) = ε−11/2 + vε−1, which divided by vε−1 grows to infinity

with ε converging to 0. Therefore, f does not satisfy (Hconv) nor (H iso). It is known that for the boundary conditions
u(−1) = k1, u(1) = k2 with −1 ≤ k1 < 0 < k2 ≤ 1, and for v sufficiently small, we have infAC E = 0 < infLip E <∞.

One strength of the new results proved in the paper is the fact that we do not require continuity with respect to
the first variable. However, we point out that the continuity in the second variable is needed.

Example 2.3 (Cerf & Mariconda’s example [22]). If f : (0, 1) × R × R → R is defined as f(x, t, ξ) :=
(
ξ − 1

2t

)2
when

t 6= 0 and f(x, 0, ξ) = 0, then infAC E = 0 and for every Lipschitz function u that is not identically 0, E (u) = +∞.
Note that f−

B(x,ε)(t, ξ) = f(x, t, ξ), so f does satisfy the balance condition (Hconv), but it is not continuous with respect
to t.

2.3. Multidimensional examples

In this section, we give examples of functionals

EΩ(u) =

∫

Ω

f(x, u,∇u) dx , (2.4)

for which there is no Lavrentiev phenomenon according to Theorems 2, 3, and 4. For a quick summary, see Tables 1
and 2. We denote the integrand in (2.4) as f = f(x, t, ξ), where x stands for the spacial variable, the variable t corre-
sponds to the u-dependence of f , and the variable ξ to its ∇u-dependence. Let us emphasize that all examples with
explicit u-dependence are novel, with the only remark that for f = f(t, ξ) they follow from [17] and for f = f(x, t, ξ)
with (t, ξ) 7→ f(x, t, ξ) being convex they are embraced by [18]. In this section we will use the following notation: for
any real-valued function w and a constant C ∈ R, we write C ≪ w whenever there exists a constant c ∈ R such that
C < c ≤ w(·).

Examples built upon power models. The typical examples of functionals exhibiting the Lavrentiev phenomenon
are those of the variable exponent and double phase growth, i.e., when the integrand in (2.4) is given by f̃v(x, ξ) := |ξ|r̃(x)
and f̃d(x, ξ) := |ξ|p + ã(x)|ξ|q , respectively. To exclude the Lavrentiev phenomenon for the functional involving f̃v, one

usually requires that 1 ≪ r̃ ∈ L∞(Ω) is log-Hölder continuous (r̃ ∈ P
log), cf. [45]. For the functional defined by f̃d,

the typical assumptions are 1 < p < q and 0 ≤ ã ∈ C0,κ with q ≤ p + κ max(1, p/N), see [19, 31, 45]. The latter
was recently improved in [14], allowing for p and q arbitrary far from each other, by considering in the place of C0,κ a
broader class of weights Z

κ, where κ ∈ (0,∞) dictates a polynomial rate of vanishing decay of ã. We stress that upon

these choices of parameters, the functions f̃v and f̃d satisfy condition (H iso
0 ) and the corresponding energy functionals

are thus covered by Theorem 1.
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Let us prepare some notation before presenting their u-dependent counterparts falling into the same realm. With
some abuse of typical notation, we say that a continuous function r : Ω×R → [1,∞) belongs to P

log(Ω), if there exists
a locally bounded function C : R → [0,∞), such that

|r(x, t) − r(y, t)| ≤ − C(t)

log(|x− y|) for all x, y ∈ Ω , t ∈ R . (2.5)

We need also to introduce a class of functions generalizing Z
κ. Let us take a function ω : [0,∞)×R → [0,∞) such that

ω(0, t) = 0 and ω(·, t) is non-decreasing for every t. We say that a function a : Ω×R → [0,∞) belongs to Zω(·,·)(Ω×R)
if t 7→ a(x, t) is continuous for a.e. x ∈ Ω and there exists a locally bounded function C : R → [0,∞) such that

a(x, t) ≤ C(t)
(
a(y, t) + ω(|x− y|, t)

)
for all x, y ∈ Ω , t ∈ R . (2.6)

Due to the function t 7→ C(t) and the lack of concavity assumption on ω(·, t), the condition (2.6) does not describe the
modulus of continuity of a with respect to x. In the special case of ω(s, t) = sκ, the sub-class of Zω(·,·) is Z

κ, which is
meaningful for all κ ∈ (0,∞). For more information about the class Z

κ in the case when a does not depend on t we
refer to [14].

We are now in a position to consider

fv(x, t, ξ) := |ξ|r(x,t) and fd(x, t, ξ) := |ξ|p + a(x, t)|ξ|q .

Let us show that fv verifies (H iso
0 ) with 1 = p ≤ r(·, ·) if r ∈ P

log. Given L2 ≥ 1 and ε < exp(−1), let us take
|ξ| ≤ L2ε

−1. For every x, y ∈ Ω with |x− y| < ε, if |ξ| ≥ 1, then

fv(x, t, ξ) = |ξ|r(y,t)|ξ|r(x,t)−r(y,t) ≤ fv(y, t, ξ) · (L2ε
−1)−C(t)/ log(ε) ≤ L

C(t)
2 exp(C(t))fv(y, t, ξ) ,

If instead |ξ| ≤ 1, we simply observe that fv(x, t, ξ) ≤ 1. Hence (H iso
0 ) is proven. Additionally, fv(x, t, 0) = 0, so

by Theorem 1, the Lavrentiev gap for the corresponding functional is excluded. We stress that the only property of
t 7→ r(x, t) that is needed, besides (2.5), is the continuity of this mapping.
Let us show that fd satisfies (H iso

0 ) if a ∈ Z
κ with p ≤ q ≤ p + κ max(1, pN ). If |ξ| ≤ L2ε

−min(1,N/p) with ξ 6= 0, we
have for every x, y ∈ Ω with |x− y| < ε,

fd(x, t, ξ)

fd(y, t, ξ)
=

1 + a(x, t)|ξ|q−p
1 + a(y, t)|ξ|q−p ≤ 1 + C(t) + C(t)|x − y|κ|ξ|q−p ≤ 1 + C(t) + C(t)Lq−p2 ,

which means that (H iso
0 ) holds true. Given that fd(x, t, 0) = 0, Theorem 1 implies the absence of the Lavrentiev

phenomenon in this case. Again, we stress that the only property of t 7→ a(x, t) that is needed, besides (2.6), is the
continuity of this mapping. Moreover, with similar computations as for fd, one can check that the function (x, t, ξ) 7→
|ξ|p(t) + a(x, t)|ξ|q(t) satisfies (H iso) if 1 ≤ p(·), q(·) ∈ C(R), a ∈ Zω(·,·) for ω(s, t) = sκ(t) where κ : R → [0,∞), and

q(t) ≤ p(t) + κ(t) max(1, p(t)N ) for every t. Moreover, for every example given above, we can find conditions to exclude
the Lavrentiev phenomenon for its orthotropic counterpart also including more phases. For instance, Theorem 4 applies
to a multi-phase orthotropic function

f(x, t, ξ) =
N∑

i=1

Ñ
|ξi|pi +

k∑

j=1

ai,j(x, t)|ξi|qi,j
é

with ai,j ∈ Z
κi,j , κi,j > 0, and qi,j ≤ pi + κi,j max(1, piN ) .

We observe that already mentioned examples embrace the best known conditions without u-dependence of the func-
tional, cf. [6, 14, 15, 19, 28, 31, 45]. At the same time, introducing this extra dependence does not complicate the
conditions in an artificial way.

Generalized Orlicz examples. In order to include isotropic functionals of essentially non-power growth, we need
to study when they verify (H iso). The simplest example under no growth restriction is constructed by the use of an
increasing, non-negative convex function ψ and reads

fe(x, t, ξ) := ψ(|ξ|) + a(x, t)ψγ(|ξ|) with γ > 1 .
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f(x, t, ξ) Parameters

a(x, t)|ξ|p(x,t) 1 ≤ p ∈ P
log, 0 ≪ a ∈ L∞(Ω × R), a(x, ·) ∈ C(R)

b(t)|ξ|p
(
1 + a(x, t) log(e+ |ξ|)

)
1 ≤ p <∞, a ∈ P

log

b(t) [|ξ|p + a(x, t)|ξ|q ] a ∈ Z
κ,κ ∈ (0,∞), q ≤ p+ κ max(1, pN )

b(t)
[
|ξ| log(1 + |ξ|) + a(x, t)|ξ|q

]
a ∈ Z

κ,κ ∈ (0,∞), q ≤ 1 + κ max(1, 1
N )

b(t)
[
|ξ|p(t) + a(x, t)|ξ|q(t)

] p, q,κ ∈ C(R;R+), a ∈ Zω(·,·), ω(s, t) = sκ(t)

∀ t q(t) ≤ p(t) + κ(t) max(1, p(t)N )

b(t) [exp(|ξ|) + a(x, t) exp(γ|ξ|)] |b(t)| ≤ c(|t|N ′

+ 1), a ∈ Z
N(γ−1)∩L∞(Ω × R), γ > 1

b(t) [|ξ|p + a(x, t) exp(|ξ|q)] |b(t)| ≤ c(|t|N ′

+ 1), a ∈ Zω(·,·)∩L∞(Ω × R)
ω(s) ≤ exp(s−κ), κ > qmin(1, N/p)

b(t) [ψ0(t, |ξ|) + a(x, t)ψ1(t, |ξ|)]
∀ t ψ0(t, ·), ψ1(t, ·) – N -function*, a ∈ Zω(·,·)

∀ t ψ1(t, ·)/ψ0(t, ·) – non-decreasing, ∀ r ψ0(·, r), ψ1(·, r) ∈ C(R)

∀L ∃ c ∀ s, t ω(s, t) ≤ cmax
(

s−N

ψ1(t,ψ0(t)−1(Ls−N )) ,
ψ0(t,L

1/Ns−1)
ψ1(t,L1/Ns−1)

)

Table 1: Main examples of integrands for functionals
∫
Ω
f(x, u,∇u) dx for which (Hiso) is satisfied and so for which we provide the absence

of any Lavrentiev phenomenon by Theorem 4. We write f = f(x, t, ξ), where x stands for the spacial variable, variable t corresponds to
u-dependence of f , and variable ξ to its ∇u-dependence. In all examples in the table, b ∈ C(R, (0,+∞)), which might be relaxed due to
Remark 2.3. The class Zω(·,·) from (2.6) embraces (but is not restricted to) Hölder continuity; Zκ , κ > 0 is its special case. Conditions on ω
in the last example simplify under growth restrictions. *Assumption that ψ0, ψ1 are N-functions is given for the simplicity of the exposition.

In this case, to satisfy (H iso) one can require that a ∈ Z
N(γ−1). Indeed, note that whenever (fe)

−
B(x,ε)(t, ξ) ≤ L2ε

−N

with ξ 6= 0, then 0 < |ξ| ≤ ψ−1(L2ε
−N ). Therefore, for any y ∈ B(x, ε), we have

fe(x, t, ξ)

fe(y, t, ξ)
≤ 1 + C(t) + C(t)|x − y|N(γ−1)ψγ−1(ψ−1(L2ε

−N ))) ≤ 1 + C(t) + C(t)Lγ−1
2 .

If ψ is such that ψ(0) = 0, or a ∈ L∞(Ω × R), we can deduce the absence of any Lavrentiev gap from Theorem 4.
This example can be applied to various functions ψ, including slowly growing ones, e.g. ψ(s) = s or ψ(s) = s log(1 +
log(. . . (1 + log(1 + s)))), as well as fastly growing ones, e.g. when for all sufficiently large s it holds ψ(s) = exp(s)
or ψ(s) = exp(exp(. . . exp(s))). We stress that condition a ∈ Z

N(γ−1) is meaningful for arbitrary γ > 1 and the only
property of t 7→ a(x, t), that is needed, is the continuity of this mapping.

To construct a more general example, we pick two increasing, non-negative, convex functions ψ0 and ψ1 on [0,∞)
such that the function ψ1/ψ0 is non-decreasing. Upon setting

fo(x, t, ξ) := ψ0(|ξ|) + a(x, t)ψ1(|ξ|) ,

one can prove that fo satisfies condition (H iso), if a ∈ Zω(·,·) ∩ L∞(Ω × R) and

∀L > 0 ∃ c > 0 ∀ s > 0 ω(s) ≤ cmax

Ç
s−N

ψ1(ψ−1
0 (Ls−N ))

,
ψ0(L1/Ns−1)

ψ1(L1/Ns−1)

å
, (2.7)

Let us point out that the assumption that a ∈ L∞(Ω × R) is imposed in order to guarantee (2.1), and is satisfied
whenever a does not depend on t. We refer to Example B.2 for details. The condition (2.7) specializes to the given
above conditions for functions fv, fd, and fe. We note that it has also a simpler form under additional compatibility
conditions on ψ0, ψ1. Namely

(i) if ψ1/ψ0 ∈ ∆2, then (H iso) is satisfied with a ∈ Zω(·,·) for ω(s) ≤ ψ0(s
−1)

ψ1(s−1) ;

(ii) if ψ1 ◦ ψ−1
0 ∈ ∆2, then (H iso) is satisfied with a ∈ Zω(·,·) for ω(s) ≤ s−N

ψ1(ψ
−1
0 (s−N ))

.
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Inspired by [39, Example 2.7 (2)] let us consider

fD(x, t, ξ) := |ξ|p + a(x, t) exp(|ξ|q) ,

where a ∈ Zω(·,·) ∩ L∞(Ω × R) for ω(s) = exp(−s−κ). In [39, Example 2.7 (2)] the authors allow the parameter q to

be strictly less than 1 so that fD is not convex in that case. We demand – via (2.7) – that κ > qmin(1, Np ), which
means that p ≥ 1 and q > 0 might be arbitrary if the function a decays fast enough near the points where it vanishes.
Moreover, unlike [39], for the absence of the Lavrentiev gap obtained via Theorem 3, we allow for functionals with
explicit u-dependence (i.e. a = a(x, t)), see Example B.3 for details.

f(x, t, ξ) Parameters Theorem
∑N

i=1 ai(x, t)|ξi|pi(x,t) ∀i 1 ≤ pi ∈ P
log, 0 ≪ ai ∈ L∞(Ω × R), ai(x, ·) ∈ C(R) Theorem 4

b(t)
Ä∑N

i=1 |ξi|pi +
∑N
i=1 ai(x, t)|ξi|qi

ä ∀ i
{(
pi ≤ qi ≤ pi + κimax

(
1, piN

)
and ai ∈ Z

κi , κi > 0
)
,

Theorem 4
or
(
qi ≤ pi and ai ∈ L∞(Ω × R)

)}

b(t)
î
ψ0(|ξ|) +

∑N
i=1 ai(x, t)ψi(|ξi|)

ó ∀ i ψi – N -function*, ψi/ψ0 – non-decreasing
Theorem 3

ai ∈ Zωi(·,·), ωi as in (2.7)
∑N

i=1 fi(x, t, |ξi|) ∀ i fi is substituted by any f from Table 1 Theorem 4

b(t)
(
ψ(|〈υ(x), ξ〉|) + |ξ|N/γ

)
ψ ∈ ∆2 – N -function*, υ ∈ C0,γ(Ω;RN ), γ ∈ (0, 1] Theorem 2

Table 2: Main examples of anisotropic integrands for functionals
∫
Ω
f(x, u,∇u) dx for which we provide the absence of the Lavrentiev

phenomenon. We write f = f(x, t, ξ), where x stands for the spacial variable, variable t corresponds to u-dependence of f , and variable ξ to
its ∇u-dependence. In all examples in the table, b ∈ C(R, (0,+∞)), which might be relaxed due to Remark 2.3. The class Zω(·,·) from (2.6)
embraces (but is not restricted to) Hölder continuity; Zκ , κ > 0 is its special case. *Assumption that certain functions are N-function is
given for the simplicity of the exposition.

Fully anisotropic examples. Inspired by [3, 4, 28, 29] we present an anisotropic Orlicz multi-phase example. Let
us consider radially increasing, convex functions (ψj)

k
j=0, such that each ψj with 1 ≤ j ≤ k grows essentially faster than

ψ0 at infinity:

f(x, t, ξ) := ψ0(ξ) +

k∑

j=1

aj(x, t)ψj(ξ) =

k∑

j=1

(
1
kψ0(ξ) + aj(x, t)ψj(ξ)

)
=:

k∑

j=1

ϑj(x, t, ξ) .

As already observed in item (iii) before Theorem 3, to justify that this function satisfies (Hconv), it is enough that
this fact holds for each ϑj . Assuming further that the functions ψj are isotropic, and relying on Theorem 5 below,
we only need to require that condition (H iso) is satisfied for every ϑj which is the case when aj ∈ Zωj(·,·) for ωj
satisfying (2.7) with ψj in the place of ψ1. This condition applied to isotropic Lagrangian fully covers the scope of [3,
Theorem 3.1] and extends it in three directions. We allow for explicit u-dependence of the considered functional and do
not need to assume that ψj ∈ ∆2 for any j. Moreover, in [3] the imposed compatibility condition forces the closeness of

phases expressed as lim sup|ξ|→∞
ψj(x,|ξ|)

|ξ|ψ0(x,|ξ|)
< ∞ for every j. Upon the condition above, the function ωj does not play

a role of the modulus of continuity, because we do not require its concavity, so no closeness of phases is needed.
Let us present another fully anisotropic example using the fact that the function |〈x, ξ〉| does not admit an orthotropic

decompostion. We can consider Lagrangians of the form

fa(x, ξ) := ψ(|〈υ(x), ξ〉|) + |ξ|N/γ ,

where ψ ∈ ∆2 is an increasing, convex function, υ : RN → RN is in C0,γ , γ ∈ (0, 1]. Then, the integrand fa satisfies
assumptions of Theorem 2, see Example B.4 for details.
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Remark 2.3. In every above example, we can freely multiply the Lagrangian f by an extra t-dependent continu-
ous function b : R → (0,∞) still keeping the balance conditions satisfied. In the case when (H iso

0 ) is satisfied, the
function b could also vanish. A similar remark holds for a more restrictive variant of (Hconv) when the conditionÄ
f−
B(x,ε)(t, ·)

ä∗∗
(ξ) + |ξ|max(p,N) ≤ k2ε

−N is replaced by |ξ|max(p,N) ≤ k2ε
−N . Then if f satisfies such a modified

(Hconv), the same condition holds for b(t)f(x, t, ξ) and Theorem 3 can be applied to the latter.

3. Preliminaries

3.1. Notation

In the sequel Ω ⊂ RN is a fixed bounded open set with Lipschitz boundary. Moreover, Λ denotes a bounded open
set which contains the closure of Ω. We also formulate some arguments with an arbitrary open set Λ′ ⋐ Λ (the latter
meaning that Λ′ ⊂ Λ). Throughout the paper we assume that f : Ω×R×RN → [0,∞) or f : Λ×R×RN → [0,∞) is a
Carathéodory function, i.e. it is measurable with respect to the first variable and continuous with respect to the second
and the third variables. Moreover, f is always required to be convex with respect to the last variable. For a function
u defined on Λ which shall be clear from the context, we will introduce two Borel subsets Λ+ and Λ0 of Λ such that
Λ = Λ+ ∪ Λ0 and

|∇u| > 0 a.e. on Λ+ and |∇u| = 0 a.e. on Λ0 . (3.1)

For a set U ⊂ Rd, we denote by C0
c (U) (resp. C∞

c (U)) the set of continuous (resp. smooth) functions with compact
support in U , while W 1,p

ϕ (Ω), p ≥ 1 stands for the set of weakly differentiable functions in Ω with p-integrable weak
gradients and trace ϕ on ∂Ω. Finally, W 1,∞

ϕ (Ω) is the set of Lipschitz functions in Ω agreeing with ϕ on ∂Ω.
For every r ∈ R, we denote by r+ the positive part of r, namely r+ = max(r, 0).

The partial derivative of a Sobolev function w : RN → R with respect to a unit vector e ∈ RN is denoted by ∂ew. For
a convex function w : [0,∞) → [0,∞), we denote by D+w(s), s ≥ 0, the right-hand side derivative of w in point s.
For any measurable map w : U → R, U ⊂ Rd, we define its graph

Graphw := {(x, t) ∈ U × R : t = w(x)} .

For a given Borel function w : U × R → R, which is non-increasing and left-continuous with respect to the second
variable, we define the generalized inverse with respect to the second variable by

w−1(x, s) := inf{t ∈ R : w(x, t) ≤ s} ∈ [−∞,+∞] for every x ∈ U . (3.2)

In particular, if for a given x ∈ U , there is no t ∈ R such that w(x, t) ≤ s, then w−1(x, s) = +∞. If instead, w(x, t) ≤ s
for every t ∈ R, then w(x, t) = −∞.
For a function w : Rd → R bounded from below by an affine function, we define its greatest convex minorant w∗∗ :
Rd → R as the supremum of all convex functions which are not larger than w in the whole Rd. It can also be obtained
by applying the Young conjugation operation ∗ twice, see e.g. [23, Corollary 2.1.42]. Note however that this latter fact
will not be used in the sequel. We say that a function w : RN → R is superlinear if

lim
|ξ|→∞

w(ξ)

|ξ| = ∞ .

We say that f : Ω × R× R
N → [0,∞) is superlinear if there exists a function w : RN → R as above such that for a.e.

x ∈ Ω, for every (t, ξ) ∈ R× RN ,
f(x, t, ξ) ≥ w(ξ). (3.3)

We say that a function w : [0,∞) → [0,∞) is an N–function if it is convex, continuous, and such that w(0) = 0,
limt→0 w(t)/t = 0 and limt→∞ w(t)/t = ∞.
We say that a Carathéodory function w : Ω × R × RN → [0,∞) satisfies the ∆2 condition (denoted w(x, t, ·) ∈ ∆2) if
there exists a constant c > 0 independent of x and t such that it holds

w(x, t, 2ξ) ≤ c(w(x, t, ξ) + 1) for a.e. x ∈ Ω and all (t, ξ) ∈ R× R
N .
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For a standard regularizing kernel ̺ ∈ C∞
c (B(0, 1)) and ε > 0 we denote

̺ε(x) := ε−N̺(x/ε) . (3.4)

Note that ̺ε ∈ C∞
c (B(0, ε)) for every ε > 0. Recall that given a Borel function v : RN × R → R, the convolution with

respect to x is defined as follows: for every (x, t) ∈ RN × R, we set

v ∗x ̺ε(x, t) :=

∫

RN

v(x− y, t)̺ε(y) dy .

For an RN+1-valued Borel measure v on Λ×R, we define the measure v∗x ̺ε by setting for every Borel set A′ ⊂ RN ×R:

v ∗x ̺ε(A′) :=

∫

Λ×R

Å∫
RN

χA′(y, t)̺ε(y − x) dy

ã
dv(x, t) , (3.5)

where χA′ denotes the indicator function of A′. Hence, for every bounded Borel function h : RN × R → R, it holds

∫

RN×R

h(x, t) d(v ∗x ̺ε)(x, t) =

∫

Λ×R

Å∫
RN

h(y, t)̺ε(y − x) dy

ã
dv(x, t) . (3.6)

Another important tool is the disintegration of finite measures defined on Ω×R. To detail this technique, we closely
follow [1, Section 2.5]. Let µ be a positive Radon measure on R and (νt)t∈R a family of RN+1-valued measures on Ω
such that the function t 7→ νt(B) is µ-measurable for any Borel set B ⊂ Ω. We further assume that

t 7→ |νt|(Ω) belongs to L1(R, µ) . (3.7)

We denote by νt ⊗ µ the RN+1-valued measure on Ω × R defined for every Borel set B ⊂ Ω × R by

(νt ⊗ µ)(B) :=

∫

R

Å∫
Ω

χB(x, t) dνt(x)

ã
dµ(t) . (3.8)

It then follows that ∫

Ω×R

g(x, t) d(νt ⊗ µ)(x, t) =

∫

R

Å∫
Ω

g(x, t) dνt(x)

ã
dµ(t) , (3.9)

for every bounded Borel map g : Ω × R → [0,∞). The above definitions also make sense when νt is a positive finite
measure. Then (3.9) holds true for any non-negative Borel function g. Conversely, given a finite RN+1-valued measure
on Ω ×R, it can be written as a product of the form νt ⊗ µ as above, where µ is finite and |νt|(Ω) = 1 for µ a.e. t ∈ R,
see [1, Theorem 2.28].

We will make use of a non-decreasing sequence of continuous decreasing functions θk : R → [0, 1] for k ≥ 1 such that
θk is supported in (−∞,− 1

k ) and for t ∈ R it holds

lim
k→∞

θk(t) = χ(−∞,0)(t) . (3.10)

3.2. Precise representatives

In this paragraph, we closely follow [41]. Given q ∈ N, a set E ⊂ RN is said to be countably H q-rectifiable
if there exist a family (Ek)k∈N of subsets in Rq and for every k ∈ N, a Lipschitz map fk : Ek → RN such that
H

q
(
E\

⋃
k∈N

fk(Ek)
)

= 0.

If Ω ⊂ RN is an open set and u ∈ L1
loc(Ω), then a representative ũ of u is said to be a precise representative if

ũ(x) := lim
r→0

1

|Br|

∫

B(x,r)

u(y) dy

at all x where the limit exists. For every u ∈W 1,1(Ω), a precise representative is unique up to a H N−1-negligible set.
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Proposition 3.1. [41, Theorems 1.1 and 1.2] Let u ∈ W 1,1(Ω) be precisely represented. Then, the level set u−1(t) is
countably H N−1-rectifiable for a.e. t ∈ R, the graph Graphu = {(x, u(x)) : x ∈ Ω} of u is countably H N -rectifiable
and moreover, for every measurable set E ⊂ Ω, it holds

∫

E

|∇u(x)| dx =

∫

R

H
N−1(E ∩ u−1(t)) dt , (3.11)

∫

E

»
1 + |∇u(x)|2 dx = H

N (Graphu ∩ (E × R)) . (3.12)

From the coarea formula (3.11), we deduce by a standard argument that for every non-negative Borel measurable
function g : Ω × R → [0,∞), we have

∫

Ω

g(x, u(x))|∇u(x)| dx =

∫

R

∫

u−1(t)

g(y, t) dH
N−1(y) dt. (3.13)

Similarly, from the area formula (3.12), we have

∫

Ω

g(x, u(x))
»

1 + |∇u(x)|2 dx =

∫

Ω×R

g(x, t) dH
N Graphu. (3.14)

For every u ∈ W 1,1(Ω), it follows from the area formula (3.12) that if u is precisely represented, its graph map
satisfies the Lusin condition, i.e., for every Lebesgue measurable set E ⊂ Ω,

|E| = 0 =⇒ H
N ({(x, u(x)) : x ∈ E}) = 0 . (3.15)

For every t ∈ R such that u−1(t) is countably H N−1-rectifiable, for H N−1 a.e. x ∈ u−1(t), there exists an approximate
tangent space Txu

−1(t), which means that

lim
r→0

1

rN−1

∫

u−1(t)

φ
(y − x

r

)
dH

N−1(y) =

∫

Txu−1(t)

φ(y) dH
N−1(y) , (3.16)

for every φ ∈ C0
c (RN ). For a proof of this result, holding for any countably rectifiable set, see e.g. [44, Theorem 11.6].

4. Between balance conditions (H iso) and (Hconv)

The arguments presented in this section enable to reduce the proofs of Theorems 4 and Theorem 1 to Theorem 3.
This is a consequence of Theorem 5 below which can be seen as a counterpart of [38, Theorem 1.2] for functions having
isotropic or orthotropic structure. In both cases, it is shown that a balance between f and f−

B on sub-level sets of f−
B

given by (H iso) implies a similar balance between f and (f−
B )∗∗ as in (Hconv). The main difference between Theorem 5

and [38, Theorem 1.2] is the position of the constant (we have it outside f−
B and (f−

B )∗∗, respectively). Our proof is
based on essentially different geometrical observations.

Theorem 5. Let f : Ω×RN ×R → [0,∞) be a Carathéodory function, which is convex with respect to the last variable.
Then, the following assertions are true.

(i) If f is isotropic and satisfies (H iso), then it satisfies (Hconv).

(ii) If f admits an orthotropic decomposition in the sense of (2.3), with each fi satisfying (H iso), then f satis-
fies (Hconv).

We point out that the result above also allows reformulating [18, Hypothesis (H)] or [39, Assumption 1 (a4)] in the
isotropic or orthotropic setting, by getting rid of the ∗∗ operator.

In the proof of Theorem 5, we need some properties of convex minorants that we now present.
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Lemma 4.1. Let w : [0,∞) → [0,∞) be a continuous and non-decreasing function. For every t ≥ 0, there exists
at ∈ [0, t] such that w∗∗ is affine on [at, t] and w(at) = w∗∗(at).

Proof. The result is clear if w∗∗ is a constant function, as then w∗∗ is constantly equal to w(0). Note also that as w is
non-decreasing, also w∗∗ is non-decreasing. Additionally, by monotonicity of the derivative, if w∗∗ is not constant, then
it is unbounded. The result is also true if w∗∗(t) = w(t), as then one can take at = t.

Let us then assume that w∗∗(t) < w(t) and that w∗∗ is unbounded. We take at ≤ t to be the minimal number such
that w∗∗ is affine on [at, t]. It suffices to show that w∗∗(at) = w(at). The result holds if at = 0. Hence, let us assume
that at > 0.

Suppose by contradiction that w∗∗(at) < w(at). Let us take any s < at such that w∗∗(at) < w(s). As w∗∗ is
unbounded, there exists s2 > at such that w∗∗(s2) = w(s). Let us define

w̃(τ) =

®
w∗∗(τ) for τ 6∈ [s, s2],

w∗∗(s) + (τ − s)w
∗∗(s2)−w

∗∗(s)
s2−s

for τ ∈ [s, s2].

Note that w∗∗ ≤ w̃ and w̃ is convex as the maximum of w∗∗ and an affine function. It is also true that w̃ is a
minorant of w. Indeed, if τ 6∈ [s, s2], then w̃(τ) = w∗∗(τ) ≤ w(τ). On the other hand, if τ ∈ [s, s2], then

w̃(τ) ≤ w̃(s2) = w∗∗(s2) = w(s) ≤ w(τ) .

As w∗∗ ≤ w̃, and w∗∗ is the greatest convex minorant of w, we have w∗∗ = w̃. Therefore, w∗∗ is affine on [s, s2].
This however means that w∗∗ is affine on [s, t], where s < at, which contradicts the definition of at. Therefore, we have
that w∗∗(at) = w(at).

The following lemma gives a lower bound on the derivative of w∗∗ whenever w is the essential infimum of convex
functions.

Lemma 4.2. Let B be a non-empty Borel subset of RN and
{
wy
}
y∈B

be a family of non-negative and non-decreasing

convex functions on [0,∞). Let us denote w := ess infy∈B wy. Then for all s ≥ 0, it holds that

D+w∗∗(s) ≥ ess inf
y∈B

D+wy(s).

Proof. Suppose the contrary, i.e. that D+w∗∗(s) < ess infy∈B D
+wy(s) =: ds for some s. Let us define

w̃(τ) :=

®
w∗∗(τ) for τ ∈ [0, s] ,

w∗∗(s) + ds(τ − s) for τ > s .

Observe that w̃ is convex by the monotonicity of its derivative. It is also clear that w̃(τ) ≤ w(τ) for τ ≤ s. Moreover,
for τ > s and a.e. y ∈ B, we have

w̃(τ) = w∗∗(s) + ds(τ − s) ≤ wy(s) +D+wy(s)(τ − s) ≤ wy(τ) .

As the last inequality is true for a.e. y ∈ B, we get w̃ ≤ w. Therefore, w̃ is a convex minorant of w. However, as
ds > D+w∗∗(s), we have w∗∗(τ) < w̃(τ) for some τ > s, which is a contradiction.

We are now in a position to prove Theorem 5.

Proof of Theorem 5. We start with proving assertion (i). Observe that we can assume that f(x, t, 0) = 0 for a.e. x ∈ Ω
and every t ∈ R. Indeed, if it is not true, we can replace f by the function g(x, t, ξ) = (f(x, t, ξ) − f(x, t, 0))+. By
Lemma A.3, the function g satisfies (Hconv) if and only f does, and the same is true for (H iso). Therefore, proving that
g satisfies (Hconv) yields the desired result.
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In the statement of (H iso), there is no loss of generality in replacing k = (k1, k2) ∈ [0,∞)2 by k = (k1, k2) ∈ (N∗)2.
Using that a countable union of negligible sets is negligible, we infer that there exists a negligible set in Ω such that
(H iso) holds for every x in its complement and for every k ∈ [0,∞)

2
. Let us fix such an x ∈ Ω and k = (k1, k2), ε > 0,

t ∈ [−k1, k1]. For a.e. y ∈ B(x, ε) ∩ Ω, let us denote

wy(s) := f(y, t, s) , w(s) := f−
B(x,ε)(t, s) .

For a.e. y, since wy is non-negative and vanishes at 0, it achieves its global minimum in 0. As wy is convex, this implies
that it is non-decreasing. Therefore, w is also non-decreasing as the essential infimum of non-decreasing functions.
Consequently, w∗∗ is non-decreasing as well. Let us also notice that for a.e. y and any s ≥ 0, by convexity of wy, it
holds

D+wy(s) ≤ wy(s+ 1) − wy(s) ≤ wy(s+ 1) ,

which means that the family {wy}y∈B(x,ε)∩Ω is uniformly locally Lipschitz, as by Lemma A.2, the function f is bounded
on bounded sets. Therefore, w is continuous.

Let us now take s ∈ [0,∞) such that w∗∗(s) + smax(p,N) ≤ k2ε
−N . As w is non-decreasing and continuous, by

Lemma 4.1, there exists as ∈ [0, s] such that w∗∗ is affine on [as, s] and w(as) = w∗∗(as). For every y ∈ B(x, ε), we have
B(x, ε) ⊂ B(y, 2ε), and thus

f−
B(y,2ε)(t, as) ≤ f−

B(x,ε)(t, as) = w(as) = w∗∗(as). (4.1)

Since w∗∗ is non-decreasing, this implies that

f−
B(y,2ε)(t, as) + amax(p,N)

s ≤ w∗∗(s) + smax(p,N) ≤ k2ε
−N = (2Nk2)(2ε)−N .

By (H iso), there exists C
k̂
≥ 1, with k̂ := (k1, 2

N
k2), such that for a.e. y ∈ B(x, ε) ∩ Ω, it holds

wy(as) ≤ C
k̂

Ä
(f−
B(y,2ε)(t, ·))∗∗(as) + 1

ä
≤ C

k̂
(w∗∗(as) + 1) , (4.2)

where the last inequality follows from (4.1). In particular, the above inequality holds when y = x. Assume that as < s
and let s′ ∈ (as, s). Using that w∗∗ is affine on [as, s] together with (4.2), we get

w∗∗(s′) = w∗∗(as) +D+w∗∗ (s′) (s′ − as)≥ 1
C
k̂

wy(as) − 1 +D+w∗∗ (s′) (s′ − as) .

Given δ > 0, it follows from Lemma 4.2 that for every y in a non-negligible subset of B(x, ε) ∩ Ω, it holds

D+w∗∗ (s′) ≥ D+wy(s′) − δ . (4.3)

Using additionally that C
k̂
≥ 1, we obtain

w∗∗(s′) ≥ 1
C
k̂

wy(as) − 1 +D+wy(s′)(s′ − as) − δ(s′ − as)

≥ 1
C
k̂

(
wy(as) +D+wy(s′)(s′ − as)

)
− 1 − δ(s′ − as) .

Then, by the monotonicity of D+wy and the fact that wy ≥ w for a.e. y, we have

w∗∗(s′)≥ 1
C
k̂

Ç
wy(as) +

∫ s′

as

D+wy(τ) dτ

å
− 1 − δ(s′ − as)

= 1
C
k̂

wy(s′) − 1 − δ(s′ − as) ≥ 1
C
k̂

w(s′) − 1 − δ(s′ − as) .

Letting δ to 0 and then s′ to s, we get w∗∗(s) ≥ 1
C
k̂

w(s) − 1, or equivalently,

w(s) ≤ C
k̂

(w∗∗(s) + 1) . (4.4)
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In particular, w(s) + smax(p,N) ≤ C
k̂
k2ε

−N +C
k̂
. Without loss of generality, we may assume that ε ≤ diam(Ω) and that

k2 is sufficiently large to ensure that k2diam(Ω)−N ≥ 1. Therefore, we have w(s) + smax(p,N) ≤ 2C
k̂
k2ε

−N . Denoting

k̃ = (k1, 2Ck̂
k2), we get from (H iso) that wx(s) ≤ C

k̃
(w(s) + 1), which by (4.4) yields

wx(s) ≤ C
k̃

(
C
k̂

(w∗∗(s) + 1) + 1
)
≤
(
C
k̃
C
k̂

+ C
k̃

)
(w∗∗(s) + 1) . (4.5)

Using (4.2) in case of as = s, and (4.5) otherwise, we get

w∗∗(s) + smax(p,N) ≤ k2ε
−N ⇒ wx(s) ≤

(
C
k̃
C
k̂

+ C
k̃

+ C
k̂

)
(w∗∗(s) + 1) ,

which is (Hconv) for f with C̃k =
(
C
k̃
C
k̂

+ C
k̃

+ C
k̂

)
.

Let us now prove assertion (ii). Let us fix i ∈ {1, 2, . . . , N}. As fi satisfies (H iso), the function (x, t, ξ) 7→ fi(x, t, |ξ|)
satisfies (Hconv). It easily follows that the function (x, t, ξ) 7→ fi(x, t, |ξi|) also satisfies (Hconv). Hence, f is a sum of
functions satisfying (Hconv), which implies that f satisfies (Hconv).

5. Preliminaries to the proof of Theorem 3

5.1. The function 1u
In the following, we systematically choose precise representatives in L1(Ω). For such a representative u : Ω → R, we

define the map v : Ω × R → [0, 1] by the following formula

v(x, t) := 1u(x, t) =

®
1 , if t ≤ u(x) ,

0 , otherwise .
(5.1)

In order to calculate the distributional derivative of v, we first establish the following technical fact.

Lemma 5.1. Let u ∈W 1,1(Ω), Φ ∈ C∞
c (Ω × R), θ ∈ L∞(R), and e ∈ SN−1. Then

∫

Ω

θ ◦ u(x)Φ(x, u(x))∂eu(x) dx = −
∫

R

θ(t)

Ç∫
[u≥t]

∂eΦ(x, t) dx

å
dt.

Here, ∂eu is the directional derivative of u in the direction e, namely ∂eu = 〈∇u, e〉.

Proof. Let us define the Lipschitz continuous function g : Ω × R → R via

g(x, s) :=

∫ s

−∞

Φ(x, t)θ(t) dt .

Since Φ is compactly supported in Ω × R, there exists a compact subset K ⋐ Ω such that g(x, s) = 0 for every
(x, s) ∈ (Ω \K) × R. By the chain rule, the function G : x 7→ g(x, u(x)) belongs to W 1,1

0 (Ω) and for a.e. x ∈ Ω,

∂eG(x) = ∂eg(x, u(x)) + ∂sg(x, u(x))∂eu(x) =

∫ u(x)

−∞

∂eΦ(x, t)θ(t) dt + Φ(x, u(x))θ(u(x))∂eu(x) .

Integrating the above identity on Ω, one gets

∫

Ω

∂eG(x) dx =

∫

Ω

Ç∫ u(x)

−∞

∂eΦ(x, t)θ(t) dt

å
dx+

∫

Ω

Φ(x, u(x))θ(u(x))∂eu(x) dx .

The left-hand side vanishes by the Stokes formula. In the right-hand side, we use the Fubini theorem to write the first
integral as ∫

R

θ(t)

Ç∫
[u≥t]

∂eΦ(x, t) dx

å
dt .

This completes the proof.

17



Using the above lemma, we can determine the distributional derivative of the function v = 1u.

Lemma 5.2. Let u ∈ W 1,1(Ω) and v = 1u. The distributional derivative Dv of v is the RN+1-valued measure given by

Dv =
(∇u,−1)√
1 + |∇u|2

H
N Graphu . (5.2)

Moreover, for every Borel set A ⊂ Ω such that |∇u(x)| > 0 for a.e. x ∈ A, one has:

Dvx(A× R) =

Å
χA

(∇u,−1)

|∇u| H
N−1xu−1(t)

ã
⊗ H

1 . (5.3)

It follows from (5.2) that the total variation of D1u is the measure |D1u| = H
N Graphu, the Radon–Nikodým

derivative of D1u with respect to its total variation is (∇u,−1)√
1+|∇u|2

. The above statement is well-known, in particular in

the setting of BV functions, see [33, Theorem 4.1.5.2]. For the convenience of the reader, we provide an elementary
proof which does not rely on the theory of BV functions.

Proof of Lemma 5.2. We have first to prove that for every φ = (φ1, . . . , φN+1) ∈ C∞
c (Ω × R;RN+1) it holds

∫

Ω×R

1u(x, t) divφ(x, t) dx dt = −
∫

Graphu

(
N∑

i=1

φi(x, t)∂iu(x) − φN+1(x, t)

)
1√

1 + |∇u(x)|2
dH

N (x, t) .

By applying the formula (3.14) to the right-hand side, this is equivalent to

∫

Ω×R

1u(x, t) divφ(x, t) dx dt = −
∫

Ω

(
N∑

i=1

φi(x, u(x))∂iu(x) − φN+1(x, u(x))

)
dx . (5.4)

For every 1 ≤ i ≤ N , we apply Lemma 5.1 with Φ := φi, e being the ith vector of the canonical basis of RN , and
θ ≡ 1. This gives ∫

R

∫

[u≥t]

∂iφ
i(x, t) dx dt = −

∫

Ω

φi(x, u(x))∂iu(x) dx .

Summing over i = 1, . . . , N , one gets

∫

Ω×R

1u(x, t)

N∑

i=1

∂iφ
i(x, t) dx dt = −

∫

Ω

N∑

i=1

φi(x, u(x))∂iu(x) dx . (5.5)

For the last partial derivative ∂tφ
N+1, we simply use the Fubini theorem to write

∫

Ω×R

1u(x, t)∂tφ
N+1(x, t) dx dt =

∫

Ω

Ç∫ u(x)

−∞

∂tφ
N+1(x, t) dt

å
dx =

∫

Ω

φN+1(x, u(x)) dx . (5.6)

Adding (5.5) and (5.6), we get the identity (5.4).
We proceed with the proof of (5.3). Let A ⊂ Ω as in the statement and g : A × R → R a bounded Borel map. By

(5.2) and the area formula, it holds
∫

A×R

g(x, t) dDv(x, t) =

∫

Graphu∩(A×R)

g(x, t)
(∇u,−1)√
1 + |∇u|2

dH
N

=

∫

A

g(x, u(x))(∇u(x),−1) dx.

Applying next the coarea formula, this yields
∫

A×R

g(x, t) dDv(x, t) =

∫

R

∫

A∩u−1(t)

g(z, t)
(∇u(z),−1)

|∇u(z)| dH
N−1(z) dt ,

from which (5.3) follows.
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5.2. The convex extension “E of the energy E

Given a Carathéodory function f : Ω×R×RN → [0,∞) which is convex with respect to the last variable, the energy

EΩ (see (1.1)) does not need to be convex on W 1,1(Ω). Therefore, we associate to EΩ a new energy “EΩ×R defined on
the set of those functions v ∈ L∞

loc(Ω × R) such that the distributional derivative Dv is equal to a finite RN+1-valued

measure. The functional “EΩ×R is constructed in such a way that for every u ∈ W 1,1(Ω), EΩ(u) = “EΩ×R(1u). As we

shall see, “EΩ×R is convex, in contrast to EΩ.

In order to define “EΩ×R, we need to introduce the -̂operation, which goes back to [26] in the context of integral
representation of Γ-limits of variational integrals. For any non-negative convex function h : RN → [0,∞), we define its
recession function h∞ : RN → [0,∞] as

h∞(ξ) := lim
λ→∞

h(λξ)
λ .

Remember that h∞ is a convex positively one-homogeneous function. If one further assumes that h is superlinear, then
h∞(ξ) = ∞ except when ξ = 0 for which h∞(0) = 0.

Using the notation q = (qx, qt) for every q ∈ RN+1 = RN × R, we denote by ĥ : RN × R → [0,∞] the function

ĥ(q) = ĥ(qx, qt) :=





−qth(− qx

qt ) , if qt < 0 ,

h∞(qx) , if qt = 0 ,

+∞ , if qt > 0 .

(5.7)

It follows from the convexity of h that ĥ is convex on RN+1 and positively homogeneous of degree 1, see e.g. [17,
Lemma 8.1]. In particular, for h ≡ 1, we get for every q = (qx, qt) ∈ RN × R with qt ≤ 0,

1̂(qx, qt) = |qt| . (5.8)

Applying the operation ̂ to h = f(x, t, ·) for a.e. x ∈ Ω and every t ∈ R, we obtain a map q 7→ÿ�f(x, t, ·)(q). In order
to simplify the notation, we write

f̂(x, t, q) :=ÿ�f(x, t, ·)(q) for (x, t, q) ∈ Ω × R× R
N+1 .

Hence, if f(x, t, ·) is superlinear for a.e. x ∈ Ω and every t ∈ R, then the resulting map f̂ : Ω ×R×RN ×R → [0,∞] is

f̂(x, t, qx, qt) =





−qtf(x, t, q
x

−qt ) , if qt < 0 ,

∞ , if qt > 0 or qt = 0 and qx 6= 0 ,

0 , if (qx, qt) = (0, 0) .

(5.9)

For every v ∈ L∞
loc(Ω×R) such that the distributional derivative Dv is a finite measure on Ω×R, we define the measure

f̂(x, t,Dv) := f̂

Å
x, t,

Dv

|Dv|

ã
|Dv| ,

where |Dv| is the total variation of Dv and Dv
|Dv| denotes the Radon–Nikodým derivative of Dv with respect to |Dv|.

For the definition of convex functions of measures, see e.g. [1, Section 2.6]. We then consider the auxiliary energy

“EΩ×R(v) :=

∫

Ω×R

df̂(x, t,Dv) =

∫

Ω×R

f̂

Å
x, t,

Dv

|Dv| (x, t)
ã

d|Dv|(x, t) . (5.10)

Given u ∈ W 1,1(Ω) and setting v = 1u, it follows from (5.2) and the homogeneity of f̂ with respect to the last
variable that for every Borel function h : Ω × R → [0,∞),

∫

Ω×R

h(x, t) df̂ (x, t,Dv) =

∫

Ω×R

h(x, t)f̂(x, t, (∇u,−1))
1√

1 + |∇u|2
dH

N Graphu .
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The definition of f̂ given in (5.9) and the area formula (3.14) then yield

∫

Ω×R

h(x, t) df̂ (x, t,Dv) =

∫

Ω

h(x, u(x))f(x, u(x),∇u(x)) dx . (5.11)

In particular , taking h ≡ 1, we obtain that EΩ(u) = “EΩ×R(1u) for every u ∈ W 1,1(Ω), where “EΩ×R is given by (5.10).

5.3. Construction of the inner approximating sequence in a reduced setting

In this section, we work under seemingly more restrictive assumptions than in the main results. By now we consider
an open set Λ in RN such that Ω ⋐ Λ, while the Lagrangian satisfies the following, technical version of our main
structural assumption.

(f red) Assume that f : Λ ×R×RN → [0,∞) is a Carathéodory function which is convex and superlinear with respect
to the last variable and f(x, t, 0) = 0 for a.e. x ∈ Λ and all t ∈ R.

We explain in Section 9 how the extra assumptions can be removed. Our goal in the reduced setting reads as follows.

Proposition 5.3 (Absence of the Lavrentiev phenomenon in the reduced setting). Let Λ be an open set on RN ,
let Ω ⋐ Λ be a bounded Lipschitz open set, ϕ : RN → R be Lipschitz continuous, p ≥ 1, and f : Λ × R × RN →
[0,∞) satisfy Assumptions (f red) and (Hconv). Consider the functional EΩ be defined as in (1.1). Then, for every
u ∈ Eϕ(Ω) ∩W 1,p(Ω) ∩ L∞(Ω) there exists a sequence (ũn)n∈N ⊂ W 1,∞

ϕ (Ω) such that ũn → u as n → ∞ in L1(Ω),
supn ‖ũn‖L∞ <∞ and

lim
n→∞

EΩ(ũn) = EΩ(u) .

We emphasize that in the above statement, the assumption (Hconv) is required to hold on Λ and not just on Ω.
Let us present the construction of the initial approximation and establish its basic properties. We start from a map

u ∈ E (Λ) ∩W 1,p(Λ) ∩ L∞(Λ) for some p ≥ 1. Let

M := ‖u‖L∞(Λ) . (5.12)

We introduce an absolutely continuous positive function

α : R → (0,∞) (5.13)

such that limt→+∞ α(t) = 0 and for every k1 > 0, there exists ck1 > 0 such that

α′(t) ≤ −ck1 for a.e. t ∈ (−k1, k1) . (5.14)

Ultimately, α will be subject to an additional condition that we proceed to formulate. Remember first that Λ+ is a
Borel subset of Λ such that |∇u| > 0 a.e. on Λ+ and |∇u| = 0 a.e. on Λ \ Λ+. We then observe that for a.e. t ∈ R, for
H N−1 a.e. z ∈ u−1(t), we have ∇u(z) ∈ Λ+. This is a consequence of the coarea formula, which also implies that

∫

R

Ç∫
u−1(t)

f(z, t,∇u(z)) + |∇u(z)|p
|∇u(z)| dH

N−1(z)

å
dt =

∫

Λ+

f(x, u(x),∇u(x)) + |∇u(x)|p dx .

We deduce therefrom that the inner integral in the left-hand side is a summable function of t ∈ R and we are thus
entitled to require that for a.e. t ∈ R,

−α′(t) ≥
∫

u−1(t)

f(z, u(z),∇u(z)) + |∇u(z)|p
|∇u(z)| dH

N−1(z) . (5.15)

In order to construct the approximate sequence, we employ the function v = 1u defined in (5.1) and then, for every
δ ≥ 0, we set v0,δ : Λ × R → R by

v0,δ(x, t) := v(x, t) + δα(t) . (5.16)
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Recall also ̺ε from (3.4) and note that since Ω ⋐ Λ, one can find ε0 > 0 such that Ω+B(0, ε0) ⊂ Λ. For every ε ∈ (0, ε0),
we consider the map vε,δ : Ω × R → R defined as

vε,δ(x, t) := (v0,δ ∗x ̺ε)(x, t) = (v ∗x ̺ε)(x, t) + δα(t) . (5.17)

Note that if δ ∈ (0,∞) and ε ∈ [0, ε0), then vε,δ is decreasing with respect to the second variable. We shall denote by
qε,δ the Radon–Nikodým derivative of Dvε,δ with respect to its total variation, i.e., qε,δ = (qxε,δ, q

t
ε,δ) and

qε,δ :=
Dvε,δ
|Dvε,δ|

. (5.18)

By standard properties of convolution, the family (vε,δ)ε converges to v0,δ in L1
loc(Ω × R) when ε → 0. Moreover,

Dvε,δ = Dv0,δ ∗x ̺ε for every ε ∈ (0, ε0), δ ∈ (0,∞), and the family (Dvε,δ)ε converges weakly-∗ to Dv0,δ when ε → 0.
From [1, Corollary 1.60], this implies that

lim inf
ε→0

|Dvε,δ|(Ω × R) ≥ |Dv0,δ|(Ω × R) . (5.19)

Actually, the converse inequality also holds.

Lemma 5.4. Let u ∈ E (Λ) ∩ L∞(Λ), δ ∈ [0,∞), ε ∈ [0, ε0), and vε,δ be defined in (5.17). For every Borel set A ⊂ Ω,

|Dvε,δ|(A× R) ≤
∫

Λ×R

Å∫
A

̺ε(y − x) dy

ã
d|Dv0,δ|(x, t) , (5.20)

where the inner integral in the right-hand side reduces to χA(x) when ε = 0. Moreover,

lim sup
ε→0

|Dvε,δ|(A× R) ≤ |Dv0,δ|(A× R) =

∫

A

»
1 + |∇u|2 dx+ δ|A|

∫

R

|α′| dt . (5.21)

Proof. The measures H NxGraphu and H N+1 are mutually singular. By the definition of v0,δ and Lemma 5.2, we thus
have

|Dv0,δ|(A× R) = |Dv|(A× R) + δ|α′|H N+1(A× R) = H
N (Graphu ∩ (A× R)) + δ

∫

A×R

|α′| dxdt .

Using the area formula for the first term and the fact that |α′| depends only on t for the second one, this gives the
second equality in (5.21); that is,

|Dv0,δ|(A× R) =

∫

A

»
1 + |∇u|2 dx+ δ|A|

∫

R

|α′| dt . (5.22)

We deduce therefrom that
|A| = 0 =⇒ |Dv0,δ|(A× R) = 0. (5.23)

For the first inequality in (5.21), we start from the fact that |Dvε,δ| ≤ |Dv0,δ| ∗x ̺ε for every ε ∈ (0, ε0). Together
with (3.5), this implies (5.20) from which we deduce that

lim sup
ε→0

|Dvε,δ|(A× R) ≤ lim sup
ε→0

∫

Λ×R

Å∫
A

̺ε(y − x) dy

ã
d|Dv0,δ|(x, t) . (5.24)

The inner integral in the right-hand side is equal to χA ∗ ˜̺ε(x) where ˜̺(y) = ̺(−y), for every y ∈ RN . We observe
that χA ∗ ˜̺ε(x) is bounded from above by 1 and converges to χA(x) for every Lebesgue point x of χA. From (5.23), we
deduce that for |Dv0,δ| a.e. (x, t) ∈ Ω × R, the point x is a Lebesgue point of χA and thus

lim
ε→0

χA ∗ ˜̺ε(x) = χA(x).

Moreover, applying (5.22) with A = Ω, we get that |Dv0,δ|(Ω×R) <∞. We can thus apply the dominated convergence
theorem in the right-hand side of (5.24) to obtain the first inequality in (5.21).
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From (5.19) and (5.21) with A = Ω, it follows that

lim
ε→0

|Dvε,δ|(Ω × R) = |Dv0,δ|(Ω × R). (5.25)

As a by-product of Lemma 5.4 (see (5.23) for ε = 0 and (5.20) for ε > 0), we also deduce what follows.

Remark 5.5. For every Borel set A ⊂ Ω such that |A| = 0, one has |Dvε,δ|(A× R) = 0 for ε ∈ [0, ε0), δ ∈ [0,∞).

The fact that f(x, t, 0) = 0 in (f red) entitles one to restrict the measure f̂(x, t,Dvε,δ) to suitable subsets of Ω × R:

Lemma 5.6. Suppose f satisfies (f red). Let u ∈ E (Λ)∩L∞(Λ), vε,δ defined as in (5.17), M given by (5.12) and let us
recall the decomposition Λ = Λ+ ∪ Λ0 from (3.1). Then, for every δ ∈ [0,∞),

f̂(·, t,Dv0,δ) = f̂(·, t,Dv) = f̂(·, t,Dv0,δx(Λ × [−M,M ])). (5.26)

Moreover,

f̂(·, t,Dv) =

Å
1

|∇u|f(·, t,∇u)
(
H

N−1x(u−1(t) ∩ Λ+)
)ã

⊗ H
1. (5.27)

Finally, for every ε ∈ (0, ε0),

f̂(·, t,Dvε,δ) = f̂(·, t,Dvε,δx(Ω × [−M,M ])) . (5.28)

Proof. Since Dv0,δ is the sum of the two mutually singular measures Dv and (0, δα′)H N+1, one has by [1, Proposi-
tion 2.37],

f̂(·, t,Dv0,δ) = f̂(·, t,Dv) + f̂(·, t, (0, δα′))H N+1 .

Using that f(x, t, 0) = 0 for a.e. x ∈ Λ and every t ∈ R, we get

∀qt ∈ (−∞, 0] f̂(x, t, (0, qt))) = 0 . (5.29)

In view of the fact that α′(t) < 0 for a.e. t ∈ R, this implies that f̂(x, t, (0, δα′(t))) = 0 for H N+1-a.e. (x, t) ∈ Λ × R

and the first equality in (5.26) follows. The second one is a consequence of the fact that Dv = Dvx(Λ × [−M,M ]),
which in turn follows from the fact that Graphu ⊂ Λ × [−M,M ].

We proceed with the proof of (5.27). Using the notation introduced in (5.18), one has for |Dv|-a.e. (x, t) ∈ Λ × R,

q0,0(x, t) =
Dv

|Dv| (x, t) =
(∇u(x),−1)√

1 + |∇u|2
.

Since ∇u(x) = 0 for a.e. x ∈ Λ0, we have qx0,0(x, t) = 0 |Dv|-a.e. on Λ0 ×R by Remark 5.5, which also implies by (5.29)

that f̂(x, t, q(0,0)(x, t)) = 0 for |Dv|-a.e. (x, t) ∈ Λ0 × R. Hence,

f̂(·, t,Dv) = f̂(·, t,Dvx(Λ+ × R)) .

Inserting (5.3) (with Λ instead of Ω and A = Λ+) in the above identity, we get

f̂(·, t,Dv) = f̂

Å
·, t, χΛ+

(∇u,−1)

|∇u|

ã (
H

N−1xu−1(t)
)
⊗ H

1 ,

and (5.27) then follows from the definition of f̂ in terms of f .
By definition of partial convolution, for every ε ∈ (0, ε0) and every Borel A′ ⊂ Ω × R,

Dvε,0(A′) =

∫

Λ×R

Å∫
RN

χA′(y, t)̺ε(y − x) dy

ã
dDv(x, t) =

∫

Λ×[−M,M ]

Å∫
RN

χA′(y, t)̺ε(y − x) dy

ã
dDv(x, t) .

This implies (5.28).
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As a consequence of the above lemma, we can deduce that |Dvε,δ|-negligible sets are also f̂(·, t,Dv) ∗x ̺ε-negligible.

Lemma 5.7. Suppose f satisfies (f red). Let u ∈ E (Λ) ∩ L∞(Λ) and let us recall vε,δ from (5.17). For every δ ∈
(0,∞), ε ∈ (0, ε0), and every Borel set A′ ⊂ Ω × R it holds that

f̂(·, t,Dv) ∗x ̺ε(A′) =

∫

A′

∫

Λ+∩u−1(t)

1

|∇u(x)|f(x, u(x),∇u(x))̺ε(y − x) dH
N−1(x) dH

N+1(y, t) . (5.30)

Moreover, the measure f̂(·, t,Dv) ∗x ̺ε is absolutely continuous with respect to |Dvε,δ|.

Proof. From the definition of partial convolution, for every Borel set A′ ⊂ Ω × R,

f̂(·, t,Dv) ∗x ̺ε(A′) =

∫

Λ×R

Å∫
RN

χA′(y, t)̺ε(y − x) dy

ã
df̂(x, t,Dv).

By (5.27), this gives

f̂(·, t,Dv) ∗x ̺ε(A′) =

∫

R

∫

Λ+∩u−1(t)

1

|∇u(x)|f(x, u(x),∇u(x))

Å∫
Ω

χA′(y, t)̺ε(y − x) dy

ã
dH

N−1(x) dt

and (5.30) then follows from the Fubini theorem.
To prove the last assertion, let A′ ⊂ Ω × R be a Borel subset such that |Dvε,δ|(A′) = 0. Then, one exploits the

fact that |∂tvε,δ| ≤ |Dvε,δ| to deduce that |∂tvε,δ|(A′) = 0. We then observe that ∂tvε,δ is the sum of two non-positive
measures:

∂tvε,δ = ∂tv ∗x ̺ε + δα′
H

N+1 .

This implies that ∫

A′

δα′(t) dx dt = 0 .

Since α′(t) < 0 for a.e. t ∈ R, it follows that |A′| = 0, which by (5.30) implies f̂(·, t,Dv) ∗x ̺ε(A′) = 0, as desired.

6. The liminf estimate

The proofs of the liminf and the limsup estimates strongly rely on the Reschetnyak continuity theorem, which requires
boundedness and continuity properties of the integrand. Let us notice that by Lemma A.2 any function satisfying (Hconv)
is bounded on bounded sets. We exploit this fact in the following lemma.

Lemma 6.1. Suppose f satisfies (f red). Let u ∈ E (Λ)∩L∞(Λ) and let us recall vε,δ and qε,δ given by (5.17) and (5.18).
Let θ : R → [0, 1] be a continuous function which vanishes on [c,∞) for some c < 0. Then, for every δ ∈ (0,∞), it holds

lim
ε→0

∫

Ω×R

θ(qtε,δ) df̂(x, t,Dvε,δ) =

∫

Ω×R

θ(qt0,δ) df̂(x, t,Dv0,δ).

Proof. Given τ > 0, there exists ιτ > 0 such that for every Borel set A ⊂ Λ,

|A| ≤ ιτ =⇒
∫

A

»
1 + |∇u|2 dx+ δ|A|

∫

R

|α′| dt ≤ τ. (6.1)

Let η : R → [0, 1] be a continuous compactly supported function such that η ≡ 1 on [−M,M ]. Let us define the function
h : Ω × R× SN → R via

h(x, t, (qx, qt)) := η(t)θ(qt)f̂(x, t, (qx, qt)) .

Observe that h(x, t, (qx, qt)) = 0 when qt ≥ c while for qt ≤ c,

h(x, t, (qx, qt)) = −qtη(t)θ(qt)f

Å
x, t,

qx

−qt
ã
.
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We deduce from Lemma A.2 that h is bounded on Ω × R× SN . Moreover, for a.e. x ∈ Ω, the map (t, q) 7→ h(x, t, q) is
uniformly continuous. By the Scorza–Dragoni theorem, there exists a compact set Kτ ⊂ Ω such that |Ω \Kτ | ≤ ιτ and
h|Kτ×R×SN is continuous. By the Tietze theorem, there exists a continuous extension h : Ω × R × SN → [0,∞) such
that ‖h‖L∞ ≤ ‖h‖L∞ .

Since Dvε,δ weakly-∗ converges to Dv0,δ when ε→ 0 and using also (5.25), we can rely on the Reschetnyak continuity
theorem (see e.g. [1, Theorem 2.39]) to obtain

lim
ε→0

∫

Ω×R

h

Å
x, t,

Dvε,δ
|Dvε,δ|

ã
d|Dvε,δ| =

∫

Ω×R

h

Å
x, t,

Dv0,δ
|Dv0,δ|

ã
d|Dv0,δ| .

Since h and h only differs on (Ω \Kτ ) × R× SN , we obtain that:

lim sup
ε→0

∣∣∣∣
∫

Ω×R

h

Å
x, t,

Dvε,δ
|Dvε,δ|

ã
d|Dvε,δ| −

∫

Ω×R

h

Å
x, t,

Dv0,δ
|Dv0,δ|

ã
d|Dv0,δ|

∣∣∣∣

≤ (‖h‖L∞ + ‖h‖L∞) lim sup
ε→0

(|Dvε,δ| + |Dv0,δ|) ((Ω \Kτ ) × R) .

Using that ‖h‖L∞ ≤ ‖h‖L∞ and also Lemma 5.4, this gives

lim sup
ε→0

∣∣∣∣
∫

Ω×R

h

Å
x, t,

Dvε,δ
|Dvε,δ|

ã
d|Dvε,δ|−

∫

Ω×R

h

Å
x, t,

Dv0,δ
|Dv0,δ|

ã
d|Dv0,δ|

∣∣∣∣ ≤ 4‖h‖L∞|Dv0,δ|((Ω \Kτ ) × R)

= 4‖h‖L∞

Ç∫
Ω\Kτ

»
1 + |∇u|2 dx+ δ|Ω \Kτ |

∫

R

|α′| dt
å

≤ 4‖h‖L∞τ ,

where the last inequality follows from (6.1) applied to A = Ω \Kτ . In the left-hand side, we rely on the definition of h,
the fact that η ≡ 1 on [−M,M ] as well as Lemma 5.6 to obtain:

lim sup
ε→0

∣∣∣∣
∫

Ω×R

θ(qtε,δ) df̂(x, t,Dvε,δ) −
∫

Ω×R

θ(qt0,δ) df̂(x, t,Dv0,δ)

∣∣∣∣ ≤ 4‖h‖L∞τ.

Since τ is arbitrary, this implies the desired result.

We can easily derive from Lemma 6.1 the liminf estimate for “EΩ×R.

Proposition 6.2 (The liminf estimate). Suppose f satisfies (f red). Let vε,δ be given by (5.17) for u ∈ E (Λ) ∩
L∞(Λ).Then for every δ > 0, it holds

lim inf
ε→0

∫

Ω×R

df̂(x, t,Dvε,δ(x, t)) ≥
∫

Ω×R

df̂(x, t,Dv(x, t)) . (6.2)

Proof. By Lemma 6.1 with θ = θk (given by (3.10)) and the fact that θk ≤ 1, we have:

lim inf
ε→0

∫

Ω×R

df̂(x, t,Dvε,δ) ≥
∫

Ω×R

θk(qt0,δ) df̂(x, t,Dv0,δ) .

Using that qt0,δ(x, t) < 0 for |Dv0,δ| a.e. (x, t) ∈ Ω × R, we deduce from the dominated convergence theorem that the

right-hand side converges, as k → ∞, to
∫
Ω×R

df̂(x, t,Dv0,δ), which in turn is equal to the right-hand side of (6.2) by
Lemma 5.6.

The corresponding limsup estimate is much more delicate to prove and is the object of the next section.
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7. The limsup estimate

We rely on the notation introduced in Section 5.3. The goal of this section is the following limsup estimate, which
will be proven in Section 7.3. With this aim, Sections 7.1-7.2 are focused on translating the anti-jump conditions to the
convexified energy.

Proposition 7.1 (The limsup estimate). Suppose f satisfies (f red). Let vε,δ be given by (5.17) for u ∈ E (Λ) ∩L∞(Λ)
and α satisfying (5.14) and (5.15). Then for every δ > 0, it holds

lim sup
ε→0

∫

Ω×R

df̂(x, t,Dvε,δ) ≤
∫

Ω×R

df̂(x, t,Dv) .

7.1. Consequences for f̂ of (Hconv) imposed on f

In this section, we formulate the natural implication of the anti-jump condition (Hconv) for functions governing “E.
We denote by F ε : Λ × R× RN+1 → [0,∞] the map

F ε(x, t, q) :=
¤�Å(
f−
B(x,ε)(t, ·)

)∗∗
ã

(q) . (7.1)

Since f(x, t, 0) = 0 for a.e. x ∈ Λ and every t ∈ R, one has f−
B(x,ε)(t, 0) = 0 for every (x, t) ∈ Λ × R. Hence, using that

0 ≤ (f−
B(x,ε)(t, ·))∗∗ ≤ f−

B(x,ε), we deduce that (f−
B(x,ε)(t, ·))∗∗(0) = 0 and thus,

∀(x, t, qt) ∈ Λ × R× (−∞, 0] it holds F ε(x, t, (0, qt)) = 0 . (7.2)

Since f is superlinear in the sense of (3.3), the map (x, t, ξ) 7→ f−
B(x,ε)(t, ξ) is superlinear as well, and so is the map

(x, t, ξ) 7→ (f−
B(x,ε)(t, ·))∗∗(ξ). We deduce therefrom that

∀(qx, qt) ∈ (RN × [0,∞)) \ {(0, 0)} it holds F ε(x, t, (qx, qt)) = +∞ . (7.3)

We will show that if f satisfies condition (Hconv), then F ε satisfies that for every k = (k1, k2) ∈ (0,∞)2, for a.e.
x ∈ Λ, for every t ∈ [−k1, k1], for every q ∈ S

N with qt < 0,

Å |qx|
|qt|

ãmax(p,N)

+
1

|qt|F
ε(x, t, q) ≤ k2

εN
=⇒ f̂(x, t, q) ≤ Ck(F ε(x, t, q) + |qt|) , (7.4)

where Ck > 0 is the constant in (Hconv), which depends only on k.

Lemma 7.2. If f satisfies Assumptions (f red) and (Hconv) on Λ, and F ε is given by (7.1), then (7.4) holds.

Proof. Due to (Hconv) with ξ = qx

|qt| , for a.e. x ∈ Λ, for every t ∈ (−k1, k1), for every q ∈ SN with qt 6= 0, it holds

Å |qx|
|qt|

ãmax(p,N)

+
Ä
f−
B(x,ε)(t, ·)

ä∗∗ Ä qx
|qt|

ä
≤ k2

εN
=⇒ |qt|f

Ä
x, t, q

x

|qt|

ä
≤ Ck |qt|

îÄ
f−
B(x,ε)(t, ·)

ä∗∗ Ä qx
|qt|

ä
+ 1
ó
,

which implies the desired result when qt < 0. For qt > 0 or qt = 0 and qx 6= 0, the right-hand side of (7.4) is +∞.
Finally, when (qx, qt) = (0, 0), both sides of (7.4) vanish.

A substantial part of the proof of Proposition 7.1 amounts to proving that the map qε,δ = (qxε,δ, q
t
ε,δ) defined in

(5.18) satisfies the estimate required in the left-hand side of (7.4). A key ingredient is the Jensen inequality, that we
apply here to functionals defined on subsets of measures.

Lemma 7.3. Let f satisfy (f red). Let F ε be given by (7.1) and let vε,δ be given by (5.17) with u ∈ E (Λ). Then for
every δ ∈ (0,∞), and ε ∈ (0, ε0), for every |Dvε,δ|-measurable set A′ ⊂ Ω × R,

∫

A′

dF ε(x, t,Dvε,δ) ≤
∫

A′

d
Ä
f̂(·, t,Dv) ∗x ̺ε

ä
.
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Proof. Observe that the measure f̂(·, t,Dv) ∗x ̺ε, which is absolutely continuous with respect to |Dvε,δ| by Lemma 5.7,
has a natural extension to the σ-algebra of |Dvε,δ|-measurable sets, so the above inequality makes sense.

We first disintegrate the measure Dv by writing Dv = vt ⊗ w, where w is a positive finite measure on R and vt is
an RN+1-valued measure on Λ with |vt(Λ)| = 1. Then,

Dvε,δ =
(
(vt ∗ ̺ε)H N ) ⊗ w + (0, δα′(t)

)
H

N+1 .

By subadditivity and homogeneity of F ε, we have

F ε(·, t,Dvε,δ) ≤ (F ε
(
·, t, vt ∗ ̺ε)H N

)
⊗ w + δF ε (·, t, (0, α′(t))) H

N+1 =
(
F ε(·, t, vt ∗ ̺ε)H N

)
⊗ w , (7.5)

where the last equality relies on (7.2). Using the convexity and the homogeneity of F ε(x, t, ·), the Jensen inequality
implies that for every x ∈ Ω,

F ε(x, t, vt ∗ ̺ε(x)) ≤
∫

Λ

̺ε(x− y) dF ε (x, t, vt(y)) .

For a.e. y ∈ B(x, ε) and for every (t, q) ∈ R× S
N , it holds that F ε(x, t, q) ≤ f̂(y, t, q). This inequality remains true for

|vt| ⊗w a.e. (y, t) ∈ B(x, ε)×R and every q ∈ SN , in view of the fact that |vt| ⊗w(A×R) = |Dv|(A×R) = 0 for every
Borel set A ⊂ Λ such that |A| = 0, see Remark 5.5. It follows that for w a.e. t ∈ R and every x ∈ Ω,

F ε(x, t, vt ∗ ̺ε(x)) ≤
∫

Λ

̺ε(x− y) df̂ (y, t, vt(y)) = f̂(·, t, vt) ∗ ̺ε(x) .

Inserting this estimate in (7.5), one gets

F ε(·, t,Dvε,δ) ≤
Ä
f̂(·, t, vt) ∗ ̺εH N

ä
⊗ w =

Ä
f̂(·, t, vt) ⊗ w

ä
∗x ̺ε

= f̂(·, t, vt ⊗ w) ∗x ̺ε = f̂(·, t,Dv) ∗x ̺ε .

Remark 7.4. When f(x, t, ξ) = g(t, ξ) for some continuous function g : R×RN → [0,∞) which is convex with respect
to the second variable and satisfies g(t, 0) = 0 for every t ∈ R, the corresponding function F ε is simply ĝ. The conclusion
of Lemma 7.3 then reads

ĝ(t,Dvε,δ) ≤ ĝ(t,Dv) ∗x ̺ε.
We thus recover the Jensen inequality for measures formulated in [17, Proposition 3.11].

Lemma 7.5. Let f satisfy (f red) and let u ∈ E (Λ) ∩ L∞(Λ). For every ε ∈ (0, ε0) and δ ∈ (0, 1), let F ε be given
by (7.1) and let vε,δ be given by (5.17) with an absolutely continuous bounded function α : R → (0,∞) satisfying (5.14)
and (5.15). Then there exists c > 0 which depends only on ‖̺‖L∞, such that for |Dvε,δ|-a.e. (x, t) ∈ Ω × R we have

F ε(x, t, qε,δ) ≤
c

δεN
(−qtε,δ) .

Proof. Let A be a Borel set in Ω × R. By Lemma 5.7, the estimate ‖̺ε‖L∞ ≤ ‖̺‖L∞ε−N and (5.15), one gets

∫

A

df̂(·, t,Dv) ∗x ̺ε ≤
‖̺‖L∞

εN

∫

RN

∫

R

χA(y, t)

∫

Λ+∩u−1(t)

f(z, t,∇u(z))

|∇u(z)| dH
N−1(z) dtdy ≤ ‖̺‖L∞

εN

∫

A

−α′(t) dt dy ,

where Λ+ is defined in (3.1). Then we use that

δα′
H

N+1 = ∂tvε,δ − ∂tv ∗x ̺ε ≥ ∂tvε,δ. (7.6)

This gives ∫

A

df̂(·, t,Dv) ∗x ̺ε ≤
‖̺‖L∞

δεN

∫

A

− d∂tvε,δ =
‖̺‖L∞

δεN

∫

A

(−qtε,δ) d|Dvε,δ| . (7.7)
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In view of Lemma 7.3, it holds that
∫

A

F ε(x, t, qε,δ) d|Dvε,δ| =

∫

A

dF ε(x, t,Dvε,δ) ≤
‖̺‖L∞

δεN

∫

A

(−qtε,δ) d|Dvε,δ| .

Since A is arbitrary, this proves the desired result.

Lemma 7.5 provides a suitable estimate for the second term in the left-hand side of (7.4). The estimate of the first
term is given in the following statement.

Lemma 7.6. Let u ∈ E (Λ) ∩ L∞(Λ). For every ε ∈ (0, ε0) and δ ∈ (0, 1), let vε,δ be given by (5.17) with an absolutely
continuous bounded function α : R → (0,∞) satisfying (5.14) and (5.15). Then there exists c

′ > 0 which depends only
on ‖̺‖L∞, ‖∇̺‖L1, and cM from (5.14) with M = ‖u‖L∞(Λ), such that for |Dvε,δ|-a.e. (x, t) ∈ Ω × R we have

Ç
|qxε,δ(x, t)|
|qtε,δ(x, t)|

åmax(p,N)

≤ c
′

δNεN
.

Proof. We first prove that for |Dvε,δ|-a.e. (x, t) ∈ Ω × R, one has

Ç |qxε,δ|
|qtε,δ|

åp
(x, t) ≤ C

δεN
for some C > 0 . (7.8)

Let us introduce the map g(ξ) := |ξ|p. Since qtε,δ(x, t) < 0 for |Dvε,δ|-a.e. (x, t), this is equivalent to the fact that for
every Borel set A′ ⊂ Ω × R, it holds

∫

A′

−qtε,δg
Ç

qxε,δ
−qtε,δ

å
d|Dvε,δ| ≤

C

δεN

∫

A′

−qtε,δ d|Dvε,δ| .

In turn, by the very definition of ĝ in (5.7), it suffices to show that
∫

A′

dĝ(Dvε,δ) ≤
C

δεN

∫

A′

−qtε,δ d|Dvε,δ| . (7.9)

By Remark 7.4, the left-hand side above satisfies
∫

A′

dĝ(Dvε,δ) ≤
∫

A′

dĝ(Dv) ∗x ̺ε.

Since the function (x, t, ξ) 7→ g(ξ) is a Carathéodory non-negative function which is convex with respect to the last
variable and (5.15) is satisfied, we obtain similarly to (7.7) the following countepart for g:

∫

A′

dĝ(Dv) ∗x ̺ε ≤
‖̺‖L∞

δεN

∫

A′

(−qtε,δ) d|Dvε,δ| .

Hence, (7.9) is a consequence of the last two displays and (7.8) is justified.

Let us now prove that for |Dvε,δ|-a.e. (x, t) ∈ Ω × R, one has
Ç
|qxε,δ|
|qtε,δ|

å
(x, t) ≤ C

δε
for some C > 0 . (7.10)

For any e ∈ SN−1, we introduce the function he : Ω × R × RN → R given by he(x, t, ξ) = 〈ξ, e〉. Note that h is linear
with respect to ξ and satisfies he(x, t, 0) = 0. We then rely on Lemma 5.7 applied to he instead of f and Remark 7.4 to
get for every Borel set A′ ⊂ Ω × R:

∫

A′

dĥe(Dvε,δ) ≤
∫

Ω

∫

R

χA′(y, t)

∫

Λ+∩u−1(t)

̺ε(y − z)
∂eu(z)

|∇u(z)| dH
N−1(z) dtdy . (7.11)
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Fix y ∈ Ω. Then, the function ̺ε(y − ·) is compactly supported in Λ. Applying Lemma 5.1 on Λ instead of Ω with the
functions

Φ(x, t) := ̺ε(y − x)η(t) and θ(t) := χA′∩(Λ×[−M,M ])(y, t) ,

where η is any function in C∞
c (R) such that η ≡ 1 on [−M,M ] (recall that M = ‖u‖L∞), one gets

∫

Λ

χA′(y, u(x))̺ε(y − x)∂eu(x) dx =

∫ M

−M

χA′(y, t)

Ç∫
[u≥t]

∂e̺ε(y − x) dx

å
dt .

In the left-hand side, one can restrict the domain of integration to Λ+ instead of Λ, and then get by the coarea formula,

∫

R

χA′(y, t)

Ç∫
u−1(t)∩Λ+

̺ε(y − z)
∂eu(z)

|∇u(z)| dH
N−1(z)

å
dt =

∫ M

−M

χA′(y, t)

Ç∫
[u≥t]

∂e̺ε(y − x) dx

å
dt .

Integrating with respect to y ∈ Ω and inserting the resulting estimate into (7.11), one gets

∫

A′

dĥe(Dvε,δ) ≤
∫

Ω

∫ M

−M

χA′(y, t)

Å∫
RN

|∂e̺ε(y − x)| dx
ã

dt dy

≤ 1
ε‖∇̺‖L1(RN )|A′ ∩ (Ω × (−M,M))| . (7.12)

By (5.14), we know that ess inft∈[−M,M ] −α′(t) ≥ cM > 0. Taking into account that δα′H N+1 ≥ ∂tvε,δ in the sense of
non-positive measures, we find that

∫

A′

dĥe(Dvε,δ) ≤
‖∇̺‖L1(RN )

cMδε

∫

A′∩(Ω×(−M,M))

− d∂tvε,δ ≤
‖∇̺‖L1(RN )

cMδε

∫

A′

− d∂tvε,δ .

This is equivalent to the fact that for |Dvε,δ| a.e. (x, t) ∈ Ω × R, it holds

〈qxε,δ, e〉 ≤
‖∇̺‖L1(RN )

cMδε
|qtε,δ| .

Since e is arbitrary, this proves (7.10). We then have both (7.8) and (7.10), which completes the proof.

We are now in position to apply (7.4) and derive its consequences to estimate the measure f̂(x, t,Dvε,δ) from above.

Lemma 7.7. Suppose f satisfies Assumptions (f red) and (Hconv). For every ε ∈ (0, ε0) and δ ∈ (0, 1), let vε,δ be
given by (5.17) with u ∈ E (Λ) ∩ L∞(Λ) and α satisfying (5.14) and (5.15). Let c and c

′ be given by Lemma 7.5 and
Lemma 7.6 respectively and let Ckδ

> 0 be given by (7.4) for kδ = (M, (c+ c
′)/δN ) with M = ‖u‖L∞(Λ). Then for every

|Dvε,δ|-measurable set A′ ⊂ Ω × R, it holds that

∫

A′

df̂(x, t,Dvε,δ) ≤ Ckδ

∫

A′

d
Ä
f̂(x, t,Dv) ∗x ̺ε + 1̂(Dvε,δ)

ä
. (7.13)

Proof. Recall the definition of F ε from (7.1) , and the definition of qε,δ from (5.18). By Lemma 7.5 and Lemma 7.6, for
|Dvε,δ|-a.e. (x, t) ∈ Ω × R, we have

Ç |qxε,δ|
|qtε,δ|

åmax(p,N)

+
1

|qtε,δ|
F ε(x, t, qε,δ) ≤

c + c
′

δNεN
.

In view of (7.4) with kδ = (M, (c + c
′)/δN ) and also Remark 5.5, this implies that there exists Ckδ

> 0 such that for
|Dvε,δ| a.e. (x, t) ∈ Ω × [−M,M ],

f̂(x, t, qε,δ) ≤ Ckδ

(
F ε(x, t, qε,δ) + |qtε,δ|

)
.
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Since qxε,δ = 0 outside Ω× [−M,M ] and f̂(x, t, (0, qt)) = 0 for every qt ≤ 0, the above inequality is actually true |Dvε,δ|
a.e. (x, t) ∈ Ω × R. In terms of measures, this yields

f̂(x, t,Dvε,δ) ≤ Ckδ

(
F ε(x, t,Dvε,δ) + |qtε,δ||Dvε,δ|

)
.

By Lemma 7.3,

f̂(x, t,Dvε,δ) ≤ Ckδ

Ä
f̂(·, t,Dv) ∗x ̺ε + |qtε,δ||Dvε,δ|

ä
.

Since qtε,δ ≤ 0, the definition of 1̂ implies that |qtε,δ||Dvε,δ| = 1̂(Dvε,δ), which completes the proof of (7.13).

7.2. A key estimate

To prove Proposition 7.1, we split the domain Ω into two regions. In the good one, corresponding to the set where
∇u is small, we rely on the Reschetnyak continuity theorem, or more specifically, on its formulation given in Lemma 6.1.
In the bad region where ∇u is large, we use the following estimate, which is based on the consequences of the Jensen
inequality that we have derived in the previous section. The decomposition of Ω in two parts is conveyed through a
function β which is subsequently chosen to vanish in the good region (see the proof of Proposition 7.1 in Section 7.3).

Proposition 7.8. Suppose that f satisfies Assumptions (f red) and (Hconv). Let β : R → [0,∞) be a continuous,
bounded, and non-decreasing function. Let vε,δ and qε,δ = (qxε,δ, q

t
ε,δ) be given by (5.17) and (5.18), respectively, with

u ∈ E (Λ) ∩ L∞(Λ) and α satisfying (5.14) and (5.15). Then for every δ > 0, there exists C̃δ > 0 such that

lim sup
ε→0

∫

Ω×R

β(qtε,δ(x, t))f̂ (x, t, qε,δ(x, t)) d|Dvε,δ|

≤ C̃δ

ñ∫
Ω

β

Ç
−1√

|∇u(x)|2 + 1

å
f(x, u(x),∇u(x)) dx +

∫

Ω×R

β(qt0,δ(x, t)) d1̂(Dv0,δ)

ô
. (7.14)

Proof. We proceed step by step.

Step 1. Decomposition of Dv and Dvε,δ. Let us recall the decomposition Λ = Λ+ ∪ Λ0, with |∇u| > 0 a.e. on Λ+

and ∇u = 0 a.e. on Λ0. We define ℓ : Λ → RN+1 by the following formula

ℓ(x) := χΛ+
(x)

(∇u(x),−1)

|∇u(x)| . (7.15)

We will show that there exist non-negative finite measures γt on Λ, a non-negative function h ∈ L1(R), and a non-
negative finite measure µ0 on R such that dt and µ0 are mutually singular, and

Dv(x, t) = (ℓ(x)H N−1 u−1(t))⊗H
1 − (0, h(t)γt)⊗H

1 − (0, γt) ⊗ µ0 . (7.16)

By (5.3) applied with Λ instead of Ω and A = Λ+, one has:

Dv (Λ+ × R) = (ℓH N−1 u−1(t))⊗H
1 . (7.17)

On the other hand, for every bounded Borel map g : Λ0 × R → R, we have by (5.2) and the area formula,

∫

Λ0×R

g(x, t) dDv(x, t) =

∫

Λ0

(0,−g(x, u(x))) dx .

This proves that (Dv (Λ0 × R))x = 0 and (Dv (Λ0 × R))t is a non-positive finite measure. By disintegration, there
exist non-negative probability measures γt on Λ and a non-negative finite measure µ0 on R such that

Dv (Λ0 × R) = −(0, γt) ⊗ µ0 .
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We decompose µ0 = h(t) dt+ µ0 where h ∈ L1(R) is non-negative, while µ0 and dt are mutually singular. Hence,

Dv = Dv (Λ+ × R) +Dv (Λ0 × R) = (ℓH N−1 u−1(t))⊗H
1 − (0, h(t)γt)⊗H

1 − (0, γt) ⊗ µ0 .

This completes the proof of (7.16). It follows from the latter that for every δ ∈ (0, 1),

Dv0,δ =
[ (
ℓH N−1 u−1(t)

)
− (0, h(t)γt) + (0, δα′(t))H N

]
⊗H

1 − (0, γt) ⊗ µ0 . (7.18)

Then, by partial convolution with ̺ε, one obtains that

Dvε,δ(x, t) =
[
ζε(x, t) − (0, h(t)γt ∗ ̺ε(x)) + (0, δα′(t))

]
H

N+1 − (0, γt ∗ ̺ε(x))H N ⊗ µ0 , (7.19)

where ζε : RN × R → RN+1 is a Borel function such that for a.e. t ∈ R and for every x ∈ RN , it holds

ζε(x, t) =
(
ℓH N−1 u−1(t)

)
∗ ̺ε(x) =

∫

u−1(t)

̺ε(x− z)ℓ(z) dH
N−1(z) . (7.20)

Step 2. Continuity of ℓ given by (7.15). By the coarea formula, the map ℓ is summable on u−1(t) for a.e. t ∈ R.
We proceed to show that for |Dv|-a.e. (x, t) ∈ Λ+ × R and for every continuous function φ ∈ C0

c (RN ), it holds

lim
ε→0

1

εN−1

∫

u−1(t)

ℓ(z)φ
(z − x

ε

)
dH

N−1(z) = ℓ(x)

∫

Txu−1(t)

φ(y) dH
N−1(y) . (7.21)

Remember that the approximate tangent space Txu
−1(t) to the level set u−1(t) exists at H N−1-a.e. x ∈ u−1(t), see

Section 3.2. This means that for every φ ∈ C0
c (RN ), it holds

lim
ε→0

1

εN−1

∫

Λ

φ
(y − x

ε

)
d
(
H

N−1 u−1(t)
)

(y) −
∫

Txu−1(t)

φ(y) dH
N−1(y) = 0 . (7.22)

We fix t ∈ R such that u−1(t) is a countably H N−1 rectifiable set, H N−1(u−1(t)) <∞, and ℓ is summable on u−1(t).
The measure H

N−1 u−1(t) is finite and Borel regular (see e.g. [32, Theorem 1 of Section 2.1 and Theorem 3 of
Section 1.1]). Since ℓ|u−1(t) is summable with respect to this measure, then H N−1-a.e. x ∈ u−1(t) is a Lebesgue point
of ℓ|u−1(t) (see e.g. [32, Corollary 1 of Section 1.7]):

lim
ε→0

1

H N−1(u−1(t) ∩B(x, ε))

∫

u−1(t)∩B(x,ε)

|ℓ− ℓ(x)| dH
N−1 = 0 . (7.23)

Using that u−1(t) is H N−1 measurable, one has (see [32, Section 2.3]),

lim sup
ε→0

H N−1(u−1(t) ∩B(x, ε))

εN−1
<∞ ,

for H N−1-a.e. x ∈ RN . Together with (7.23), this implies

lim
ε→0

1

εN−1

∫

u−1(t)∩B(x,ε)

|ℓ− ℓ(x)| dH
N−1 = 0 . (7.24)

For every x ∈ u−1(t) such that the above identity holds and Txu
−1(t) exists, we make the following estimate:

∣∣∣∣
1

εN−1

∫

u−1(t)

ℓ(z)φ
(z − x

ε

)
dH

N−1(z) −ℓ(x)

∫

Txu−1(t)

φ(z) dH
N−1(z)

∣∣∣∣∣

≤ 1

εN−1

∫

u−1(t)

|ℓ(z) − ℓ(x)|φ
(z − x

ε

)
dH

N−1(z)
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+ |ℓ(x)|
∣∣∣∣∣

1

εN−1

∫

u−1(t)

φ
(z − x

ε

)
dH

N−1(z) −
∫

Txu−1(t)

φ(z) dH
N−1

∣∣∣∣∣ =: Iε + IIε .

Note that

Iε ≤
‖φ‖L∞

εN−1

∫

B(x,εR)∩u−1(t)

|ℓ(z) − ℓ(x)| dH
N−1(z) ,

where we choose R > 0 such that suppφ ⊂ B(0, R), so Iε → 0 as ε → 0 by using (7.24). Moreover, IIε → 0 when
ε → 0 by (7.22). It follows that (7.21) holds for a.e. t ∈ R and for H N−1-a.e. x ∈ u−1(t). Since by (7.17) one has
|Dv| = (|ℓ|H N−1xu−1(t)) ⊗ H 1 on Λ+ × R, the identity (7.21) also holds for |Dv|-a.e. (x, t) ∈ Λ+ × R.

Step 3. Completion of the proof of (7.14) Fix δ ∈ (0,∞) and ε ∈ (0, ε0). The map (x, t) ∈ Ω × R 7→ β(qtε,δ(x, t))
is |Dvε,δ|-measurable and bounded. From Lemma 7.7, we deduce that

1

Ckδ

∫

Ω×R

β(qtε,δ(x, t))f̂(x, t, qε,δ(x, t)) d|Dvε,δ| ≤
∫

Ω×R

β(qtε,δ(x, t)) df̂(x, t,Dv) ∗x ̺ε +

∫

Ω×R

β(qtε,δ(x, t)) d1̂(Dvε,δ) .

(7.25)
For the last term, we claim that

lim
ε→0

∫

Ω×R

β(qtε,δ(x, t)) d1̂(Dvε,δ) =

∫

Ω×R

β(qt0,δ) d1̂(Dv0,δ) . (7.26)

Indeed, since qtε,δ < 0 a.e. for every ε, δ ≥ 0, one has 1̂(Dvε,δ) = |∂tvε,δ|. Moreover, we know by (5.25), that |Dvε,δ|(Ω×R)
converges to |Dv0,δ|(Ω×R). Hence, (7.26) follows from the Reshetnyak Continuity Theorem [1, Theorem 2.39] applied
to the continuous bounded map q ∈ SN 7→ β(qt)|qt|.

By the decomposition of Dv described in Step 1, the measures µ0 and H 1 are mutually singular on R. Hence, there
exists a Borel subset I ⊂ R such that µ0(I) = 0 and |R \ I| = 0. For |Dvε,δ| a.e. (x, t) ∈ Ω× I, the decomposition (7.19)
implies that

qε,δ(x, t) =
Dvε,δ(x, t)

|Dvε,δ(x, t)|
=

ζε(x, t) + (0,−h(t)γt ∗ ̺ε(x) + δα′(t))

|ζε(x, t) + (0,−h(t)γt ∗ ̺ε(x) + δα′(t))| .

A simple calculation shows that for every ξ ∈ RN and a, b < 0, one has

a+ b

|(ξ, a+ b)| ≤
a

|(ξ, a)| .

We apply this remark with (ξ, a) = ζε(x, t) and b = −h(t)γt ∗ ̺ε(x) + δα′(t) to get

qtε,δ(x, t) ≤
ζtε(x, t)

|ζε(x, t)|
,

where the right-hand side has to be understood as 0 when ζε(x, t) = 0. Since β is non-decreasing, this gives for |Dvε,δ|
a.e. (x, t) ∈ Ω × I,

β
(
qtε,δ(x, t)

)
≤ β

Å
ζtε(x, t)

|ζε(x, t)|

ã
. (7.27)

As already observed, f̂(x, t,Dv)∗x̺ε is absolutely continuous with respect to H
N+1. In particular, f̂(x, t,Dv)∗x̺ε(Ω×

(R \ I)) = 0 and thus
∫

Ω×R

β(qtε,δ(x, t)) df̂(x, t,Dv) ∗x ̺ε =

∫

Ω×I

β(qtε,δ(x, t)) df̂(x, t,Dv) ∗x ̺ε ≤
∫

Ω×I

β

Å
ζtε(x, t)

|ζε(x, t)|

ã
df̂(x, t,Dv) ∗x ̺ε ,

where the last inequality follows from (7.27). Since the integrand in the right-hand side is non-negative, one can replace
I by R. Together with (3.6), this gives

∫

Ω×R

β(qtε,δ(x, t)) df̂(x, t,Dv) ∗x ̺ε ≤
∫

Λ×R

Å∫
Ω

β

Å
ζtε
|ζε|

(y, t)

ã
̺ε(y − x) dy

ã
df̂(x, t,Dv) =: Jε + J′

ε , (7.28)
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with

Jε :=

∫

Λ×R

Å∫
Ω

β

Å
ℓt

|ℓ| (x)

ã
̺ε(y − x) dy

ã
df̂(x, t,Dv) ,

J′
ε :=

∫

Λ×R

Å∫
Ω

Å
β

Å
ζtε
|ζε|

(y, t)

ã
− β

Å
ℓt

|ℓ| (x)

ãã
̺ε(y − x) dy

ã
df̂(x, t,Dv) .

We observe that

Jε =

∫

Λ×R

β

Å
ℓt

|ℓ| (x)

ã
χΩ ∗ ˜̺ε(x) d f̂(x, t,Dv) ,

where χΩ is the indicator function of Ω and ˜̺(x) := ̺(−x) for every x ∈ RN . Using that χΩ ∗ ˜̺ε(x) converges to χΩ(x)

H N for a.e. x ∈ Ω together with Remark 5.5, we get that β
Ä
ℓt

|ℓ|(x)
ä
χΩ ∗ ˜̺ε(x) converges outside a |Dv|-negligible set,

and thus for f̂(x, t,Dv) a.e. (x, t) ∈ Λ × R. Since the integrand of Jε is uniformly bounded by ‖β‖L∞(R) on Λ × R and

the measure f̂(x, t,Dv) is finite, the dominated convergence theorem implies that

lim
ε→0

Jε =

∫

Ω×R

β

Å
ℓt

|ℓ| (x)

ã
df̂(x, t,Dv) .

By the definition (7.15) of ℓ, the area formula and the fact that f(x, u(x),∇u(x)) = 0 on Λ0, this can be written as:

lim
ε→0

Jε =

∫

Ω∩Λ+

β

Ç
−1√

1 + |∇u(x)|2

å
f(x, u(x),∇u(x)) dx . (7.29)

As for J′
ε, using that f̂(x, t,Dv)(Λ0 × R) = 0 we have the following estimate:

J′
ε =

∫

Λ×R

Ç∫
Ω−x
ε

Å
β

Å
ζtε
|ζε|

(x+ εy′, t)

ã
− β

Å
ℓt

|ℓ|(x)

ãã
̺(y′) dy′

å
d f̂(x, t,Dv)

≤
∫

Λ+×R

Ç∫
[̺>0]

∣∣∣∣β
Å
ζtε
|ζε|

(x+ εy′, t)

ã
− β

Å
ℓt

|ℓ| (x)

ã∣∣∣∣ ̺(y′) dy′
å

d f̂(x, t,Dv) . (7.30)

We next observe that by (7.20), (7.21), and (3.4), for |Dv|-a.e. (x, t) ∈ Λ+ × R and for every y′ ∈ [̺ > 0], we have

εζε(x+ εy′, t) = ε1−N
∫

u−1(t)

̺
(x− z

ε
+ y′

)
ℓ(z) dH

N−1(z)
ε→0−−−→ ℓ(x)

∫

Txu−1(t)

̺(y′ − z) dH
N−1(z) .

The last integral is strictly positive since ̺ is strictly positive on a neighbourhood of y′. Thus,

lim
ε→0

ζtε
|ζε|

(x+ εy′, t) = ℓt

|ℓ| (x) . (7.31)

By the dominated convergence theorem applied in (7.30), this gives limε→0 J′
ε = 0. In view of (7.28) and (7.29), we

have thus proved that

lim sup
ε→0

∫

Ω×R

β(qtε,δ(x, t)) df̂(x, t,Dv) ∗x ̺ε ≤
∫

Ω∩Λ+

β

Ç
−1√

1 + |∇u(x)|2

å
f(x, u(x),∇u(x)) dx .

Inserting this estimate in (7.25) and taking into account (7.26), the conclusion of Proposition 7.8 follows.

7.3. Completion of the proof of the limsup estimate

Proof of Proposition 7.1. As in the proof of the liminf estimate, we make use of a sequence of continuous decreasing
functions θk from (3.10). We write

lim sup
ε→0

∫

Ω×R

df̂(x, t,Dvε,δ) ≤ lim sup
ε→0

∫

Ω×R

θk(qtε,δ) df̂(x, t,Dvε,δ) + lim sup
ε→0

∫

Ω×R

(1 − θk(qtε,δ)) df̂(x, t,Dvε,δ).
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By Lemma 6.1 with θ = θk and the fact that θk ≤ 1 and then (5.26), we can estimate the first term as follows

lim sup
ε→0

∫

Ω×R

θk(qtε,δ) df̂(x, t,Dvε,δ) ≤
∫

Ω×R

df̂(x, t,Dv0,δ) =

∫

Ω×R

df̂(x, t,Dv) . (7.32)

For the second term, we rely on Proposition 7.8 with β = 1 − θk on Ω to get

lim sup
ε→0

∫

Ω×R

(1 − θk(qtε,δ))f̂(x, t, qε,δ) d|Dvε,δ|

≤ C̃δ

∫

Ω

ñ
1 − θk

Ç
−1√

|∇u(x)|2 + 1

åô
f(x, u(x),∇u(x)) dx + C̃δ

∫

Ω×R

(1 − θk(qt0,δ(x, t))) d1̂(Dv0,δ) =: Rk .

Let us show that Rk → 0 for k → ∞. This can be proven by the dominated convergence theorem since θk converges
pointwise to χ(−∞,0), (1 − θk) ≤ 1, u ∈ E (Ω),

∫

Ω×R

d1̂(Dv0,δ) =

∫

Ω×R

d1̂(Dv) +

∫

Ω×R

1̂(0,−δα′) dxdt = |Ω| − δ

∫

Ω×R

α′(t) dx dt = (1 + δ‖α‖L∞(R))|Ω| <∞ ,

and also the fact that qt0,δ(x, t) < 0 for |Dv0,δ|-a.e. (x, t). In turn, by the above observation together with (7.32), we get
the desired result.

8. Approximation on subdomains

8.1. The inner approximation

In the three previous sections, starting from a map u defined on Λ, we have constructed a family of maps vε,δ defined
on a smaller set Ω ⋐ Λ. We observe however that the definition of the maps vε,δ does not depend on the particular choice
of Ω (provided that Ω +B(0, ε) ⊂ Λ). Hence, we can deduce from Propositions 6.2 and 7.1 the following consequence:

Corollary 8.1. Suppose f satisfies Assumptions (f red) and (Hconv). Let vε,δ be given by (5.17) with α satisfying (5.14)
and (5.15), for u ∈ E (Λ) ∩ L∞(Λ). Then for any open Λ′ ⋐ Λ and any δ > 0, it holds

lim
ε→0

∫

Λ′×R

df̂(x, t,Dvε,δ) =

∫

Λ′×R

df̂(x, t,Dv) .

The ultimate goal of this section is to derive from Corollary 8.1 a suitable approximation of u, see Proposition 8.6
below. To this aim, we rely on some technical lemmas from [17]. Let Λ′ be an open subset of Λ and w : Λ′ ×R → R be
a bounded Borel map such that Dw is a finite RN+1-valued measure and for every x ∈ Λ′, t 7→ w(x, t) is non-increasing
and left-continuous. We further assume that for every s ∈ (0, 1), there exists Ms > 0 such that for all t ≥Ms it holds

ess sup
x∈Λ′

w(x, t) < s < ess inf
x∈Λ′

w(x,−t). (8.1)

Recall the definition of the generalized inverse with respect to the second variable w−1(·, s) introduced in (3.2). For a.e.
s ∈ (0, 1), the function w−1(·, s) belongs to BV (Λ′) ∩ L∞(Λ′) and satisfies ‖w−1(·, s)‖L∞(Λ′) ≤ Ms while the indicator
function χ[w>s] of the set [w > s] = {(x, t) ∈ Λ′ × R : w(x, t) > s} agrees with 1w−1(·,s) a.e. on Λ′ × R, see [17,

Lemmas 2.4 and 2.5]. Let f : Λ′ × R× R
N → [0,∞) satisfy (f red) on Λ′. If “EΛ′×R(w) <∞, then for a.e. s ∈ (0, 1), the

map w−1(·, s) belongs to W 1,1(Λ′) while s 7→ “EΛ′×R(χ[w>s]) is measurable, with

“EΛ′×R(w) =

∫

R

“EΛ′×R(χ[w>s]) ds ≥
∫ 1

0

“EΛ′×R(1w−1(·,s)) ds =

∫ 1

0

EΛ′ (w−1(·, s)) ds. (8.2)

The last assertion follows from [17, Lemmas 2.6 and 8.5]. In spite of the fact that in the latter reference, those results
are stated for a Lagrangian which does not depend on x, the extension to the x dependent case is straightforward.

The following abstract fact on the convergence follows from [17, Lemmas 2.9 and 2.10].
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Lemma 8.2. Let u ∈ E (Λ′) ∩ L∞(Λ′). For every n ∈ N we consider a bounded Borel map vn : Λ′ × R → R which is
non-increasing and left-continuous with respect to the second variable and satisfies (8.1) on Λ′ with constants Ms which
do not depend on n. Assume further that Dvn is a finite RN+1-valued measure and that

vn → 1u a.e. in Λ′ × R .

Then, setting for every s ∈ (0, 1)
usn(x) := v−1

n (x, s) , (8.3)

it holds for a.e. s ∈ (0, 1)
usn → u a.e. in Λ′ .

If limn→∞
“EΛ′×R(vn) = “EΛ′×R(1u), then for almost every s ∈ (0, 1) up to a subsequence (which may depend on s),

(usn)n∈N ⊂W 1,1(Λ′) converges to u in L1(Λ′) and satisfies

lim
n→∞

EΛ′(usn) = EΛ′(u) .

For the rest of this subsection, we require that Λ′ ⋐ Λ and we fix ε0 such that Λ′ +B(0, ε0) ⊂ Λ. We consider a map
u ∈ E (Λ)∩L∞(Λ). Recall that vε,δ is defined for every ε ∈ (0, ε0) by (5.17) and denote its generalized inverses on Λ′ as

usε,δ(·) := v−1
ε,δ (·, s) . (8.4)

Lemma 8.3. For every 0 < ε < ε0 and every 0 < δ < 1, the map vε,δ from (5.17) satisfies (8.1). Moreover,

‖usε,δ‖L∞(Λ′) ≤Ms , (8.5)

where Ms does not depend on ε ∈ (0, ε0), δ ∈ (0, 1).

Proof. Observe that α is bounded as any absolutely continuous function, and remember that limt→+∞ α(t) = 0. Fix
s ∈ (0, 1). There exists Ms ≥M = ‖u‖L∞(Λ) such that for every t ≥Ms, one has α(t) < s. Since 1u(x, t) = 1 for every
t ≤ −M and a.e. x ∈ Λ, it follows that vε,δ(x, t) = 1 + δα(t) > 1 for all (x, t) ∈ Λ′ × (−∞,−M ]. Using next that
1u(x, t) = 0 for every t ≥ M , we get vε,δ(x, t) = δα(t) ≤ α(t) < s for all (x, t) ∈ Λ′ × [Ms,∞). This proves that vε,δ
satisfies (8.1) with this value of Ms, from which (8.5) follows.

To prove that usε,δ is Lipschitz, we need the following fact which readily follows from [17, Lemma 2.8].

Lemma 8.4. Suppose that U is a bounded open set, w : U ×R → R is a bounded Borel map, which is non-increasing
and left-continuous with respect to the second variable and satisfies (8.1) for t ≥Ms. Assume further that there exists
‹C > 0 such that for all x, y ∈ U and all t ∈ R, it holds

w(x, t + ‹C|x− y|) ≤ w(y, t) . (8.6)

Then w−1(·, s) is Lipschitz continuous on U and its Lipschitz rank is not larger than ‹C.

Let us prove that vε,δ satisfies (8.6).

Lemma 8.5. Let α from (5.13) satisfy (5.14). Let vε,δ be given by (5.17) with u ∈ W 1,1(Λ). For every δ > 0, there
exists Cδ > 0 such that for every ε > 0 and every x, y ∈ Λ′, t ∈ R, it holds that

vε,δ
Ä
x, t+ Cδ

ε |x− y|
ä
− vε,δ(y, t) ≤ 0 . (8.7)

Proof. Remember that M = ‖u‖L∞(Λ). Let cM > 0 be given by (5.14) with k1 = M . Set

Cδ := ‖∇̺‖L1(RN )(δcM )−1.
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By definition of vε,δ we have

vε,δ
Ä
x, t+ Cδ

ε |x− y|
ä
− vε,δ(y, t) =

Ä
vε,0
Ä
x, t+ Cδ

ε |x− y|
ä
− vε,0(y, t)

ä
+ δ
Ä
α
Ä
t+ Cδ

ε |x− y|
ä
− α(t)

ä
. (8.8)

If t+ Cδ
ε |x− y| > M , then

vε,0
Ä
x, t+ Cδ

ε |x− y|
ä

=

∫

{u≥t+
Cδ
ε |x−y|}

̺ε(x− z) dz = 0 .

Since vε,0(y, t) ≥ 0 and α is decreasing, this implies (8.7) in this case. Similarly, if t < −M , then

vε,0(y, t) =

∫

RN

̺ε(y − z) dz = 1 ≥ vε,0
Ä
x, t+ Cδ

ε |x− y|
ä
,

and (8.7) holds in this case as well. In the rest of the proof, we thus assume that

−M ≤ t ≤ t+ Cδ
ε |x− y| ≤M . (8.9)

Since vε,0(x, ·) is non-increasing, we infer that

vε,0
Ä
x, t+ Cδ

ε |x− y|
ä
− vε,0(y, t) ≤ vε,0(x, t) − vε,0(y, t) =

∫

{u≥t}

(̺ε(x− z) − ̺ε(y − z)) dz

≤
Æ∫

{u≥t}

Ç∫ 1

0

∇̺ε(sx+ (1 − s)y − z) ds

å
dz, x− y

∏

≤ |x− y|
∫ 1

0

Ç∫
{u≥t}

|∇̺ε(sx+ (1 − s)y − z)| dz
å

ds , (8.10)

where the last line holds due to the Fubini theorem and the Cauchy–Schwarz inequality. We then estimate the innermost
integral as follows

∫

{u≥t}

|∇̺ε(sx+ (1 − s)y − z)| dz ≤
∫

RN

|∇̺ε(sx+ (1 − s)y − z)| dz =

∫

RN

|∇̺ε(z)| dz = 1
ε‖∇̺‖L1(RN ) .

Inserting the above inequality into (8.10), we get

vε,0
Ä
x, t+ Cδ

ε |x− y|
ä
− vε,0(y, t) ≤ 1

ε‖∇̺‖L1(RN )|x− y| . (8.11)

As for the second term in (8.8), taking into account (8.9), we simply write

δ
Ä
α
Ä
t+ Cδ

ε |x− y|
ä
− α(t)

ä
≤ Cδ

ε δ|x− y|(−cM ) = − 1
ε‖∇̺‖L1(RN )|x− y| . (8.12)

By adding (8.11) and (8.12), we can conclude that (8.7) holds true.

The above lemma, together with Lemma 8.4, implies that usε,δ is Lipschitz continuous of rank Cδ
ε .

Proposition 8.6. Suppose f satisfies Assumptions (f red) and (Hconv) on Λ. Let u ∈ E (Λ) ∩ L∞(Λ), vε,δ be given
by (5.17) with α from (5.13) satisfying (5.14) and (5.15). Then, for every open set Λ′ ⋐ Λ, for almost every s ∈ (0, 1),
there exist sequences (εn, δn)n∈N converging to (0, 0) and (usεn,δn)n∈N ⊂ W 1,∞(Λ′) as in (8.4), which is bounded in

L∞(Λ′) and such that usεn,δn → u in L1(Λ′) as n→ ∞ and

lim
n→∞

EΛ′(usεn,δn) = EΛ′(u) . (8.13)
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Proof. By Corollary 8.1, we have limε→0
“EΛ′×R(vε,δ) = “EΛ′×R(1u), and thus

lim
δ→0

lim
ε→0
“EΛ′×R(vε,δ) = “EΛ′×R(1u) .

Given any (δn)n∈N decreasing to 0, one can find a sequence (εn)n∈N also decreasing to 0 and such that

lim
n→∞

“EΛ′×R(vεn,δn) = “EΛ′×R(1u) .

We also have vεn,δn → 1u in L1
loc(Λ

′ × R) and thus, up to a subsequence, also a.e. in Λ′ × R. By Lemma 8.2 for a.e.
s ∈ (0, 1) there exists a subsequence of ((εn, δn))n∈N, such that usεn,δn → u in L1(Λ′) as n → ∞ and (8.13) holds true.
It follows from (8.5) that the sequence (usεn,δn)n∈N is bounded in L∞(Λ′). By Lemma 8.5 and Lemma 8.4, each usεn,δn
is Lipschitz continuous on Λ′.

The above proposition provides an inner approximation, in the sense that the sequence (usεn,δn)n∈N which converges
to u on Λ′ does not necessarily agree with u on ∂Ω. In the next section, we modify this approximating sequence to
comply with this additional boundary constraint, but only for special domains Ω and just on one part of the boundary.
We completely solve this issue in Section 8.3.

8.2. The boundary approximation on a special open set

In this paragraph, we assume that N ≥ 2 and we explain in Remark 8.8 below how to adapt the arguments to the
(simpler) case N = 1. Denote by B′(x′, r) the ball in RN−1, of centre x′ ∈ RN−1 and radius r > 0. Let r, b > 0 and
ψ : RN−1 → (−b/2, b/2) a Lipschitz function. We define the set Σ ⊂ RN by the following formula

Σ := {(x′, xN ) ∈ B′(0, r) × (−b, b) : ψ(x′) < xN} .

We also define the lower boundary of Σ as:

Γ := {(x′, ψ(x′)) : x′ ∈ B′(0, r)} .

Lemma 8.7. Given a bounded open set Λ ⋑ Σ, let f : Λ×R×RN → [0,∞) satisfy Assumptions (f red) and (Hconv) on
Λ, ϕ : Λ → R a Lipschitz continuous function and u ∈ E (Λ) ∩ L∞(Λ). We assume that u = ϕ on {(x′, xN ) ∈ Λ : xN ≤
ψ(x′)}. Then for almost every s ∈ (14 , 1) there exists (us,ϕn )n∈N ⊂W 1,∞(Σ) which is bounded in L∞(Σ), converges to u
in L1(Σ), coincides with ϕ on Γ, and such that

lim
n→∞

∫

Σ

f(x, us,ϕn ,∇us,ϕn ) dx =

∫

Σ

f(x, u,∇u) dx .

Proof. We start with defining for every κ ∈ (0, b/2), the subset

Σκ := {(x′, xN ) ∈ B′(0, r) × (−b, b) : ψ(x′) < xN < ψ(x′) + κ} .

Let α ∈W 1,1(R) be a bounded positive function as in (5.13) which satisfies (5.14) and (5.15). We apply Proposition 8.6
with Σ playing the role of Λ′ (here, we need that f and u be defined on the larger set Λ). For a.e. s ∈ (0, 1), we get
sequences ((εn, δn))n∈N converging to (0, 0) which leads to define

usn = usεn,δn(·) = v−1
εn,δn

(·, s).

Note that each usn is Lipschitz continuous on Σ, usn → u in L1(Σ) as n→ ∞, supn∈N ‖usn‖L∞(Σ) <∞, and

lim
n→∞

∫

Σ

f(x, usn,∇usn) dx =

∫

Σ

f(x, u,∇u) dx . (8.14)

Step 1. De-centered convolution. Our aim is to show that by using the trick of de-centered convolution, one can
ensure the smallness condition: ‖usn − ϕ‖L∞(Σκn ) ≤ cκn for every n ∈ N sufficiently large, where κn := εn/8.
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Actually, when defining vεn,δn , we choose the regularization kernel with the additional requirement that

supp ̺ ⋐ B′(0, 1
8Lψ

) × (14 ,
3
4 ) ⊂ R

N ,

where Lψ ≥ 1 is any fixed number not lower than the Lipschitz rank of ψ. There exists n0 ∈ N such that for every
n ≥ n0, the set Σκn + (B′(0, εn

8Lψ
)× (− 3εn

4 ,− εn
4 )) is contained in Λ. Let n ≥ n0 and x = (x′, xN ) ∈ Σκn . Then for every

y = (y′, yN ) ∈ B′(0, εn
8Lψ

) × ( εn4 ,
3εn
4 ), one has x− y ∈ Λ and

ψ(x′ − y′) ≥ ψ(x′) − Lψ
εn
8Lψ

≥ψ(x′) − εn
8 ≥ xN − yN ,

where the last inequality relies on the fact that xN ≤ ψ(x′) + κn and yN ≥ εn/4. This implies that x − y belongs to
the intersection of Λ with the hypograph of ψ where u coincides with ϕ. This yields for every t ∈ R,

1u ∗x ̺εn(x, t) =

∫

B′(0, εn
8Lψ

)×( εn
4
, 3εn

4
)

1u(x− y, t)̺εn(y) dy =

∫

RN

1ϕ(x− y, t)̺εn(y) dy = 1ϕ ∗x ̺εn(x, t) . (8.15)

In particular, denoting by Lϕ the Lipschitz constant of ϕ on Λ, one has for every x, x̃ ∈ Σκn ,

vεn,δn(x, t+ Lϕ|x− x̃|) = 1u ∗x ̺εn(x, t + Lϕ|x− x̃|) + δnα(t+ Lϕ|x− x̃|)
= 1ϕ ∗x ̺εn(x, t+ Lϕ|x− x̃|) + δnα(t+ Lϕ|x− x̃|) .

Using that Lϕ is the Lipschitz constant of ϕ, for every y ∈ B′(0, εn
8Lψ

)× ( εn4 ,
3εn
4 ) and t ∈ R it holds 1ϕ(x− y, t+Lϕ|x−

x̃|) ≤ 1ϕ(x − y, t). Together with the fact that α is non-increasing, one obtains

vεn,δn(x, t+ Lϕ|x− x̃|) ≤ 1ϕ ∗x ̺εn(x̃, t) + δnα(t) = vεn,δn(x̃, t) .

In view of Lemma 8.4, this ensures that
‖∇usn‖L∞(Σκn )

≤ Lϕ . (8.16)

Finally, using (8.15) again, for every x ∈ Σκn , we have

1u ∗x ̺εn(x, ϕ(x) + Lϕεn) = 1ϕ ∗x ̺εn(x, ϕ(x) + Lϕεn) = 0 ,

where the last equality holds true by the very definition of 1ϕ and since ϕ(x) + Lϕεn > ϕ(x − y) for every y ∈
B′(0, εn

8Lψ
) × ( εn4 ,

3εn
4 ). It follows that

vεn,δn(x, ϕ(x) + Lϕεn) = δnα(ϕ(x) + Lϕεn).

In particular, for every s ∈ (14 , 1) and every n so large that δn ≤ 1
4‖α‖L∞

, the right-hand side of the above equality is

not larger than s and this implies that usn(x) ≤ ϕ(x) + Lϕεn . Similarly we can prove that usn(x) ≥ ϕ(x) − Lϕεn . We
can conclude that

‖usn − ϕ‖L∞(Σκn )
≤ Lϕεn = 8Lϕκn . (8.17)

Step 2. Truncation argument. Let φn ∈ C∞(Σ, [0, 1]) be converging pointwise to χΣ\Γ when n → ∞. We further
require that

φn ≡ 1 on Σ \ Σκn , φn ≡ 0 on Γ and ‖∇φn‖L∞(Σ) ≤ C
κn

, (8.18)

for some universal constant C > 0. We then define

us,ϕn := φnu
s
n + (1 − φn)ϕ .

By construction us,ϕn ∈ W 1,∞(Σ) and us,ϕn = ϕ on Γ. Observe also that the sequence (us,ϕn )n is bounded in L∞(Σ).
Moreover, us,ϕn − usn = (1 − φn)(ϕ− usn), so that

‖us,ϕn − usn‖L1(Σ) ≤ ‖ϕ− usn‖L∞(Σκn )
|Σκn | ,
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and by (8.17), the left-hand side converges to 0. Since (usn)n∈N converges to u in L1(Σ), this implies that

lim
n→+∞

‖us,ϕn − u‖L1(Σ) = 0.

Let us show that

lim
n→∞

∫

Σ

f(x, us,ϕn ,∇us,ϕn ) dx =

∫

Σ

f(x, u,∇u) dx . (8.19)

We notice that

∫

Σ

|f(x, us,ϕn ,∇us,ϕn ) − f(x, usn,∇usn)| dx

=

∫

Σκn

∣∣∣f
(
x, φnu

s
n + (1 − φn)ϕ, φn∇usn + (1 − φn)∇ϕ + (usn − ϕ)∇φn

)
− f(x, usn,∇usn)

∣∣∣ dx .

By (8.16) we have ‖∇usn‖L∞(Σκn )
≤ Lϕ and (8.17) together with (8.18) ensure that ‖(usn−ϕ)∇φn‖L∞(Σκn )

≤ cκn
C
κn

≤
cC. Since f is bounded on bounded sets (see Lemma A.2) and limn→+∞ |Σκn | = 0, one gets

lim
n→∞

∫

Σ

|f(x, us,ϕn ,∇us,ϕn ) − f(x, usn,∇usn)| dx = 0 ,

which, together with (8.14), implies (8.19).

Remark 8.8 (Boundary approximation in the one dimensional case). In the case N = 1, a special open set is simply an
interval (a, b) and a neighbourhood of the boundary can be chosen as a (small) interval near the extremities a or b. Let
us focus for instance on the approximation near a. We replace the set Σ by (a, b). In analogy to the higher dimensional
case considered above, this amounts to taking ψ equal to the constant a and Γ = {a}. We also replace RN−1 ×R by R.
Accordingly, in Step 1, we remove all the N − 1 dimensional balls. The rest of the proof is essentially the same, so we
omit the details.

8.3. Gluing the local approximations

Proof of Proposition 5.3. We proceed step by step.

Step 1. Covering and partition of unity. We consider a finite family of open cubes {Uj}0≤j<J such that

U0 ⋐ Ω ⋐

J⋃

j=0

Uj ⋐ Λ, ∂Ω ⊂
J⋃

j=1

Uj ,

and for every 1 ≤ j ≤ J , the set Uj ∩ Ω is isometric to the epigraph of a Lipschitz function. Namely, we assume that
there exist an affine isometry σj : RN → RN , rj , bj > 0 and a Lipschitz map ψj : RN−1 → (−bj/2, bj/2) such that
σj(Uj) = B(0, rj) × (−bj, bj), and

σj(Ω) ∩ (B(0, 2rj) × (−2bj, 2bj)) = {(y, t) : t > ψj(y)} ∩ (B(0, 2rj) × (−2bj, 2bj)) ,

σj(∂Ω) ∩ (B(0, 2rj) × (−2bj, 2bj)) = {(y, t) : t = ψj(y)} ∩ (B(0, 2rj) × (−2bj, 2bj)) .

We also introduce a partition of unity {Ψj}0≤j≤J on Λ subordinate to the covering (Uj)0≤j≤J , that is,

Ψj ∈ C∞
c (Uj, [0, 1]) and

J∑

j=0

Ψj ≡ 1 on Ω .

Step 2. Penultimate approximation. We extend u ∈ Eϕ(Ω) ∩ L∞(Ω) by ϕ on RN , recall that M = ‖u‖L∞(RN ),
and denote

Σj := Ω ∩ Uj .
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Note that f satisfies Assumptions (f red) and (Hconv) on Λ ×R×RN and that u ∈ E (Λ)∩ L∞(Λ). Moreover, for every
1 ≤ j ≤ J , u = ϕ on the set Λj \ Ω where

Λj := Λ ∩ σ−1
j (B(0, 2rj) × (−2bj, 2bj)) .

Observe that Σj ⋐ Λj and Λj\Ω is the intersection of Λj with the hypograph of ψj . Hence, we can rely on Proposition 8.6
on U0 and Lemma 8.7 on each Σj, for 1 ≤ j ≤ J (applied with Λj instead of Λ) to deduce that there exist M ′ > 0 and
maps uϕ,jn ∈W 1,∞(Σj) for 0 ≤ j ≤ J such that

‖uϕ,jn ‖L∞(Σj) ≤M ′ , uϕ,jn −−−−→
n→∞

u in L1(Σj) , and lim
n→∞

EΣj (u
ϕ,j
n ) = EΣj (u) , (8.20)

and for 1 ≤ j ≤ J , each uϕ,jn agrees with ϕ on Uj ∩ ∂Ω. We are thus entitled to extend each uϕ,jn by ϕ on Uj \ Ω, so
that each property in (8.20) holds true on Uj instead of Σj .

Define α : R → (0,∞) via

α(t) :=





1 if t ≤ −M ′ ,
M ′−t
2M ′

if −M ′ ≤ t ≤M ′ ,

0 if t ≥M ′ .

(8.21)

Finally, for every n ∈ N, δ > 0, one defines for every (x, t) ∈ RN × R,

Φn,δ(x, t) :=

J∑

j=0

Ψj(x)1uϕ,jn (x, t) + δα(t) .

Note that even if uϕ,jn is not defined on the whole RN , the product Ψj(x)1uϕ,jn (x, t) is well-defined on RN , since Ψj is

compactly supported in Uj . For every δ > 0, we also define the map

Φ∞,δ(x, t) :=

J∑

j=0

Ψj(x)1u(x, t) + δα(t) .

On Ω × R, one has Φ∞,δ(x, t) = 1u(x, t) + δα(t). For every x ∈ RN , the map t 7→ Φn,δ(x, t) is non-increasing and

left-continuous. Moreover, Φn,δ ∈ L∞(RN × R) and since max0≤j≤J ‖uϕ,jn ‖L∞(Uj) ≤ M ′, for every x ∈ Ω and every
t ≥M ′, we have

Φn,δ(x,−t) = 1 + δ and Φn,δ(x, t) = 0 . (8.22)

The same arguments leading to [17, Lemma 6.3] imply that DΦn,δ = λn + hn,δH
N+1, where

λn(x, t) :=

J∑

j=0

Ψj(x)D1uϕ,jn (x, t) and hn,δ(x, t) :=

Ñ
J∑

j=0

∇Ψj(x)1uϕ,jn (x, t), δα′(t)

é

and hn,δ(x, t) = (0, 0) for every x ∈ Ω and |t| > M ′. Furthermore, for every δ0 > 0 it holds

sup
n∈N

|λn|(RN × R) <∞ and sup
n∈N, δ<δ0

‖hn,δ‖L1(Ω×R) <∞ . (8.23)

Let us establish some additional properties of Φn,δ.

(v-a) (Limits of Φn,δ). We observe that for every w1, w2 ∈ L1(Ω),

∫

Ω×R

|1w1
− 1w2

| dx dt =

∫

Ω

|w1 − w2| dx.

Using that limn→∞ ‖uϕ,jn − u‖L1(Uj) = 0, for every δ > 0, we have that limn→∞ ‖Φn,δ − Φ∞,δ‖L1(Ω×R) = 0.
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(v-b) (Limit of “EΩ×R(Φn,δ)). We show that for every δ > 0, limn→∞
“EΩ×R(Φn,δ) = EΩ(u) .

By using that the measures λn and hn,δH
N+1 are mutually singular, (8.21), and the fact that hn,δ vanishes on

Ω × (R \ (−M ′,M ′)), one gets

∫

Ω×R

df̂(x, t,DΦn,δ) =

∫

Ω×R

df̂(x, t, λn) +

∫

Ω×R

df̂(x, t, hn,δH
N+1)

=

∫

Ω×R

df̂

Ñ
x, t,

J∑

j=0

ΨjD1uϕ,jn

é
+

δ

2M ′

∫ M ′

−M ′

∫

Uj

f

Ñ
x, t,

2M ′

δ




J∑

j=0

∇Ψj1uϕ,jn



é

dxdt

≤
J∑

j=0

∫

Ω

Ψjf(x, uϕ,jn ,∇uϕ,jn ) dx+
δ

2M ′

∫ M ′

−M ′

∫

Ω

f

Ñ
x, t,

2M ′

δ




J∑

j=0

∇Ψj1uϕ,jn



é

dxdt =: KΩ
1,n + K

Ω
2,n ,

(8.24)

where the last inequality relies on the convexity of f̂ with respect to the last variable and (5.11).
Since limn→∞ ‖uϕ,jn − u‖L1(Uj) = 0, we have

lim
n→∞

∥∥∥∥∥∥

J∑

j=0

∇Ψj1uϕ,jn −
J∑

j=0

∇Ψj1u

∥∥∥∥∥∥
L1(Ω)

= 0.

Since
∑J

j=0 ∇Ψj1u = 1u∇
Ä∑J

j=0 Ψj

ä
= 0 on Ω × R, it follows that limn→∞

∥∥∥
∑J
j=0 ∇Ψj1uϕ,jn

∥∥∥
L1(Ω)

= 0. By the

dominated convergence theorem, we get

K
Ω
2,n −−−−→

n→∞

δ

2M ′

∫ M ′

−M ′

∫

Ω

f(x, t, 0) dxdt = 0 . (8.25)

On the other hand, to pass to the limit in K
Ω
1,n, we start from the observation that for every 0 ≤ j ≤ J , we have

limn→+∞ EUj (u
ϕ,j
n ) = EUj (u) and limn→∞ ‖uϕ,jn − u‖L1(Uj) = 0. Using that f is superlinear with respect to the

last variable, we deduce from the Dunford-Pettis theorem that (uϕ,jn )n∈N weakly converges to u in W 1,1(Uj). By
weak lower semicontinuity, it follows that for every open subset A ⊂ Uj, one has

lim inf
n→∞

∫

A

f(x, uϕ,jn ,∇uϕ,jn ) dx ≥
∫

A

f(x, u,∇u) dx. (8.26)

Applying (8.26) with A = Uj \ Ω, we get

lim sup
n→∞

EUj∩Ω(uϕ,jn ) = lim
n→∞

EUj (u
ϕ,j
n ) − lim inf

n→∞
EUj\Ω(uϕ,jn ) ≤ EUj (u) − EUj\Ω(u) = EUj∩Ω(u).

Relying on (8.26) with A = Uj ∩ Ω, this implies that limn→∞EUj∩Ω(uϕ,jn ) = EUj∩Ω(u).
Hence, one can apply [1, Proposition 1.80] to the sequence of finite Borel measures on Uj ∩Ω defined by µn(A) =∫
A f(x, uϕ,jn ,∇uϕ,jn ) dx, to conclude that

lim
n→∞

∫

Uj∩Ω

Ψj(x)f(x, uϕ,jn (x),∇uϕ,jn (x)) dx =

∫

Uj∩Ω

Ψj(x)f(x, u(x),∇u(x)) dx.

Thus, using (8.24) and (8.25), we get

lim sup
n→∞

“EΩ×R(Φn,δ) ≤
J∑

j=0

∫

Uj∩Ω

Ψj(x)f(x, u(x),∇u(x)) dx = EΩ(u) ,
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where in the last equality we used that
∑J
j=0 Ψj(x) = 1 and that Ψj equals 0 outside Uj. On the other hand,

using that Φn,δ converges to Φ∞,δ in L1(Ω×R) and the fact that supn |DΦn,δ|(Ω×R) <∞ by (8.23), we deduce
that DΦn,δ weakly-∗ converges to DΦ∞,δ. The Reschetnyak lower semicontinuity theorem thus implies that

lim inf
n→∞

“EΩ×R(Φn,δ) ≥ “EΩ×R(Φ∞,δ) = EΩ(u).

It follows that limn→∞
“EΩ×R(Φn,δ) = EΩ(u).

Step 3. Construction of the final approximation. For every δ ∈ (0,∞), property (v-b) implies that limn→∞
“EΩ×R(Φn,δ) =

EΩ(u) while by property (v-a), (Φn,δ)n∈N converges to 1u + δα in L1(Ω × (−M ′,M ′)). Hence,

lim
δ→0

lim
n→∞

“EΩ×R(Φn,δ) = EΩ(u) and lim
δ→0

lim
n→∞

‖Φn,δ − (1u + δα)‖L1(Ω×(−M ′,M ′)) = 0.

Given any sequence (δi)i∈N tending to 0, we can thus find a subsequence (ni)i∈N such that

sup
i∈N

“EΩ×R(Φni,δi) <∞, lim
i→+∞

“EΩ×R(Φni,δi) = EΩ(u) , and lim
i→+∞

‖Φni,δi − 1u‖L1(Ω×(−M ′,M ′)) = 0 . (8.27)

Up to an extraction, one can assume that limi→+∞ Φni,δi(x, t) = 1u(x, t) for a.e. (x, t) ∈ Ω × (−M ′,M ′). For every

s ∈ (0, 1), we introduce the maps us,ϕi with the use of the generalized inverse with respect to the second variable of
Φni,δi constructed in Step 2, i.e.,

us,ϕi (x) := Φ−1

ni,δi
(x, s) .

We establish some properties of us,ϕi following the same steps as in Section 8.1.

(u-a) (Boundedness of (us,ϕi )). By (8.22) and (3.2) we infer that us,ϕi belongs to L∞(Ω), with ‖us,ϕi ‖L∞(Ω) ≤ M ′. By

the fact that “EΩ×R(Φni,δi) <∞ and (8.2), one gets that for a.e. s it holds us,ϕi ∈W 1,1(Ω) and EΩ(us,ϕi ) <∞.

(u-b) (Limits of (us,ϕi )). From Lemma 8.2 with Λ′ = Ω and (8.27), we deduce that for a.e. s ∈ (0, 1), there exists a
subsequence (we do not relabel) such that (us,ϕi )i → u in L1(Ω) and EΩ(us,ϕi ) → EΩ(u) as i→ ∞.

(u-c) (us,ϕi ∈ Lip(Ω)). We only need to prove that for every n ∈ N, δ ∈ (0, 1), there exists C > 0 (which may depend
on n, δ) such that for every t ∈ R and every x, y ∈ Ω, it holds

Φn,δ(x, t+ C|x− y|) ≤ Φn,δ(y, t) , (8.28)

which in view of Lemma 8.4 ensures that each (Φni,δi)
−1(·, s) = us,ϕi is Lipschitz continuous.

We start from the fact that for all j = 0, . . . , J functions uϕ,jn are Lipschitz continuous on Uj with constant
Cn. Then for every x, y ∈ Uj , every t ∈ R, and c ≥ Cn we have 1uϕ,jn (x, t + c|x − y|) ≤ 1uϕ,jn (y, t) so that
Ψj(x)1uϕ,jn (x, t+ c|x− y|) ≤ Ψj(x)1uϕ,jn (y, t) and thus

Ψj(x)1uϕ,jn (x, t+ c|x− y|) ≤ Ψj(y)1uϕ,jn (y, t) + ‖∇Ψj‖L∞ |x− y| . (8.29)

Inequality (8.29) remains true when x 6∈ Uj (because in that case, the left-hand side vanishes) and when y 6∈ Uj
(because in that case, it follows from the inequality Ψj(x) ≤ Ψj(y) + ‖∇Ψj‖L∞ |x− y| = ‖∇Ψj‖L∞ |x− y|).
Let C := Cn + 2M ′

δ

∑J
j=0 ‖∇Ψj‖L∞ . Then for every x, y ∈ Ω,

J∑

j=0

Ψj(x)1uϕ,jn (x, t+ C|x− y|) ≤
J∑

j=0

Ä
Ψj(y)1uϕ,jn (y, t) + ‖∇Ψj‖L∞ |x− y|

ä
.

Hence, using the definition of Φn,δ,

Φn,δ(x, t+ C|x − y|) ≤ Φn,δ(y, t) +

J∑

j=0

‖∇Ψj‖L∞ |x− y| + δ(α(t+ C|x− y|) − α(t)) . (8.30)
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We are now in position to prove (8.28) for we are in one of the following three cases. If t+ C|x − y| ≥ M ′, then
by (8.22), Φn,δ(x, t+C|x− y|) = 0 ≤ Φn,δ(y, t) . If t ≤ −M ′, then by (8.22) again, Φn,δ(x, t+C|x− y|) ≤ 1 + δ =

Φn,δ(y, t) . Otherwise −M ′ ≤ t ≤ t+ C|x − y| ≤ M ′ and in that case α(t+ C|x − y|) − α(t) = −C|x−y|
2M ′

. In view

of (8.30) and the definition of C, this yields (8.28), which implies that us,ϕi is Lipschitz continuous on Ω.

(u-d) (us,ϕi = ϕ on ∂Ω). For every n ∈ N and every 1 ≤ j ≤ J , one has uϕ,jn = ϕ on Uj ∩ ∂Ω. Hence, Φn,δ =

1ϕ + δα on ∂Ω × R . Thus, for every i ∈ N such that s > δi, it holds us,ϕi = ϕ on ∂Ω.

Step 4. Conclusion. For a.e. s ∈ (0, 1), we have constructed a sequence (us,ϕi )i∈N ⊂ W 1,∞(Ω), which is bounded in
L∞(Ω), converges to u in L1(Ω) and satisfies limi→+∞ EΩ(us,ϕi ) = EΩ(u). Moreover, for every i sufficiently large, one
has δi < s, which implies that us,ϕi coincides with ϕ on ∂Ω.

9. Proofs of the main results

9.1. Proof of Theorem 3

Before giving the proof of Theorem 3, we present a couple of auxiliary facts. In the next lemma, we extend the
integrand f to a slightly larger domain.

Lemma 9.1. Let Ω ⊆ RN be bounded and Lipschitz, and let f : Ω×R×RN → [0,∞) be a Carathéodory function convex
with respect to the last variable which satisfies (Hconv) on Ω. Then there exists an open set Λ ⋑ Ω and a Carathéodory
function g : Λ × R× RN → R convex with respect to the last variable which satisfies (Hconv) on Λ and coincides with
f on Ω × R× RN .

Proof. We first extend f on Ω × R× RN by setting f(x, t, ξ) = 0 for every x ∈ ∂Ω and every (t, ξ) ∈ R× RN . Since Ω
is bounded and Lipschitz, there exists an open set Ω0 ⊂ RN such that ∂Ω ⊂ Ω0 and a biLipschitz map Π0 : Ω0 → Ω0

which agrees with the identity on ∂Ω, and such that Π0(Ω0 \ Ω) = Ω0 ∩ Ω, see e.g. [24, Theorem 3.1.]. We then set
Λ := Ω ∪ Ω0 and

Π : x ∈ Λ 7→
®
x if x ∈ Ω,

Π0(x) if x ∈ Ω0 \ Ω.

Since Π0 is Lipschitz continuous on Ω0 \ Ω and coincides with the identity on ∂Ω, we deduce that Π is Lispchitz
continuous on Λ. We also observe that Π and (Π|Λ\Ω)−1 map negligible sets on negligible sets (here, we use that Π0 is

a biLipschitz homeomorphism).
We then define g(x, t, ξ) = f(Π(x), t, ξ). This is a Carathéodory function on Λ×R×RN which is convex with respect

to the last variable. Moreover, one has for every x ∈ Λ and every ε > 0,

g−B(x,ε)(t, ξ) = ess inf
y∈B(x,ε)∩Λ

f(Π(y), t, ξ) = ess inf
z∈Π(B(x,ε)∩Λ)

f(z, t, ξ) . (9.1)

Denoting by a the Lipschitz constant of Π, one has Π(B(x, ε) ∩ Λ) ⊂ B(Π(x), aε) ∩ Ω . Since ∂Ω is negligible, this
implies that

g−B(x,ε)(t, ξ) ≥ ess inf
z∈B(Π(x),aε)∩Ω

f(z, t, ξ) = f−
B(Π(x),aε)(t, ξ)

and thus Ä
f−
B(Π(x),aε)(t, ·)

ä∗∗
(ξ) ≤

Ä
g−B(x,ε)(t, ·)

ä∗∗
(ξ) .

Let k = (k1, k2) ∈ (0,∞)2. If t ∈ (−k1, k1) and (g−B(x,ε)(t, ·))∗∗(ξ)+|ξ|max(p,N) ≤ k2ε
−N , then

Ä
f−
B(Π(x),aε)(t, ·)

ä∗∗
(ξ)+|ξ|max(p,N) ≤ k2ε

−N =
k2a

N

(aε)N
.

Since f satisfies (Hconv), there exists C
k̃
> 0 with k̃ = (k1, k2a

N ) such that for a.e. x ∈ Π−1(Ω) = Λ \ ∂Ω, it holds

f(Π(x), t, ξ) ≤ C
k̃

ÄÄ
f−
B(Π(x),aε)(t, ·)

ä∗∗
(ξ) + 1

ä
≤ C

k̃

ÄÄ
g−B(x,ε)(t, ·)

ä∗∗
(ξ) + 1

ä
.

42



Since |∂Ω| = 0, this proves that for a.e. x ∈ Λ,

g(x, t, ξ) ≤ C
k̃

ÄÄ
g−B(x,ε)(t, ·)

ä∗∗
(ξ) + 1

ä
.

We can conclude that g satisfies (Hconv) on Λ × R× RN .

In the view of the next lemma, we can assume without loss of generality that the function u ∈ W 1,p
ϕ (Ω) to be

approximated, is bounded on Ω. Remember that this automatically holds true when N = 1, due to the embedding
W 1,1(Ω) ⊂ L∞(Ω) in that case.

Lemma 9.2. Let Ω ⊆ RN be a bounded open set, and let f : Ω × R× RN → [0,∞) be a Carathéodory function which
is convex with respect to the last variable. We further assume that there exist ϑ ∈ [1,∞], a ∈ Lϑ(Ω) and t0 > 0 which
satisfy (2.1) for some p ≥ 1. If u ∈ Eϕ(Ω)∩W 1,p(Ω), then there exists a sequence (un)n∈N ⊂ Eϕ(Ω)∩W 1,p(Ω)∩L∞(Ω),
which converges to u in W 1,p(Ω), and such that lim

n→∞
EΩ(un) = EΩ(u).

Proof. We set un := min(n,max(−n, u)). Then, ‖un − u‖W 1,p(Ω) → 0 when n → ∞, and for n ≥ ‖ϕ‖L∞ we have
un ∈ W 1,1

ϕ (Ω). Moreover,

EΩ(un) =

∫

Ω

f(x, un,∇un) dx =

∫

{|u|<n}

f(x, u,∇u) dx+

∫

{u≥n}

f(x, n, 0) dx+

∫

{u≤−n}

f(x,−n, 0) dx . (9.2)

By the monotone convergence theorem,
∫

{|u|<n}

f(x, u,∇u) dx −−−−→
n→∞

∫

Ω

f(x, u,∇u) dx .

Using the assumption (2.1) and the Hölder inequality, for every n ≥ t0,

∫

{u≥n}

f(x, n, 0) dx ≤ np
∗/ϑ′

∫

{u≥n}

a(x) dx ≤ np
∗/ϑ′ |{u ≥ n}|1/ϑ′

Ç∫
{u≥n}

a(x)ϑ dx

å1/ϑ

.

By the Chebyshev inequality |{u ≥ n}| ≤ n−p∗‖u‖p
∗

Lp∗(Ω)
, so the right-hand side is finite since u ∈ W 1,p(Ω) ⊂ Lp

∗

(Ω).

Hence,
∫

{u≥n}

f(x, n, 0) dx ≤ ‖u‖p
∗/ϑ′

Lp∗(Ω)

Ç∫
{u≥n}

a(x)ϑ dx

å1/ϑ

.

By the monotone convergence theorem again, we get
∫

{u≥n}

f(x, n, 0) dx −−−−→
n→∞

0 .

A similar analysis holds on the sublevel sets {u ≤ −n}. In conjunction with (9.2), this yields lim
n→∞

EΩ(un) = EΩ(u).

The assumption (Hconv) and (H iso) enjoy the following stability property.

Lemma 9.3. Let f : Ω × R × RN → [0,∞) be a Carathéodory function convex with respect to the last variable and
h : RN → [0,∞) be convex. If f satisfies (Hconv), then so does f + h. If f satisfies (H iso), then so does f + h.

Proof. Let k = (k1, k2) ∈ (0,∞)2 and ε > 0. Since f ≤ f + h, for every x ∈ Ω, t ∈ [−k1, k1] and ξ ∈ RN ,

Ä
f−
B(x,ε)(t, ·)

ä∗∗
(ξ) ≤

Ä
(f + h)−B(x,ε)(t, ·)

ä∗∗
(ξ) . (9.3)

Hence, if ξ satisfies Ä
(f + h)−B(x,ε)(t, ·)

ä∗∗
(ξ) + |ξ|max(p,N) ≤ k2

εN
,

43



then (f−
B(x,ε)(t, ·))∗∗(ξ) + |ξ|max(p,N) ≤ k2ε

−N . If f satisfies (Hconv), this implies that for a.e. x ∈ Ω,

f(x, t, ξ) ≤ Ck((f−
B(x,ε)(t, ·))

∗∗(ξ) + 1) ,

for some Ck ≥ 1. It follows that

f(x, t, ξ) + h(ξ) ≤ Ck((f−
B(x,ε)(t, ·))

∗∗(ξ) + 1) + h(ξ) ≤ Ck((f−
B(x,ε)(t, ·))

∗∗(ξ) + h(ξ) + 1) .

We can complete the proof by observing that (f−
B )∗∗ + h ≤ f−

B + h = (f + h)−B and thus

(f−
B(x,ε)(t, ·))

∗∗(ξ) + h(ξ) ≤ ((f + h)−B(x,ε)(t, ·))
∗∗(ξ) .

The conclusion for condition (H iso) can be obtained in essentially the same way.

Proof of Theorem 3. We first consider the case p = 1. Let f and u as in the statement. By Lemma 9.2 and a diagonal
argument, we may assume that u ∈ L∞(Ω). Using Lemma 9.1, we introduce an extension f1 of f on Λ×R×RN , which
satisfies (Hconv) on Λ×R×R

N . Note that by [30, Theorem VIII.1.3 and Lemma VIII.1.2] for ∇u ∈ L1(Λ) there exists
a superlinear convex function h : RN → [0,∞) such that h(∇u) ∈ L1(Λ) and h(0) = 0. Let g0 and g be the functions
defined for a.e. x ∈ Λ and all (t, ξ) ∈ R× RN by

g0(x, t, ξ) = (f1(x, t, ξ) − f1(x, t, 0))+ , g(x, t, ξ) := g0(x, t, ξ) + h(ξ) +
»

1 + |ξ|2 − 1 .

Then g is a Carathéodory non-negative function which is convex with respect to the last variable. Moreover, g(x, t, ξ) ≥
h(ξ) and g(x, t, 0) = 0 for every (x, t, ξ) ∈ Λ × R × RN . From Lemma A.3, we deduce that the function g0 satisfies
(Hconv), while Lemma 9.3 allows to conclude that the same property holds for g. Hence, g satisfies (f red) and (Hconv).
Since EΩ(u) < ∞, one also has

∫
Ω g(x, u,∇u) dx < ∞. By Proposition 5.3 applied to g, there exists a sequence

(un)n∈N ⊂W 1,∞
ϕ (Ω) such that un → u as n→ ∞ in L1(Ω), supn ‖un‖L∞ <∞ and

lim
n→∞

∫

Ω

g(x, un,∇un) dx =

∫

Ω

g(x, u,∇u) dx . (9.4)

Since g(x, un(x),∇un(x)) ≥ h(∇un(x)), the Dunford–Pettis theorem implies that, up to a subsequence, (un)n∈N weakly
converges to u in W 1,1(Ω). By the weak lower semicontinuity of the functionals in W 1,1(Ω), we know that

lim inf
n→∞

∫

Ω

g0(x, un,∇un) dx ≥
∫

Ω

g0(x, u,∇u) dx , lim inf
n→∞

∫

Ω

h(∇un) dx ≥
∫

Ω

h(∇u) dx

and

lim inf
n→∞

∫

Ω

»
1 + |∇un|2 dx ≥

∫

Ω

»
1 + |∇u|2 dx . (9.5)

In view of (9.4), this implies that

lim
n→∞

∫

Ω

g0(x, un,∇un) dx =

∫

Ω

g0(x, u,∇u) dx , lim
n→∞

∫

Ω

»
1 + |∇un|2 dx =

∫

Ω

»
1 + |∇u|2 dx .

The last equality above and the weak convergence of (un)n∈N in W 1,1(Ω) then imply the strong convergence in
W 1,1(Ω), see e.g. [34, Section 1.3.4, Proposition 1]. Since g0 is non-negative, it follows from the first equality that
(g0(·, un,∇un))n∈N converges to g0(·, u,∇u) in L1(Ω). We note that

f(x, un(x),∇un(x)) ≤ g0(x, un(x),∇un(x)) + f(x, un(x), 0) ≤ g0(x, un(x),∇un(x)) + max
|t|≤supn ‖un‖L∞

f(x, t, 0) ,

and that the last term in the right-hand side is bounded by Lemma A.2. The Vitali convergence theorem thus implies

lim
n→∞

∫

Ω

f(x, un(x),∇un(x)) dx =

∫

Ω

f(x, u(x),∇u(x)) dx .
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This completes the proof when p = 1.
When p > 1, we replace the term h(ξ) +

√
1 + |ξ|2 − 1 by |ξ|p; that is, we introduce the function:

g(x, t, ξ) = f(x, t, ξ) + |ξ|p ,

and apply the above arguments to g instead of g. Observe in particular that since u ∈ W 1,p(Ω), we still have∫
Ω
g(x, u,∇u) dx < ∞. We thus obtain an approximating sequence (un)n∈N which satisfies (9.4) with g instead of

g. By p-coercivity of g, this implies that (un)n∈N weakly converges to u in W 1,p(Ω). By the above lower semicontinuity
argument which leads to (9.5), we deduce that

lim
n→+∞

∫

Ω

|∇un|p dx =

∫

Ω

|∇u|p dx.

By uniform convexity of the Lp norm, it follows that (un)n∈N strongly converges to u in W 1,p(Ω). The end of the proof
can now be repeated without changes, which completes the case p > 1.

9.2. Proofs of Theorems 2 and 4

Having proven Theorem 3, we may now infer Theorems 2 and 4.

Proof of Theorem 2. It is enough to show that our regime implies (Hconv). Indeed, once we show (Hconv) the result
holds due to Theorem 3.

Fix L = (L1, L2) ∈ (0,∞)2 and t ∈ [−L1, L1]. Without loss of generality, we can assume that the corresponding
constant CL in (H∆2

) is not lower than 1. Since f(x, t, 0) = 0, the convexity of f implies that

f−
B(x,ε)(t, ξ) ≤ L2ε

−N =⇒ f(x, t, 1
CL
ξ) ≤ f−

B(x,ε)(t, ξ) + 1 . (9.6)

We apply [38, Theorem 1.2] to get

(f−
B(x,ε)(t, ·))∗∗(ξ) ≤ L2ε

−N =⇒ f(x, t, 1
‹CL ξ) ≤ (f−

B(x,ε)(t, ·))∗∗(ξ) + 1 ,

for some ‹CL > 1. Since f(x, t, ·) satisfies the ∆2 condition, there exists CL > 1 such that

(f−
B(x,ε)(t, ·))∗∗(ξ) ≤ L2ε

−N =⇒ f(x, t, ξ) ≤ CL[(f−
B(x,ε)(t, ·))∗∗(ξ) + 1] , (9.7)

which implies (Hconv).

Proof of Theorem 4. We simply observe that by Theorem 5, f satisfies condition (Hconv), in the isotropic as well as in
the orthotropic case. Therefore, Theorem 3 gives the conclusion.

Appendix

A. Auxiliaries

Proposition A.1. Let Ω be a bounded Lipschitz open set in RN . Let f : Ω × R × RN → [0,∞) be a Carathéodory
function such that there exists a function g : Ω × R × RN → [0,∞) satisfying all the assumptions of Theorem 3 with
some p ≥ 1. Assume that there exist a constant C > 0 and a non-negative function ϑ ∈ L1(Ω;R) such that (2.2) holds
true. Let ϕ : RN → R be Lipschitz continuous. Then, for every u ∈ W 1,p

ϕ (Ω) such that
∫
Ω f(x, u,∇u) dx < ∞, there

exists a sequence (un)n∈N ⊂W 1,∞
ϕ (Ω) such that un → u in W 1,p(Ω) as n→ ∞ and

lim
n→∞

∫

Ω

f(x, un,∇un) dx =

∫

Ω

f(x, u,∇u) dx .
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Proof. Let us take any u ∈ W 1,p
ϕ (Ω) such that

∫
Ω
f(x, u,∇u) dx <∞. Then by (2.2) we know that

∫
Ω
g(x, u,∇u) dx ≤∫

Ω
C(f(x, u,∇u) +ϑ(x)) dx <∞. As g satisfies assumptions of Theorem 3, we infer that there exists (un)n ⊂W 1,∞

ϕ (Ω)
converging to u in W 1,p(Ω), and such that

lim
n→∞

∫

Ω

g(x, un,∇un) dx =

∫

Ω

g(x, u,∇u) dx . (A.1)

Since (un)n converges in W 1,p(Ω), we pick its subsequence (unk)k such that unk → u and ∇unk → ∇u for a.e. x ∈ Ω.
As g is continuous with respect to its last two variables, we get that g(x, unk(x),∇unk (x)) → g(x, u(x),∇u(x)) for a.e.
x ∈ Ω. This with (A.1) and the Brezis-Lieb lemma implies that (g(·, unk ,∇unk))k converges in L1 to g(·, u,∇u). By the
Vitali convergence theorem, (g(·, unk ,∇unk))k is uniformly integrable, and by (2.2) we also get that (f(·, unk ,∇unk))k
is uniformly integrable. As f is continuous with respect to its last two variables, we have that f(x, unk(x),∇unk(x)) →
f(x, u(x),∇u(x)) for a.e. x. We finish the proof by noticing that the Vitali convergence theorem implies

lim
k→∞

∫

Ω

f(x, unk ,∇unk) dx =

∫

Ω

f(x, u,∇u) dx .

Lemma A.2. Let Ω ⊆ R
N be a bounded open set, and let f : Ω × R× R

N → [0,∞) be a Carathéodory function which
satisfies either (Hconv) or (H iso). Then for every m > 0, there exists Km > 0 such that for a.e. x ∈ Ω,

max
|(t,ξ)|≤m

f(x, t, ξ) ≤ Km . (A.2)

Proof. For a.e. y ∈ Ω, the function (t, ξ) 7→ f(y, t, ξ) is continuous. Let Am := ess infy∈Ω max|(t,ξ)|≤m f(y, t, ξ). Setting

k = (k1, k2) with k1 = m and k2 = (Am + mmax(p,N))(diam Ω)N , it follows either from (Hconv) or from (H iso) with
ε = diam Ω that there exists Ck > 0 such that for a.e. x ∈ Ω and every |(t, ξ)| ≤ m,

f(x, t, ξ) ≤ Ck(Am + 1) .

Lemma A.3. Let f : Ω × R × RN → [0,∞) be a Carathéodory function convex with respect to the last variable and
g(x, t, ξ) := (f(x, t, ξ) − f(x, t, 0))+. Then map g satisfies (Hconv), if and only if f satisfies (Hconv). Moreover, g
satisfies (H iso), if and only if f satisfies (H iso).

Proof. Let us prove the result for (Hconv). We observe that g is a Carathéodory non-negative function which is convex
with respect to the last variable. Assume first that (Hconv) holds for f . Let k = (k1, k2) ∈ (0,∞)2 and ε ∈ (0, diam Ω].
For a.e. x ∈ Ω, for every t ∈ (−k1, k1), ξ ∈ RN ,

f(x, t, ξ) ≤ g(x, t, ξ) + f(x, t, 0) ≤ g(x, t, ξ) + max
|t|≤k1

f(x, t, 0) ≤ g(x, t, ξ) +Kk1 , (A.3)

where the constant Kk1 in the last inequality is given by Lemma A.2. Hence,

(f−
B(x,ε)(t, ·))

∗∗(ξ) ≤ (g−B(x,ε)(t, ·))
∗∗(ξ) +Kk1 . (A.4)

Assuming further that (g−B(x,ε)(t, ·))∗∗(ξ) + |ξ|max(p,N) ≤ k2ε
−N , we can apply (Hconv) to f with k̃ = (k1, k2 +

(diam Ω)NKk1). We infer that there exists C
k̃
≥ 1 such that

f(x, t, ξ) ≤ C
k̃
((f−

B(x,ε)(t, ·))∗∗(ξ) + 1) .

Using that g(x, t, ξ) ≤ f(x, t, ξ) in the left-hand side and (A.4) in the right-hand side, we obtain

g(x, t, ξ) ≤ C
k̃
((g−B(x,ε)(t, ·))

∗∗(ξ) +Kk1 + 1) ,

which shows that g satisfies (Hconv). This completes the proof of the if part of the statement.
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Conversely, assume that (Hconv) holds for g. Let k = (k1, k2) ∈ (0,∞)2 and ε ∈ (0, diam Ω]. For a.e. x ∈ Ω and
every t ∈ (−k1, k1), if ξ ∈ RN satisfies (f−

B(x,ε)(t, ·))∗∗(ξ)+|ξ|max(p,N) ≤ k2ε
−N , then since g ≤ f , one has

Ä
g−B(x,ε)(t, ·)

ä∗∗
+|ξ|max(p,N) ≤

Ä
f−
B(x,ε)(t, ·)

ä∗∗
+|ξ|max(p,N) ≤ k2ε

−N .

Using that g satisfies (Hconv), we deduce that there exists Ck ≥ 1 such that

g(x, t, ξ) ≤ Ck

ÄÄ
g−B(x,ε)(t, ·)

ä∗∗
(ξ) + 1

ä
≤ Ck

ÄÄ
f−
B(x,ε)(t, ·)

ä∗∗
(ξ) + 1

ä
.

We can conclude by (A.3) that f satisfies (Hconv). The proof for (H iso) is essentially the same and we omit it.

B. Examples

We provide an example illustrating that condition (Hconv) and conditions (H iso), (H iso
0 ) are essentially different

when considered in the fully anisotropic setting.

Example B.1. Let N = 2 and let the function f : B(0, 2) × R2 → [0,∞) be defined as

f(x, ξ) := |〈x, ξ〉|4 + |ξ| .

Then f is of at least linear growth with respect to the last variable and vanishes for ξ = 0. Moreover, for every
L ∈ (0,∞), there exists a constant CL > 0 such that for every ε > 0, for every x ∈ B(0, 2) and ξ ∈ R

2, it holds

|ξ| ≤ Lε−1 =⇒ f(x, ξ) ≤ CL (f(y, ξ) + 1) . (B.1)

However, f does not satisfy the condition (Hconv) with p = 1.

Proof. Note that whenever |ξ| ≤ Lε−1, then for every x, y such that |x− y| < ε, we have

f(x, ξ) ≤ (|〈y, ξ〉| + |〈x− y, ξ〉|)4 + |ξ| ≤ (|〈y, ξ〉| + L)
4

+ |ξ| ≤ 8|〈y, ξ〉|4 + 8L4 + |ξ| ≤ (8L4 + 8)(f(y, ξ) + 1) .

Hence, (B.1) holds true with CL = 8L4 + 8. Let us now fix any ε ∈ (0, 1), and take x = (0, ε1/2). We consider the ball
B(x, ε). Observe that for any a ∈ R, we have

f
Ä
(−ε, ε1/2), (ε−1/2a, a)

ä
= (1 + ε−1)1/2|a| = f

Ä
(ε, ε1/2), (−ε−1/2a, a)

ä
. (B.2)

Let us denote g := (f−
B(x,ε))

∗∗. By convexity of g, we now get for any a ∈ R that

g ((0, a)) ≤ 1
2g
ÄÄ
ε−1/2a, a

ää
+ 1

2g
ÄÄ

−ε−1/2a, a
ää

≤ 1
2f
Ä
(−ε, ε1/2), (ε−1/2a, a)

ä
+ 1

2f
Ä
(ε, ε1/2), (−ε−1/2a, a)

ä
= (1 + ε−1)1/2|a| ≤ 2ε−1/2|a| , (B.3)

where in the equality we used (B.2). Let us now take ξ = (0, ε−1). By (B.3), we get

g(ξ) + |ξ|2 ≤ 2ε−3/2 + ε−2 ≤ 3ε−2 . (B.4)

On the other hand, again by (B.3), we get

f(x, ξ) = |〈x, ξ〉|4 + |ξ| = ε−2 + ε−1 ≥ 1
2ε

−1/2 (g(ξ) + 1) . (B.5)

The two inequalities (B.4) and (B.5) imply that f cannot satisfy (Hconv).

Let us infer the absence of the Lavrentiev gap for a generalized double phase functional of Orlicz non-doubling type.
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Example B.2. Let ψ0, ψ1 : [0,∞) → [0,∞) be two increasing non-negative convex functions such that ψ1/ψ0 is non-
decreasing. Let a ∈ Zω(·,·) ∩L∞(Ω×R) with ω satisfying (2.7). Then, the Lavrentiev phenomenon does not occur with
the integrand fo(x, t, ξ) := ψ0(|ξ|) + a(x, t)ψ1(|ξ|).

Proof. Let us take any k2 > 0 and consider x, t, ξ, ε such that (fo)−B(x,ε)(t, ξ) + |ξ|N ≤ k2ε
−N . We get that |ξ| ≤

min
Ä
ψ−1
0 (k2ε

−N ), k
1/N
2 ε−1

ä
. Fix any y ∈ B(x, ε) and consider the function C(·) coming from the definition of Zω(·,·).

If ε−N

ψ1(ψ
−1
0 (k2ε−N ))

≤ ψ0(k
1/N
2

ε−1)

ψ1(k
1/N
2 ε−1)

, we use the inequality |ξ| ≤ k
1/N
2 ε−1 and condition (2.7) to get

fo(x, t, ξ)

fo(y, t, ξ)
≤ 1 + C(t) + C(t)ω(ε)

ψ1(k
1/N
2 ε−1)

ψ0(k
1/N
2 ε−1)

≤ 1 + C(t) + C(t)‹C(k2) . (B.6)

On the other hand, if ε−N

ψ1(ψ
−1
0 (k2ε−N ))

≥ ψ0(k
1/N
2 ε−1)

ψ1(k
1/N
2 ε−1)

, we use the inequality |ξ| ≤ ψ−1
0 (k2ε

−N) and condition (2.7) to get

fo(x, t, ξ)

fo(y, t, ξ)
≤ 1 + C(t) + C(t)ω(ε)

ψ1(ψ−1
0 (k2ε

−N ))

k2ε−N
≤ 1 + C(t) + C(t)‹C(k2) . (B.7)

From (B.6) and (B.7), we deduce that fo satisfies (H iso) under the condition a ∈ Zω(·,·) with ω satisfying (2.7). As
0 ≤ f(x, t, 0) ≤ ψ0(0) + ‖a‖L∞ψ2(0), Theorem 4 applies.

The example below illustrates how to exclude the Lavrentiev phenomenon in case when the Lagrangian is not convex
with respect to the last variable, but is comparable to a convex one.

Example B.3 (Koch, Ruf, Schäffner [39]). Let us define fD := |ξ|p + a(x, t) exp(|ξ|q) for any p ≥ 1, q > 0. Assume
that a ∈ Zω(·,·) ∩ L∞(Ω × R) with ω(s) ≤ exp(−s−κ), κ > qmin(1, N/p). Then, there is no Lavrentiev gap for the
functional (1.1) with the integrand fD.

Proof. In view of Proposition A.1 and Theorem 4, we shall find a function fW satisfying the assumptions of Theorem 4,
and being comparable to fD. Let r∗ := q−1/q. We define fW as

fW(x, t, ξ) :=

®
|ξ|p + a(x, t) exp(rq∗)r−1

∗ |ξ| , for |ξ| ∈ [0, r∗] ,

|ξ|p + a(x, t) exp(|ξ|q) , otherwise.

The convexity of fW with respect to ξ follows from the fact that the function r 7→ exp(rq) is convex on [r∗,∞) and
its derivative at r = r∗ is equal to exp(rq∗)r−1

∗ . It is also clear that fW ≤ fD ≤ fW + ‖a‖L∞ exp(rq∗) and also that fW
satisfies (2.1), as fW(x, t, 0) ≤ ‖a‖L∞. We now aim at showing that fW satisfies (H iso). By similar computations to
those in Example B.2, we only have to prove that ω satisfies (2.7) with

ψ0(s) = sp and ψ1(s) =

®
exp(rq∗)r−1

∗ s if s ≤ r∗ ,

exp(sq) if s ≥ r∗ .

We note that for any L > 0 and sufficiently small s, we have

ω(s)
ψ1(ψ−1

0 (Ls−N ))

s−N
≤sN exp(Lq/ps−Nq/p − s−κ) , ω(s)

ψ1(L1/Ns−1)

ψ0(L1/Ns−1)
≤L−p/Nsp exp(Lq/Ns−q − s−κ) .

As κ > qmin(1, N/p), at least one of the expressions above tends to 0 as s tends to 0, and therefore, (2.7) is satisfied
for small s. For larger s, (2.7) is clear as the left-hand side is bounded from above while the right-hand side is bounded
from below by positive constants independent of s. Hence, the function fW satisfies (H iso). From Theorem 4 and
Proposition A.1, we can now infer the absence of the Lavrentiev phenomenon for the functional u 7→

∫
Ω fD(x, u,∇u) dx.

The last example illustrates the exclusion of the Lavrentiev gap in the doubling fully anisotropic setting.
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Example B.4. Let ψ : [0,∞) → [0,∞) be a convex and non-decreasing function such that ψ ∈ ∆2 and let υ : RN →
RN be C0,γ for some γ ∈ (0, 1]. Then, the Lavrentiev phenomenon does not occur with the integrand fa(x, ξ) :=
ψ(|〈υ(x), ξ〉|) + |ξ|N/γ .

Proof. We shall show that f satisfies (H∆2
). Let Cψ ≥ 1 be a doubling constant of ψ and Cυ be a Hölder constant of

υ. Note that whenever f−
B(x,ε)(ξ) ≤ Lε−N , we have |ξ| ≤ Lγ/Nε−γ . Therefore, for every y ∈ B(x, ε), we have

fa(x, ξ) = ψ(|〈υ(x), ξ〉|) + |ξ|N/γ ≤ Cψ (ψ(|〈υ(y), ξ〉|) + ψ(|〈υ(x) − υ(y), ξ〉|)+1) + |ξ|N/γ

≤ Cψ

Å
ψ(|〈υ(y), ξ〉|) + max

s≤CυLγ/N
ψ(s)+1

ã
+ |ξ|N/γ ≤ Cψ

Å
1 + max

s≤CυLγ/N
ψ(s)

ã
(f(y, ξ) + 1) ,

which is (H∆2
) with CL = Cψ

(
1 + maxs≤CυLγ/N ψ(s)

)
. As additionally fa(x, 0) = ψ(0), Theorem 2 applies.
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[19] M. Buĺıček, P. Gwiazda, and J. Skrzeczkowski. On a Range of Exponents for Absence of Lavrentiev Phenomenon for Double
Phase Functionals. Arch. Ration. Mech. Anal., 246(1):209–240, 2022.

49



[20] G. Buttazzo and M. Belloni. A survey on old and recent results about the gap phenomenon in the calculus of variations.
In Recent developments in well-posed variational problems. Volume 331, Math. Appl. Pages 1–27. Kluwer Acad. Publ.,
Dordrecht, 1995.

[21] G. Buttazzo and V. J. Mizel. Interpretation of the Lavrentiev phenomenon by relaxation. J. Funct. Anal., 110(2):434–460,
1992.

[22] R. Cerf and C. Mariconda. The Lavrentiev phenomenon, 2024. arXiv: 2404.02901.
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