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Abstract
Numerous experimental parameters affect the accuracy of impedance measurements in scanning
microwave microscopy (SMM). Investigating their effects on the measured values is particularly
challenging. Here, we present the development of a fully-numerical finite element
method-based simulation of the actual SMM measurements. We demonstrate the application of
a self-calibration procedure for the simulated SMM measurements with a maximal deviation of
±0.8% relative to reference capacitances determined via an electrostatic finite element model.
Furthermore, we demonstrate the possibility of assessing water meniscus-induced effects on the
simulated SMM measurements. Typically, water meniscus impacts the calibration by a 0.4%
relative deviation, in accordance with previously reported empiric data. Our findings are
expected to promote access to a deeper understanding of nanoscale capacitance measurements
in SMM.

Keywords: scanning microwave microscopy, finite element analysis, tip apex geometry,
self-calibration, Maxwell equation

1. Introduction

As new nanomaterials and nanostructures are being ubiquit-
ously incorporated into the novel architectures of nanoelec-
tronic components at unprecedented small scales, the need
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for reliable nanoscale characterization methods has become
increasingly important. To align with the functionality of
the novel devices and components, measuring the nanoelec-
trical properties of materials under various electromagnetic
and environmental conditions constitutes a major requirement
for enabling the identification of adequate fabrication pro-
cesses. Scanning microwave microscopy (SMM) is a pioneer-
ing method for measuring the electromagnetic properties of
materials at the nanoscale in the microwave (MW) domain [1,
2]. By coupling an atomic force microscope (AFM) to a vec-
tor network analyzer (VNA), SMM enables the local measure-
ment of impedances, leading to the characterization of proper-
ties such as permittivity, dielectric loss, and conductivity. As
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all measurement techniques based on VNA, the SMM needs
to be calibrated before performing any measurement [3].

Despite the demonstrated capability of SMM in measur-
ing the dielectric properties with very low uncertainty levels
at a few percents [4, 5], the measurement’s sensitivity to local
changes in the experimental conditions and environment con-
stitutes a major challenge for quantitative results. SMM oper-
ates in contact mode and the probe on the sample produces
mainly an electric field which penetrates into the sample. At
radiofrequencies (RF), the tip-sample system is exception-
ally prone to all sorts of capacitive couplings, increasing the
complexity of the interpretation of result. Furthermore, the
contributions from stray capacitances induced by the probe’s
and sample’s geometries may have a significant impact on
the measurement. Identifying and decoupling the aforemen-
tioned effects is particularly challenging under experimental
conditions.

We present the development of a digital-twin environment
to reproduce the experimental measurements using finite ele-
ment method (FEM)-based simulations. Although previously
reported studies explained behavior of charges in semicon-
ductors under an SMM tip [6, 7], our goal here is to build a
comprehensive digital environment enabling the simulation of
all possible experimental and environmental conditions affect-
ing the electrical measurements in SMM. While this does not
include comparisons between measurements and models for
the capacitances used for calibration, it allows us to study
effects such as the water meniscus which are very difficult to
study experimentally. By tweaking the entire tip-sample geo-
metry, we show that our approach offers the means to separ-
ate the contributions of all factors altering the measurement of
the true sample impedance. More importantly, we demonstrate
that our digital-twin-based method reproduces the SMM cal-
ibration procedures, which creates a self-calibration approach
for quantitative estimation of impedancemeasurements errors.
Early results of this work have already been the subject of a
previous publication [8]. Since then, significant progress has
been made in the modification performance reducing the error
occurring in self-calibration of the instrument from ±6% to
±0.8 %. This progress made possible the study of factors such
as water meniscus on the instrument calibration.

2. The need for calibration

2.1. Calibration procedure

When SMMmeasurement data are acquired, the goal is typic-
ally to measure the local impedance of the sample (ZS). This
is done by converting the reflection coefficient (S11) into ZS
using equation 1,

S11 =
ZS−Z0
ZS+Z0

, (1)

where Z0 is the reference impedance (50 Ω). Nevertheless,
this relation is only true at the reference plane of the VNA.
A schematic of a SMM experiment is shown in figure 1.

Figure 1. (a): equivalent circuit (b): schematic of the RF
transmission line connected to the apex of the AFM probe. The
orange continuous line on top of the cantilever is the electrical
contact connecting the AFM tip to the RF signal. Zoom-in:
tip-sample interface.

The equivalent circuit between the AFM apex and the back
electrode is shown in figure 1(a) where Cd is the depletion
capacitance in the semiconductor substrate,Cox andRox are the
capacitance and resistance of the dielectric layer, and Ccontact

and Rcontact the capacitance and resistance of the tip-sample
interface. Those parasitic impedances and the transmission
line (figure 1(b)) create a difference in the S11 measured at
the tip-sample interface (red dashed line) and at the reference
plane of the VNA (black dashed line).

To access the S11 associatedwith the sample impedance, the
reference plane has to be relocated at the interface tip-sample.
This reference adjustment has been done in previous works
[1, 4] by applying a modified Short Open Load calibration
(mSOL) method on the SMM measurement using a capacit-
ance calibration standards (figure 2). The signal S11 corrected
by the mSOL method is given by

S11 =
S11,m− e00

e01 + e11 (S11,m− e00)
, (2)

where eij are the error parameters, S11 and S11,m are the reflec-
tion coefficients at the tip-sample interface and at the ref-
erence plane of the VNA respectively. This calibration pro-
cedure compensates for the loss and reflection occurring in
the transmission line between the VNA and the apex of the
tip [9]. To refine the uncertainty associated with the calib-
rated impedance measurement in SMM, it is of prime import-
ance to assess the impact of environmental parameters on the
propagation of the MW signal. In the following sections, we
present a numerical model accounting for the tip-sample con-
tact, the parasitic capacitance induced by the AFM probe’s
cone, and the presence of a water meniscus at the tip-sample
interface.
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Figure 2. (a) Schematic side view of the standard sample. (b)
Capacitance map obtained on MC2 capacitive standard with the
calibrated SMM [4].

2.2. Calibration sample

The SMM measurements have been experimentally cal-
ibrated using a commercial capacitance calibration stand-
ard (MC2 Technologies, France), as shown in figure 2.
The capacitance standard comprises 144 patterns, each one
includes 48 micrometer-sized metal–oxide semiconductor
(MOS) capacitors, with capacitance values ranging from
0.3 fF to 9.2 fF [3].

This calibration kit was fully characterized through trace-
able capacitance measurements with uncertainty below 3%
using a SMM (5600LS from Keysight, USA) under a nitro-
gen atmosphere inside a glove box (MBraun, Germany).
The thicknesses (hSiO2) of the dielectric terrace-like layers
were measured by a metrologically-characterized AFM sys-
tem (Nanoman Vmodel, Veeco, USA), using a silicon tip with
an apex radius below 10 nm (OTESPA-R3, Bruker, USA).
The AFM system was dimensionally calibrated using a sur-
face topography standard (P900H60, LNE-C2N, France) [10].
The gold pads’ areas were evaluated using scanning electron
microscopy and AFM images.

Using dimensional data with the nominal dielectric con-
stant of SiO2 (εr = 3.9) [11], we computed the capacit-
ance of each MOS capacitor using the parallel plate capacitor
formula

C= ε0εr,SiO2

A
hSiO2 ,

(3)

where ε0 is the electrical permittivity of the vacuum. However,
as the area of the top electrical contact (i.e. gold pad radius)
becomes smaller compared to the thickness of the dielec-
tric layer, fringing fields become more dominant in the capa-
citance value and equation (3) is no longer accurate [12].
Consequently, it proves highly advantageous to use finite ele-
ment modeling to compute true capacitance values.

3. Capacitance determination

Although direct impedance measurements are possible at sub-
micrometric resolution by measuring the potential to electric
current ratio (I–V method) with an AFM tip [13], this tech-
nique can only operate at low frequency (10 kHz). Two types
of measurement setups exist to evaluate impedance in RF and
MW domain [14]. The RF I–V method measures the potential
to electrical current ratio and requires the test impedance to be
included in the transmission line which is not possible for the
sample considered. The other option is to perform a calibrated
S11 measurement. This requires an impedance standard with
impedance computed from device dimensions. The sample on
which this paper is based was fully characterized in previous
work [4].

We performed numerical simulations to compute the capa-
citance C associated with each capacitive structure, consid-
ering the fringing field contributions. To this end, Poisson’s
equation was solved by using Comsol Multiphysics 5.6 with
the AC/DC module,

∇2V=− ρ

ε0εr
(4)

where ρ is the charge density, and V is the electrical poten-
tial. Figure 3 illustrates the 2D axisymmetric electromagnetic
model and the implemented simulation box A 1 V potential
was applied to the top electrical contact (green dashed line)
while the back electrode (violet dashed line) was set to 0 V.
We used the MUMPS solver [15] with a maximal element size
of 20 nm.

Once the solution is computed in this configuration, we cal-
culate the capacitance of the structure using equation (5) over
the back electrode:

C=

‚
backelectrodeD⃗ · d⃗s

∆V
, (5)

where D is the displacement field and ∆V is the voltage dif-
ference between the top and bottom electrodes. In [4], we used
the results of this simulation to calibrate the SMM on the ref-
erence standard with a 3% uncertainty level.

To verify that the solution is independent of the FEM solver,
we used FEniCS, a model based on the open source Python
library for FEM [16]. The mesh was obtained by GMSH [17].
The solution to Poisson’s equation was computed by a sparse
lower–upper solver. The results obtained with FEniCS agree
with those obtained in Comsol simulations within 0.1%.

3
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Figure 3. Solution to Poisson’s equation for a gold pad of radius
500 nm and thickness 277 nm on a SiO2 layer of 200 nm. The color
map represents the electrical potential distribution, where the white
arrows correspond to the electric field lines. The arrow length is
represented on a 20 log base of the field norm with a scale factor of
1.5 · 10−5.

4. RF model

Once the capacitance of the reference standard is determined
via FEM, we simulate the wave propagation in the SMM setup
to evaluate the impact of stray impedances on the calibra-
tion procedure. These simulations are performed by Comsol
Multiphysics 5.6 with the RF module.

4.1. Simulation box description

4.1.1. Geometry of the simulation box. The simulation
box comprises an AFM tip on top of a MOS capacitor.
We consider the nominal geometry of the Rocky Mountain
Nanotechnology (RMN, USA) probe, which is commonly
used in our experimental measurements. The cone height (h1)
is set to 80 µm, the apex radius (r) is set at 80 nm, and the
radius of contact (ξ) is set at 48 nm. We position the AFM
tip at the center of the simulation box to exploit the rotational
symmetry.

The MW signal is injected through a coaxial port at the top
of the simulation box. The beginning of the AFM probe’s cone
is pushed away from the port by a straight section of length
h2. This length is set to avoid any reflection from the straight
to the conical transition [18]. Finally, a perfect electric con-
ductor (PEC) boundary condition is set on the right and bot-
tom edges of the simulation box. The MW signal is injected at
the red continuous line, and propagated by the coaxial wave-
guide formed between the AFM tip and the right PEC bound-
ary condition.

4.1.2. Equation to be solved. Our objective is to solve the
wave propagation equation directed by the SMM tip. The gen-
eral wave propagation equation is given by equation (6),

∇⃗×µ−1
r

(
∇⃗× E⃗

)
− k20

(
εr −

jσ
ωε0

)
E⃗= 0⃗, (6)

where µr is the relative magnetic permeability, E⃗ is the electric
field, k⃗0 is the wave vector, and ω is the angular frequency. The
port condition to inject the MW signal in the simulation box
is given by equation (7),

n̂×
(
∇⃗× E⃗

)
+ j⃗k0n̂×

(
n⃗× E⃗

)
= 0⃗, (7)

where n̂ is the normal element. The propagation mode in the
coaxial waveguide is transverse electromagnetic, where both
the electric and magnetic fields are normal to the propaga-
tion direction. In our SMM experiments, the AFM tip is
made of platinum, and the top electrical pad is made of gold.
The 0.120 V surface potential difference between those two
materials [19] was not taken into account for simplicity matter.
Nevertheless, in the simulations, theAFM tip and top electrical
contact material was set to gold with a high electrical conduct-
ivity (0.456 · 1012 S m−1), resulting in a skin depth of 1.4 nm
for an excitation frequency of 300 GHz.

The capacitance (Cz) of the structure was obtained from the
potential to current ratio (i.e. complex impedance), where the
current I is given by evaluating equation (8) at the red cross in
figure 4(a),

I=
˛
B⃗ · d⃗l, (8)

where B⃗ is the magnetic field. The voltage is given by
equation (9) evaluated over the green dashed line in figure 4(a)

∆V=

ˆ
E⃗ · d⃗s, (9)

where E⃗ is the electric field. Note that here the depletion capa-
citance of the MOS structure is not taken into account but in
practice it is taken into account, see [4]. The S11 parameter is
evaluated at the port condition by equation (1),

S11 =
∫Port1

((−→
EC−

−→
E1

)
·
−→
E∗
1

)
d
−→
A1

∫Port1
(−→
E1 ·

−→
E∗
1

)
d
−→
A1

(10)

where
−→
A1 is the normal element to the port boundary,

−→
EC is the

electric field computed at the port condition and
−→
E1 is the elec-

tric field pattern of the eigenmodes at the port 1. An eigenmode
analysis was performed for the specific port 1 before solving
the Maxwell’s equations by Comsol to know

−→
E1 [20].

Finally, the frequency of the MW signal must be chosen.
Typically, our experiments run in the frequency range between
0.5 GHz and 20 GHz, corresponding to a wavelength of
14 mm. To properly mesh the apex of the probe, the mesh
size in this region was set below 1 nm. This leads to a low-
frequency breakdown problem [21]. To solve this issue, we
worked with a higher excitation frequency (300 GHz) corres-
ponding to a wavelength of 1 mm.

The electric properties of the dielectric layer, water men-
iscus, and conductive part (AFM tip and top electrode) were
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Figure 4. (a) Simulation box configuration (not to scale). Green
dashed line: control integral for potential evaluation; red cross:
control point for current evaluation; green rectangle: perfectly
matched layer (PML); Bold black boundary line: perfect electric
conductor (PEC). (b) Lumped elements model. (c) Zoom on the tip
apex.

Table 1. Relative difference between the capacitance computed at
20 GHz and 300 GHz.

Cz (fF) ∆Cz (%) ∆CS11 (%)

0.24 3.65 3.65
9.36 3.51 3.51

set at their 20 GHz values. Additional computations were
performed with Comsol Multiphysics 6.0 with frequency of
20 GHz with little change in the capacitance value (Cz and
CS11). The table 1 reports the relative deviation in Cz and CS11
at 20 GHz and 300 GHz.

4.1.3. Meshing and perfectly matched layer (PML) boundary
condition. In the absence of the PML, the right edge of the
boundary box creates an artificial wave reflection irrelevant
in actual SMM experiments. This phenomenon is manifes-
ted by the dependence of the complex voltage drop, complex
current, and complex capacitance on the deval parameter, as
shown in figure 5(a). The simplest way to mitigate this issue
is to extend the simulation box to the right. Typically, the lat-
eral size of the free space surrounding the capacitor should
be at least a few wavelengths large [20]. The small apex size
(below 50 nm) imposes a very small meshing element (0.5 nm
mesh size) in this region, as mentioned before. The computa-
tion cost of a simulation using this mesh size would be pro-
hibitive. Thus, we opted for an adaptive meshing size, with
a large element far from the AFM tip. To limit the computa-
tion error, we take the conservative choice of having a transfin-
ite line over the top electrical contact with a 1 nm mesh size,

Figure 5. Evaluation of the amplitude and phase of the electric
current flowing in the tip and the capacitance of the structure as a
function of the current evaluation distance in the case of (a) no PML
implemented, and (b) PML implemented.

and another line over the apex of the probe with a 0.5 nm
mesh size. Moreover, to avoid any discontinuity, the growth
of these elements, i.e. the change in size between two adjacent
elements, has been limited to limited to a 1.1 factor. However,
since the computation cost of meshing the simulation box of
5-wavelength length is out of our system’s reach, we chose to
implement a PML [22] at the interface between the free space
region and the PEC right boundary condition. This PML acts
as an absorbing region that attenuates the reflection of theMW
signal.

The impact of the PML on the simulation is shown in
figure 5(b), where the capacitance of the structure is notice-
ably independent of deval, similar to the SMM experiments.
Those data were obtained with an Lbox of 60 µm (i.e. 3/50 of
the wavelength), corresponding to a reasonable computation
time.

4.2. Self-calibration of the simulation

We conducted a series of simulations by varying the gold pad
radius and the dielectric layer thickness to cover the whole
range of capacitances in the reference sample used in SMM
experiments. The S11 parameter evaluated at the port condi-
tion differs from the one estimated at the tip-sample interface
due to the impedance of the SMM tip [23]. The calibration
was done using three reference capacitances (Cz). Figure 6(a)
shows the relative deviation between the reference and calib-
rated capacitances.

The capacitances used to compute the error parameters
in equation 2 are encircled in blue. The relative deviation is
below 0.8% for all capacitances, and below 4 · 10−12 for the
three capacitances used as references. The Smith chart of the
raw (blue point) and calibrated (green points) S11 is shown in
figure 6(b). The capacitance values used for the calibration
are located at the intersection of the isoresitive and isocapa-
citive circles (dashed line). We notice that the S11 parameter
is associated with a null resistance after calibration, which is
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Figure 6. Self-calibration of a tip on top of a capacitive MOS
structure. (a) Relative deviation between the capacitance estimated
at the calibrated reference plane (Cz) and the capacitance (CS11). (b)
Smith chart, where the impedances used for the calibration are
marked by dashed lines.

expected as the simulated calibration device is set with a per-
fect dielectric.

5. Water meniscus implementation

A water meniscus is formed at the interface between the tip
apex and the sample surface. Several groups have investig-
ated the formation [24, 25], shape [24, 26, 27], and impact of
the water meniscus on electrical measurements [19, 28]. The
expected parasitic capacitance from the water meniscus is in
the range of a few aF. Our goal is to investigate the impact of
the sole water meniscus on the impedance calibration in SMM.

5.1. Water meniscus geometry

The geometry of the implemented water meniscus is extracted
from [25], as shown in figure 7.

Here, R is the apex’s radius, ψ is the fill angle, θ1 and θ2
are the contact angle at the Pt tip and at the Au pad, respect-
ively, and r1 defines the water meniscus. The relative dielectric
of the water meniscus was set to 10 and its conductivity was
let at its default value of 5.5 µS m−1. The geometry depends
on the volume of the water meniscus and the angle of con-
tact between platinum (at the apex surface) and gold (at the
sample’s electrode). Numerically, the shape of the water men-
iscus is defined by the thickness of the absorbed water layer
and the r1 parameter.

Figure 7. Water meniscus at the tip apex-sample interface model.
Reproduced with permission from [25].

5.2. Comparison with experimental data

The relationship between the adhesion force of an AFM tip
retracted from a planar surface, and the geometrical properties
of the water meniscus is given by [27]

Fadh = Fstv +
Ft +Fp

1+ e
RH−RH ′

m

(11a)

Ft = 2πγwRsin(ψ )sin(ψ + θ1) (11b)

Fp =−2πγwR
2sin(ψ )

2H(θ1,θ2,ψ ) . (11c)

Fadh is the adhesion force, Fstv is the contribution from
vapor water, Ft and Fp are the contributions to the capil-
lary force due to the surface tension and pressure differ-
ence, respectively. γw is the surface tension of water set at
72 mN.m−1 [29], RH and RH’ are the relative humidities of
the current experiment and the transition from ice-like to bulk
water behavior, respectively, wherem is the slope of this trans-
ition, as defined in [27]. ψ is the filling angle, θ1 and θ2 are the
contact angles at the tip and sample surface, respectively. H is
the local mean curvature of the meniscus, as defined in [30]. A
scan over a tip characterizer sample (Supracon, Germany) was
acquired with a contact force of 35 nN ± 15 nN to extract the
apex radius [31]. The obtained tip radius is 289 nm ± 14 nm,
which is large compared to the nominal value of 20 nm. This
significant deviation can be explained by the large number of
scans acquired with the used AFM tip prior to the measure-
ment campaign. It has been done with the purpose of reducing
the uncertainty on the apex radius by increasing its absolute
value. A series of approach retract curves above a gold surface
were recorded at different humidity levels using a platinum tip
(12Pt300A, RMN, USA), with a nominal spring constant of
0.8 N m −1 ± 0.3 N m−1. The variations in the adhesion force
as a function of the relative humidity are reported in figure 8.
The relative humidity was modified by opening the large load
lock of the glove box for a controlled time, and homogein-
ized by circulating nitrogen inside the glove box. The RH
was monitored near the scanning region using a ppm H2O
sensor.

The RH’ and transition slope values were extracted from
the data shown in figure 8. Knowing the apex radius and the
contact angles of a water drop on Ti (θ1 = 32◦ ,[32]) and Au
surface (θ2 = 40◦ ,[33]), we were able to compute a filling
angle of 11◦ ± 2◦ associated with the meniscus. This filling
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Figure 8. Evolution of the adhesion force as a function of the
relative humidity. Black cross: experimental values. SOLID Line: fit
of experimental data. Dashed line: adhesion model (from [27]) with
uncertainty associated to the apex radius.

angle has been implemented in the simulation data shown in
figure 8. Maps of the S11 over the reference capacitive standard
(A64, MC2 Technologies, France) were acquired at the differ-
ent RH levels using the same AFM tip.

5.3. Impact of the water meniscus on the mSOL calibration

A water meniscus with an absorbed layer thickness of 1 nm
and a filling angle of 15◦ was implemented at the tip-sample’s
interface. The relative dielectric constant of water was set to
εr = 10 (lower than that of bulk water according to [34]) due
to the small size of the absorbed layer and the meniscus. The
impact of this meniscus on the wave propagation and the cal-
ibration is shown in figure 9, where the log10 of the electric
field and the electric field vector inside the water meniscus are
shown in (a). In this particular example, the SMM tip was loc-
ated on top of a gold pad of radius 500 nm on a 50 nm SiO2

terrasse. Figure 9(b) shows the relative deviation between the
calibrated capacitance (CS11) without and with water menis-
cus attached to the apex of the tip. The calibration was done
only in absence of the water meniscus. The obtained paramet-
ers were then applied to both configurations. The presence of
water meniscus results in a deviation in the calibrated capacit-
ance up to 0.3%. This value is in good agreement with previ-
ous experimental data [4] where SMM scans were performed
at different RH values. The estimated water meniscus contri-
bution was then estimated at the 0.2% level. It should be noted
that, in reality, calibration and measurement are done with a
water meniscus present. Thus, observable discrepancies due
to the water meniscus between measured value and calibrated
value are even smaller.

The electrical properties of the water meniscus can undergo
large changes with dielectric constant ranging from 2 to 80 and
electrical conductivity ranging from a few 10−6 Sm−1 to a few
tenths of S m−1. As before the calibration was performed in
the configuration without water meniscus, then the electrical
properties were changed within the realm of possible. The rel-
ative deviation between the capacitor from calibrated S11 in
the two configurations (with and without water meniscus) is
shown in figure 10.

Figure 9. (a) log10

∣∣∣−→E ∣∣∣ at the tip-sample interface for a water

meniscus (h = 1 nm; r1 = 20 nm), inset zoom at the water
meniscus. (b) Relative deviation between Cz (without water
meniscus) and CS11 calibrated with the error parameters obtained
with a bare tip applied to a tip with a water meniscus.

Figure 10. Relative deviation between the smallest capacitance with
and without water meniscus as a function of the electrical properties
of the water meniscus. The error parameters for the calibration were
obtained in the configuration without water meniscus.

The absolute value of the relative deviation increases with
the dielectric constant of the water meniscus while its elec-
trical conductivity seems to have no effect. It is an expected
result as the water’s electrical conductivity is much lower than
the one of the gold pad (0.456·1012 S m−1).

6. Summary and outlook

In this paper, we presented the development of a digital-twin
environment to investigate the effects of experimental and
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environmental parameters on SMM measurements. We simu-
lated the self-calibration method for capacitance measurement
by SMM with a maximal deviation of ±0.8% relative to ref-
erence capacitances determined via electrostatic calculations.
Furthermore, we implemented a water meniscus at the tip-
sample interface to assess its impact on SMM measurements.
Our results showed a 0.4% relative deviation on the calibrated
capacitance, which is coherent with previous experimental
data. These results were compared to experimental measure-
ments to determine the shape of the water meniscus. Our pro-
posed numerical environment offers means to further invest-
igate parasitic factors to SMM measurements. It is expected
to facilitate future improvements of electromagnetic measure-
ment accuracy at the nanoscale.

Future work would include the study of the impact of non
conductive material at the tip sample interface to simulate the
impact of resist remaining that can be observed in SMMexper-
iment over such calibration structure. An attention could also
be drawn to the impact of rough surface.
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