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ABSTRACT
Until recently, the state-of-the-art of Software Product Line (SPL)
configuration and verification automation consisted of a collection
of ad-hoc approaches tightly coupling a single input Variability
Modeling Language (VML) with a single constraint solver. To remedy
this situation, a novel generic model-driven architecture was then
proposed that enables using a variety of VMLs and solvers. The
key ideas of this proposal were (a) the use of a standard logical
language (CLIF) as a pivot between VMLs and solvers, and (b)
the use of a standard data exchange format (JSON) to explicilty
and declaratively specify the abstract syntax and semantics of the
VMLs to be used in an SPL engineering project and the automated
reasoning task to be performed by the solvers.

In this article, we overcome the limitations of this initial proposal
in three key ways: (1) we add the ability to reason on textual or
hybrid VMLs, rather than only on diagrammatic VMLs, enhancing
the versatility of the architecture on the input side; (2) we enable
the use of solvers from a third paradigm, enhancing the versatility
of the architecture on the output side; and, (3) we present the results
of scalability performance experiments of an implementation of
this architecture. These results have been achieved without signifi-
cantly altering the architecture, demonstrating its agnosticism with
respect to specific VMLs and solvers. It also shows that it can under-
lie the implementation of practical variability reasoning tools that
scale up to real sized variability model analysis and configuration
needs.

CCS CONCEPTS
• Software and its engineering → Software product lines;
Software architectures; •Computingmethodologies→Model
verification and validation.
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1 INTRODUCTION
Software Product Line Engineering (SPLE) is a method to manage
the development and evolution of large sets of software products
that partially share requirements and reusable software assets im-
plementing them [58]. Each software product in such a set is called
a variant. Taken together, all of these variants form the epony-
mous Software Product Line (SPL). The set of requirements and
reusable assets included in a variant is termed a configuration. The
systematic and disciplined management of the variability in the
inclusion and exclusion of requirements and reusable assets across
all variants is what makes SPLE unique.

For such management tasks, SPLE introduces a novel software
artifact, named a variability model. It encodes the relationships and
constraints among the requirements and reusable software assets.
It must capture all the necessary business, technical and regulatory
constraints that apply to the SPL. This artifact must be verified
to ensure its consistency and minimality. A consistent variability
model can then support the semi-automated derivation of all and
only of valid variants by assembling reusable software assets in a
way that respects all the constraints in the model.

Despite considerable efforts by the SPLE community [35, 61,
64], there is no standard language to express variability models.
Consequently, every SPLE automation tool has its own tool-specific
VML. Although they differ syntactically, the majority of VMLs used
in SPLE semantically define coherent sets of requirements, usually
called features. The first such VML, that remains the baseline
reference in SPLE research, is the “Simple Feature Model (SFM)”
[40]. This modeling language, like most subsequent VMLs, has
several key expressive capabilities: (a) it organizes requirements
into a composition and abstraction hierarchy, where the lowest
level ones are tied to the concrete software assets implementing
them; (b) it defines whether requirements aremandatory or optional
across configurations; (c) provides alternatives for the refinement
of higher level (abstract) requirements; and (d) specifies constraints
that range across the hierarchy such as conditional inclusion or

https://conf.researchr.org/track/models-2024/models-2024-artifact-evaluation#Submission-Guidelines-
https://conf.researchr.org/track/models-2024/models-2024-artifact-evaluation#Submission-Guidelines-
https://doi.org/10.1145/3640310.3674090
https://doi.org/10.1145/3640310.3674090
https://doi.org/10.1145/3640310.3674090


MODELS ’24, September 22–27, 2024, Linz, Austria Camilo Correa Restrepo, Jacques Robin, and Raul Mazo

Figure 1: Ad-hoc Automated Analysis Pipeline.

mutual exclusion. Over time many extensions to these models have
been defined, such as adding attributes to features [13], having
numerical bounds on the number of chosen alternatives [22], or
adding constraints that involve more than two features at once [53].
In the literature, they are loosely referred to as Extended Feature
Models (EFMs) when the goal is to distinguish them from SFMs.

Non-trivial SPLs are too large and complex to be manually ver-
ified, debugged, or to find valid configurations [48]. In addition,
these tasks need to be repeated as the SPL evolves throughout its
life-cycle, which may span over multiple decades [16]. Constraint
solvers from multiple paradigms have been proposed and tested
to automate these tasks [11]. As is the case with VMLs, there is no
accepted constraint solver standard for SPLE automation.

As is attested by a recent survey [36] and the comparative anal-
ysis presented in [20], the set of current, mature tools used for
automated reasoning on variability models follow a general design
principle: they directly transform a business-oriented variability
model into a formal representation in a solver’s input language.
A simplified schema of this approach is shown in Figure 1. The
reasoning tasks to be performed on the model are then hard-coded
into the tools themselves as they need to control the solvers di-
rectly to perform them. This has remained true starting from the
foundational tool for automated analysis of variability models [40].
Since all these tools either are, or are part of, a textual or graphi-
cal variability model editor, they all share the key commonality of
being designed for analyzing a specific VML (generally an SFM or
EFM [40]) for which they have selected a specific solver.

These approaches do not fulfill the need for Domain-Specific
VMLs (VML) beyond EFMs which is well attested in the literature.
In particular, the use of DSVMLs in SPLE projects has both been
argued for [17] and their use in combination with or as outright
replacements for traditional FMs was explored in [70]. Unfortu-
nately, tooling for a DSVML implies constructing, as is the case
with the approaches cited above, an ad-hoc model transformation
and analysis pipeline that tightly couples the DSVML to the solver.

Product Line Engineering Intelligent Assistant for Defect
dEtection and Solving (PLEIADES) [20] departs from these earlier
works by proposing a generic model-driven architecture that is ag-
nostic to both the input VML and the solver used for reasoning. This
proposal subsumes and supports all previous these siloed ad-hoc
approaches, into a single unifying architectural framework through
the use of a standardKnowledge Representation Language (KRL),
the ISO standard Common Logic Interchange Format (CLIF) [38],
acting as a pivot between the VMLs and solvers. To the best of our
knowledge, it remains today the sole architecture that can accom-
modate most past proposals from both the modeling and reasoning

sides. Moreover, it demonstrates what should be the way forward
for SPLE automation tool engineering, as it shows how efforts
expended by each tool development team could all be reused in
synergy into one overarching architecture fostering faster overall
progress of the field.

The PLEIADES architecture can be said to be a model-driven
architecture (MDA) (with respect to the OMG standard MDA [55])
for the following reasons: (a) it adopts the distinction between
a Platform Independent Model (PIM), in our case CLIF [38] and
(as will be seen later) a generic representation of the constraint
problems to be given to the underlying solvers, and the Platform
Specific Models (PSM), in our case, the solver specific inputs; (b) it
is structured as a pipeline of model transformations from PIM, to
PSM, and then to code; and, (c) we model our architecture using
the Unified Modeling Language (UML) [63] standard. Furthermore,
the language we use as PIM pivot, CLIF [38], while an ISO standard
rather than an OMG standard, is the very language used to defined
the formal semantics of UML models and MOF metamodel [56], in
the OMG Formal UML (fUML) standard [57]. However, we diverge
from strict adherence to the MDA approach, by using JSON [21], a
W3C standard, rather than MOF, for the meta-models of the VML
semantics and SPLE reasoning tasks. This choice is allows for more
agilty, a lower barrier of entry for the average developer and more
lightweight tooling than a MOF-based approach.

The PLEIADES proposal is accompanied by an open-source
prototype in Python that implements the architecture in order
to demonstrate its feasibility. Though the original proposal and its
prototype are limited in various ways, most notably being restricted
to only Graphical VMLs, in this article we aim to overcome these
fundamental limitations through the introduction of two major
extensions to this architecture.

The first of these extensions is to provide the architecture with
the ability to reason on purely textual VMLs within PLEIADES.
These VMLs form an important part of the landscape of variability
models [10]. In this article we explore the implications of such an
extension to the original PLEIADES architecture, and how it only
leads to minor modifications to its core design. We also examine the
problem of extending the original PLEIADES prototype with this
functionality. For this, we have chosen an emerging community-
led VML named Universal Variability Language (UVL) [64]. In
essence, UVL provides a textual syntax for EFMs and extends it fur-
ther with concepts from programming languages such as modules
and JSON-like nested attributes. This makes variability models us-
ing UVL more scalable to large models than graphical EFMs whose
editors rarely allow model element reuse across multiple diagrams.

The second important extension is the ability to integrate solvers
from other solver families than those originally considered, and in
particular, those from the SMT [24] family. With this extension, we
also demonstrate how to accommodate a new kind of solver API
where the problem instance is constructed directly as set of objects
instead of the purely text-generation based approach of previous
solver integrations. As will be seen in this article, the modifications
that such an addition imply for PLEIADES’ core design are, again,
minor.

The goal of these extensions is to make PLEIADES demonstrably
more versatile both in terms of the input VMLs and the output
solver input languages. The ability to reconcile the very different
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Figure 2: PLEIADES architecture’s Analysis Pipeline [20] (white with solid borders) with the proposed extensions (gray with
dotted borders).

natures of Graphical and Textual VMLs under one umbrella is a
key contribution of these extensions. To show that it can guide the
implementation of a tool that is not only versatile but also scales
for verifying and configuring large models, we implemented these
extensions and carried out scalability benchmarks with this imple-
mentation. For this purpose, we used benchmarks VMLs available
on the UVLHub1 repository for UVL models. The main finding is
that the PLEIADES prototype, and therefore its architecture, can
indeed handle real-sized variability models.

The rest of the paper is organized as follows. In Section 2, we
quickly summarize the starting point of our research, the PLEIADES
architecture, by explaining how it differs from previous work and
discuss what are its limitations towards its stated goal. In Section 3,
we then describe the extensions we propose to this architecture and
their implementations. In Section 4, we describe the benchmarks
that we carried out with this implementation and discuss its results.
In Section 5, we compared our work with previous research on
providing a SPLE automation tools with some degree of genericity
supportingmultiple VMLs andmultiple solver paradigms. In Section
6, we conclude by summarizing the contributions of the research
presented in this paper, identifying its limitations and presenting
future lines of research to overcome them.

2 BACKGROUND AND MOTIVATION
2.1 A Proposal for a Generic Model-Driven

Architecture for Variability Model
Reasoning

The PLEIADES architecture proposed in [20] aimed to provide a
generic framework to automate reasoning on graphical variability
models. The genericity of the approach hinged on being agnostic to
the input VML and to the language accepted as input by the solvers
used for automated reasoning. The architecture is itself based on
1https://www.uvlhub.io/

an earlier proposal [18] that proposed utilizing the Common Logic
Interchange Format (CLIF) [38] as the language for encoding
VML semantics. The PLEIADES architecture uses CLIF as a pivot
language between various VMLs and various solver input languages
handling 𝑁 VMLs and𝑀 solver input languages with only 𝑁 +𝑀

transformations rather than 𝑁 ×𝑀 where variability models are
directly transformed into formal knowledge bases as done in almost
all previous tools reasoning on variability models.

The arguments for CLIF’s use is that it was designed to be read-
able by both humans and machines to represent and exchange first-
order logic knowledge bases with some higher order extensions.
Its expressive power is superior or equal to that of the languages
accepted as input by the four main solver paradigms used to rea-
son on variability models in previous published approaches in the
literature:

• Logic Programming (LP) [46] and its Constraint Logic
Programming (CLP) [29] extensions which were used for
the foundational VML analysis tool [40] and the original
VariaMos tool [68].

• Constraint Satisfaction Problem (CSP) solvers and their
extensions for Constraint Optimization Problems (COP)
[25] which were used for the COFFEE [69] and Familiar [1]
tools.

• SATisfiability (SAT) solvers [34] and their extensions with
Satisfiability Modulo Theories (SMT) [24] were used for
FeatureIDE [66], FlamaPy [32], Splot [50], Glencoe [60], Ker-
nelHaven [43], and pure::variants [14].

• Description Logic (DL) engines and their semantic web
reasoning extensions [6] which were used for the AUFM
tool [54].

The key insight in [18] is that the semantics of all the graphical
VMLs can be expressed in CLIF, which can in turn be used to
generate input specific to each solver (or family of solvers) [20]. In
this way, adding a new VML or solver would only need a single
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Figure 3: PLEIADES architecture’s [20] Component Diagram with the proposed extensions. The elements from the original
proposal are in yellow and the modified or added components are in cyan.

additional translation on the VML (input) side or on the solver
(output) side, all within the same architecture, while reusing already
available language transformations.

A simplified schema of the PLEIADES architecture’s pipeline is
shown in Figure 2. In this figure, all the elements outlined in the
original proposal are in white with solid borders. It essentially con-
sists of expanding the basic pipeline shown in Figure 1 to allow for
the many-to-many correspondence of VMLs and solvers by utilizing
CLIF as an intermediary. The gray elements with dotted outlines
correspond to the extensions necessary to cover the architecture’s
limitations, which are the subject of Section 2.2.

The PLEIADES architecture is designed as a REST Web Service
[59] where the model in a given VML is accompanied by two declar-
ative specifications. The first encodes the semantics of the VML in
the form of a mapping from the VML abstract syntactic elements
to CLIF sentence elements. As shown in Figure 2, this specifica-
tion is used to translate the variability model into a CLIF sentence.
This sentence can then be translated into a sentence of the KRL
understood by the solver chosen to reason on the variability model.
The second declarative specification associated with the variability
model defines the reasoning task to be performed by the solver.
These tasks can be for example detection of a specific class of VML
defect or interactive configuration.

The new, extended PLEIADES architecture has five top-level
components (c.f. [20] for a much more detailed explanation of each
component and its design choices), as shown in Figure 3:

• The entry point web service, SPLE Reasoning Web Ser-
vice, that handles the web requests and orchestrates the
operations provided by the other components.

• A component, VM2CLIF Translator, that transforms the
input variability model into CLIF. In the original PLEIADES
architecture, it was a stand-alone component tied to the
transformation of the graphical models. As shown in Figure
3 the extended architecture makes it abstract and specializes
it into a Translator component for each type of model
(textual and graphical), as described in Section 3.1.

• A component CLIF2GenericCSP Translator that trans-
forms the CLIF model into a semantically-equivalent solver-
agnostic (generic) CSP specification. While CLIF can repre-
sent the logic underlying any solver input, as they are all
ultimately expressible in first-order logic, its concrete syntax
differs from that of the solver input languages. This transfor-
mation involves parsing the CLIF sentences string into an
Abstract Syntax Tree (AST) [2] and then translating it into the
AST for the solver-agnostic CSP specification language. As
will be seen in Section 3.2, this remains true for the addition
of the third solver family that we explore in this article.

• A component (Generic2SpecificCSP Translator) that
takes a solver-agnostic CSP specification and translates it
into a solver specific input. It is shown as modified in Figure
3 because it must include an additional translator for the
third solver family.

• A component (Solver Controller) which interprets the
requested reasoning task, orchestrates multiple calls to the
solver when needed, assembles the solutions returned by the
solver and sends the result to the top-level web service com-
ponent. It is composed internally of a component (Solver
Bridge) whose purpose is to handle the life-cycle of the
solver, provide its input and extract its raw output. Given
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that each solver has its own specific API, one must have set
of bridges, one for each solver. However, to preserve the sep-
aration of the controller from the solver-specific API, each
bridge exposes the same interface to the controller, applying
the dependency inversion pattern [49].

This multilayered architecture corresponds to the top portion
of the simplified schema of the pipeline depicted in Figure 2. The
set of operations and the objects passed through each layer of the
architecture are detailed in Figure 4. Of particular note is that only
three activities change from the initial to the extended architecture.
These changes are encapsulated inside these activities and corre-
spond to the modifications needed for accommodating the textual
languages and more solvers. In this case, the nature of the pipeline
stays the same. We will return to this in Section 3.3.

2.2 Limitations of the Original PLEIADES
Architecture

The original PLEIADES architecture suffered, however, from two
main limitations: it did not consider neither Textual VMLs and
their semantics, nor a larger set of solver families. In addition, the
publications about it [18, 20] did not discuss the degree to which
the input languages to the different solvers could be generalized
and did not include scalability benchmarks.

The first limitation of the original PLEIADES architecture is
quite significant since, in practice, there are many relevant purely
textual VMLs, as attested by a recent survey [10]. Moreover, each of
these languages has its own grammar and structure which contrasts
with the principle outlined in the PLEIADES proposal where all
Graphical VMLs are Directed Graphs [15]. This VML-agnostic graph
structure was leveraged in the original PLEAIDES architecture to
generically transform the variability model into CLIF. But textual
VMLs lack such a language-agnostic graph structure, which is due
to the fact that, although as a product of parsing one may generate
a graph-like AST [2], text, by itself, is unstructured.

The second limitation of the original PLIEADES architecture
is tied to the construction of the input for other sets of solver
families than those originally considered, Constraint Satisfaction
Problem (CSP) solvers [25] and Constraint Logic Programming
(CLP) solvers [29]. In the architecture, both of these solvers are
managed through the generation of a string representation of the
input problem to be sent to the solver, and then invoking a sub-
process to read said string and return the result. This differs from,
for instance, the API offered by the Z3 solver [23] from the SMT
family [24] that offers an object-oriented [42] API to construct the
problem programmatically.

The lack of scalability evaluation of the original PLEIADES archi-
tecture and prototype implementation was also important since one
can suspect that there will be a significant trade-off between the
genericity of the architecture and the computational overhead of
decomposing the transformation into several intermediate layers.

3 EXTENSIONS TO THE ORIGINAL PLEIADES
ARCHITECTURE AND PROTOTYPE

Faced with the limitations evoked in Section 2.2, we have addressed
them one by one by proposing and implementing a series of ex-
tensions to the original PLEIADES architecture. The purpose of

these extensions is twofold. First, we aim to determine, by critically
examining the original proposal, whether the architecture is indeed
amenable to the integration of these key features without signifi-
cant alteration as originally claimed. Second, we seek to show how
to concretely add these extensions and their impact on the overall
architecture.

The starting point for the extended PLEIADES prototype is the
open-source original prototype. This is important since one of the
key claims in the original paper hinge on extensions such as those
presented here being able to be effectively implemented. Moreover,
it is claimed as one the main requirements for the original architec-
ture that it must “[... s]upport low-cost [...] addition of newDSVMLs”
and that it must “[... support] low-cost addition of interoperability
with solvers from different paradigms” [20]. We can only verify
these claims in practice by actually performing such additions, and
in particular, measure the “cost” by the effort necessary to adapt
the architecture and its implementation.

3.1 Handling Textual VMLs
Textual languages pose a challenge to the original PLEIADES ar-
chitecture because the abstract syntax of each of them is specified
as a different grammar, whereas the abstract syntax of graphical
models can share a graph-based meta-model. Processing a textual
language thus requires a parser [2] that can recognize the language,
detect the well-formedness of models, and build a structured rep-
resentation, the Abstract Syntactic Tree that supports both their
programmatic manipulation and the association with its semantic
specification. Since the input is raw text, it cannot be trivially put
into a structured representation, such as JSON [21] over which the
original semantic specification approach could be applied.

This being the case, we posit that there are two possible ways to
add support for such languages within the architecture:

• Adding an additional layer to the architecture that trans-
forms the textual model into its equivalent in graph form
and then said model is fed to the rest of the architecture.

• Adding a layer in parallel to the graph-based CLIF generator
that transforms the textual model directly.

We consider that the latter of these options is the most adequate
for several reasons. Transforming the model into a graph-based
language would necessitate the additional definition of an abstract
syntax and translation rules on top of the need for the parser and
the code generation rules to create the graph in the first place.
This double indirection before even entering the pipeline of the
original architecture would be too costly in terms of additional
computation. In addition, the presence of relations that are not
expressible as edges in a graph (involving several nodes at once)
would nevertheless need to be rendered textually [20].

The process of integration involves the addition of only two
elements to the architecture for each new language:

• A parser that generates the CLIF encoding of the original
textual model.

• A mechanism to invoke the parser from the architecture
and provide the generated CLIF to the CLIF2GenericCSP
Translator.
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Figure 4: PLEIADES architecture’s [20] Analysis Pipeline Activity Diagram with the proposed extensions. The activities and
objects from the original proposal are in white and the modified or added components are in cyan.

3.1.1 The Universal Variability Language. Given that textual VMLs
are all different syntactically and semantically, it was necessary
to make a choice as to which would be the most suitable to con-
cretely realize the extension of the architecture. Ideally one would
utilize a “standard” language for this purpose. Unfortunately, while
there have been several standardization efforts, most notably the
Common Variability Language (CVL) [35] and the Variabil-
ity Exchange Language (VEL) [61], neither of these efforts has
led to the publication and adoption of a standard. The latest effort
that has managed to garner support in the SPLE community is the
Universal Variability Langauge (UVL) [64]. This language is an
attractive choice because it has been adopted as the export format
for several popular variability modeling tools such as FeatureIDE
[66] and pure::variants [14], which would open up the possibility
of interfacing a prototype of the architecture with these tools. An
example UVL model for a computer [65] is shown in Listing 1.

3.1.2 Implementing the Extension. Having decided on the use of
UVL, now comes the question of its implementation within the
extended PLEIADES architecture. The first step is defining its log-
ical semantics in CLIF of the constructs of the langauge. These
semantics follow closely those defined for Extended Feature Mod-
els [12, 26, 48, 51]. Though no complete description of the complete
logical semantics of UVL has yet been presented, we have based
our semantics on those hard-coded into two earlier tools that use
UVL as their input format: FlamaPy [31] and the UVL Language
Server [47] IDE extension.

1 features
2 PC
3 mandatory
4 RAM
5 or
6 "8GB"
7 "16GB"
8 CPU
9 "Power Unit"
10 alternative
11 Large
12 Small
13 optional
14 "Designated GPU"
15 constraints
16 "Designated GPU" => Large

Listing 1: Example UVL model for a computer reproduced
from [65].

With the semantics in place, it was necessary to construct a
parser capable of producing CLIF models based on them. To do this,
we have based our implementation on the grammar of the parser
proposed in [65], the main reference implementation of UVL. The
structure of our parser is based on the classic lexer/parser/code
generator structure [2]. Its implementation has been done in Prolog
and included in our extended version of the original prototype.
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Figure 5: Current Extended Prototype instantiating the PLEIADES architecture with its additions. Components in yellow
(concrete) and white (abstract) correspond to components from the original architecture. Components in green (concrete) and
cyan (concrete) and blue are the newly implemented components.

We then instantiate the TextualVM2CLIF Translator component
inside the architecture in Python and use Prolog’s Python Foreign
Language Interface [71] to call the parser and receive the resulting
CLIF.

3.2 Adding solvers from the SMT family
SMT solvers are the natural choice as the next solver family to
integrate into the architecture for they have been applied with good
results in variability model reasoning (c.f., for example, in [47]),
as well as for reasoning tasks in a variety of other domains [24].
Out of the solvers available in this family, we have selected Z3 [23],
a mature, robust and well-documented solver with a Python API
which should considerably facilitate its integration into PLEIADES.

The problem of extending the architecture to handle an SMT
solver raises two main questions which we will address in order:

• Do solvers from this family fit into the approach of constructing
a GenericCSP as done in the PLEADES architecture?

• Is the mechanism for controlling the solver from the architec-
ture analogous to that of the other two solver families?

3.2.1 Correspondence of the Structure of a Generic CSP with the
Problem Structure for an SMT Solver. The expressive power of an
SMT solver is dependent precisely on the theories over which it
reasons [24]. Considering that there is a direct correspondence be-
tween the expressivity of constraint solvers (either CLP or CSP)
and SMT solvers equipped with a theory for integer arithmetic and
equality [9], it is possible to affirm that, at a minimum, they are
capable of expressing the same types of constraints. In all cases we
have the same three fundamental elements of a “constraint” prob-
lem: a set 𝑉 of variables, a set 𝐷 of domains whence the variables
take their values (like the natural numbers N or the integers Z) and
a set 𝐶 of constraints that must be respected [25]. This leads to an
affirmative answer to the first question posed, which is whether it
is possible to frame an SMT problem under the same GenericCSP
structure as is done in the architecture.

3.2.2 Controlling an SMT Solver. As described in the original archi-
tecture [20], the Generic2SpecificCSP Translator generates a
representation in the textual input format of a specific solver. While
it would be possible to directly control Z3 by running a sub-process
and writing the model out in the SMTLib [8] text-based format,
this is disadvantageous since it would require including another
parser to interpret the textual output and reintroduce it back into
the architecture. Instead, Z3 exposes an object-based API within
Python to both construct the problem and its solution. The Z3 run-
time is handled through Python’s C Foreign Language Interface.
Moreover, from an extensibility viewpoint, it is interesting to be
able to interact with solvers with this type of API (e.g. PySAT [37]
that exposes various SAT solvers with a single Python API).

The radical change is that instead of defining a translation from
the GenericCSP into text, as described in [20], a set of objects is
constructed directly within the Python runtime. Running the solver
and obtaining the results consists of simply calling the appropriate
functions of the Z3 API.

3.3 Changes to the Model-Driven Architecture
The two large extensions to the architecture outlined above entail
remarkably few changes to its structure. In particular, only one
of the original architecture’s high-level components (the VM2CLIF
Translator) is modified in a fundamental way. This component
was proposed as being the sole entry-point for translation of vari-
ability models in the orignal PLEIADES architecture, making use
of the declarative semantics specification to generate the CLIF repre-
sentation of the model. The introduction of textual models forces
the approach to change whereby the concrete component that used
to correspond to the VM2CLIF Translator becomes a Graphi-
calVM2CLIF Translator as depicted in Figure 3. This accommo-
dates for the possibility of having another type of “Translator” to
handle textual languages (shown as TextualVML2CLIF Transla-
tor). It includes the parser necessary for the analysis of the lan-
guage and the construction of the CLIF representation. Concerning
the generation of the solver input for the new solver family, the
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Generic2SpecificCSP Translator only changes internally, by
including the additional translation mechanism. Its place in the ar-
chitecture remains the same, as does the signature of its operations.
In the case of the Solver Bridge, the only change to the architec-
ture is that an additional subclass must be added corresponding the
new solver, though this is mainly tied to the implementation.

3.4 Prototype Implementation
Given that the architecture changes relatively little, and as detailed
in Sections 3.1.2 and 3.2, the implementation of our extended pro-
totype primarily involves the addition of the new components for
textual VMLs and the SMT solver. We depict in Figure 5 how the
prototype specializes the abstract components of the architecture.
Given that the original prototype closely follows the original ar-
chitecture [20], this is also the case for the new prototype. One of
the key motivations behind the implementation is to demonstrate
concretely that the architecture’s improvements are indeed feasible.

The prototype is made freely available as an open-source tool at
https://github.com/ccr185/semantic_translator. The exact release
version for this article can be found in [19].

4 BENCHMARKS AND EVALUATION
One of the principal goals of this research is to determine whether
the architecture, in its extended form, is indeed capable of scaling
as the sizes of the variability models grow. We define the notion of
“real-sized” variability models as those ranging into the hundreds of
features and constraints, as argued, for instance, in [62]. In addition,
since the architecture is ultimately designed to provide tooling
within a larger modeling framework, be it graphical or textual, we
argue that scalability is the ability of the framework to present
results within a reasonable time frame to users. Previous studies on
user behavior [5, 33, 52] suggest that users expect to receive results
from information systems in the range of 2 to 10 seconds.

4.1 Nature of the Dataset
For our scalability test we have selected the largest dataset available
on UVLHub [67], a repository of shared UVL models. In particular,
we have picked the “Complete SPLOT Dataset2”, which contains
a conversion into UVL of nearly all models originally created for
the SPLOT [50] tool. This dataset is pertinent because it is repre-
sentative of the large range of models that are encountered both in
academia and in industry [7, 30]. The model sizes range from 11 to
625 features, with a similar range of cross-tree constraints among
the features. Since the models in the dataset are based on user sub-
missions to SPLOT [50], it cannot be expected that all models are
necessarily satisfiable, in particular given the fact that the cross-tree
constraints users may place on the models are not checked before
inclusion into the original repository nor for the dataset.

4.2 Measurements and Set-up
In order to carry out the measurements for our benchmark, we
have first instrumented the prototype implementation to gather
statistics on each element of the dataset, in particular the number
of features and constraints that are contained in each model. Next,

2Available at https://www.uvlhub.io/dataset/view/20.

we have prepared a set of scripts that run each model through the
prototype and gather the precise runtime (using the system clock)
of each run. A repository with the exact scripts and data needed
for replication is made available at [19].

The testing procedure is then done as follows for each of the
available solver back-ends:

• Launch a local instance of the prototype on the test machine
as a web service.

• Create a .csv file that will store the runtime information.
• Find all the “.uvl” files in the benchmark folder and create
a request JSON file including the contents of each model
together with a specification of a reasoning task, checking
for satisfiability of the model.

• Run a web request to the prototype, gathering the time taken
for the entire round-trip without the (very variable) network
overhead.

• Record the response from the prototype and the runtime
information in the CSV file.

In order to have a very precise view of the runtime of the system,
the instrumentation measures the exact time the thread handling
the requests spends on the entire pipeline within the prototype.
We disregard the network overhead in the measurements for two
reasons: (a) it is likely to be highly dependent on the specific web
server and network conditions in real deployments, and (b) it gen-
erally is not consistent, even across identical requests in our testing.
In addition, for efficiency reasons, we ran 16 tests in parallel on the
server, each being handled by a server thread. This procedure is ran
a total of fifteen times, five times for each of three solvers included
in the prototype, which are then averaged to give a final runtime
for each model.

The machine on which the tests were carried out has the follow-
ing characteristics:

• CPU: Intel i9-11900K @ 3.5 GHz (8 cores)
• RAM: 4x16GB DDR4 @ 3200 MHz
• OS: Ubuntu 22.04 LTS
• Python Runtime: Python 3.10.6 (Anaconda)

4.3 Results
The primary run-time results are shown in Figure 6. The figure
depicts three data series: (1) the average run-time for each model
using the SWI-Prolog solver (shown as green dots), (2) the average
run-time using the MiniZinc solver front-end (shown as purple
dots), and (3) the average run-time using our newly-added Z3 SMT
solver (shown as blue triangles). The figure is semi-logarithmic,
with the axis corresponding to the model size being logarithmic.
The model size is taken to be the number of features added to the
number of constraints (cross-tree or otherwise) contained in the
model. We have also fitted exponential curves to the three data sets.

The data suggest that the runtime performance for models in this
size range is remarkably similar across the different solver back-
ends. Moreover, their performance is nearly identical for models
with a total size smaller than 100. Incidentally, it is around this
point that the computation time begins to grow exponentially, in
line with what one would expect of problems that are fundamen-
tally NP-complete and hence exponential in the worst case [25, 34].

https://github.com/ccr185/semantic_translator
https://www.uvlhub.io/dataset/view/20
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Figure 6: Performance Data for the extended PLEIADES architecture.

This suggests that there is a minimal overhead for the orchestra-
tion of the pipeline operation’s, notably the transmission of data
to/from the solvers and to/from the UVL parser of approximately
∼50 milliseconds.

4.4 Discussion
Several conclusions can be drawn from the data regarding the pro-
totype and its implications for the architecture. First, it is clear that
there is a minimal overhead that will always be present, indepen-
dent of any particular prototype, simply because the architecture
requires orchestrating the communication between different tools
with, in general, their own independent runtime, that requires
memory allocation, loading inputs and transmitting the outputs.
Nevertheless, for the cases examined, this overhead is minimal and
is unlikely to be the cause of future scalability issues.

A second conclusion is that for the entirety of the dataset in
question, the execution time of the architecture’s prototype con-
forms to our informal measure of “a reasonable amount of time”, i.e.,
providing an answer in less than 2 seconds. The exponential curves
that our modeling software has fit to the data do not correspond
exactly to the trend apparent in the upper range of data, since they
seem weighted by the numerous models of small and intermediate
size. Both the curves and the data suggest an exponential trend as
the model size grows, which corresponds to the expectations one
would have of combinatorial problems as is the case of determining
satisfiability of variability models [45]. The implications for the
architecture are twofold: (1) just like for any other automated anal-
ysis tool, the eventual bottleneck in computation will be solving
the model, whose scaling will depend on the optimizations and
meta-heuristics implemented by the solver; and, (2) as larger and
larger models are employed, care must be taken to ensure that the
processing overhead does not augment significantly, that is, not just

the overhead for the orchestration, but the overhead for parsing
the CLIF models or the variability models, constructing the Generic
CSP, generating the solver’s input, and all other miscellaneous
tasks.

A third and final conclusion is that the performance of the newly
added solver is nearly identical though consistently slower than
that of the two earlier solvers. We hypothesize that this may be
due to the object-oriented API of Z3, since Python will necessarily
need to perform a large amount of object creation and its associated
memory management, rather than as a consequence of belonging
to the SMT solver family.

It is important to highlight that the prototype we’ve presented
manages to scale well in the range we have tested. This lends cre-
dence to the architecture’s adequacy as the design for a generic tool
for automated analysis of variability models. Though our implemen-
tation has been done in Python, in our view, there is nothing that
would impede an instance of the architecture from being rebuilt in
another language, e.g. C++ or Rust, where the performance could
potentially be much improved. In addition, this being a research
prototype, further improvements to the implementation can dras-
tically reduce the overhead for the pipeline, for instance, with a
high-performance parser for CLIF.

4.4.1 Threats to Validity. Our work is subject to several threats to
its internal and external validity. In terms of Internal Validity we
have two main concerns: first, the feasibility of the architecture
(a threat also cited in the original proposal [20]), and, second, the
validity of the measurements here presented. We counter these
concerns in several ways. The prototype we presented corresponds
very closely to the architecture’s design, whose modifications we
examined and justified in Section 3. Moreover, the scalability testing
we used to stress-test the prototype, and presented in this article,
serves to give faith in the correctness of the implementation and the
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architecture’s ability to cover its intended purpose. We also show
that the PLEIADES architecture, as conjectured in the original
proposal, can indeed be extended beyond the graphical modeling
environment with which it was built and originally tested. The
architecture has been designedwith a standard andwell-understood
modeling language (UML) [63] with feedback from practitioners,
peers in the field, and users of the tool.

As for the measurements, we have utilized the Python runtime’s
time module’s thread_time_ns function to precisely measure the
time spent on computation with nanosecond accuracy.We have also
performed the measurements directly within the prototype’s code
independently of the network handling to avoid any interference
with the measurements, and to isolate the runtime that is dedicated
to the processing pipeline. We have performed several runs for each
model and solver combination and averaged the results.

Next, in terms of external validity, we firstly recognize that
our scalability experiments concern primarily the newly added
extension on the input side. We are unfortunately unable to perform
such an experiment with graphical models for the principal reason
that, to the best of our knowledge, the authors of the VariaMos
[68] tool, which was target of the original prototype, do not have a
corpora of models available for these purposes. We have also not
tested the entirety of the datasets available on UVLHub. We have
chosen the SPLOT dataset primarily because of the large number
of models it contains and the large diversity in size it presents, and
that it is representative of models encountered both in research and
practice [7, 30].

Finally, the informal definitions of real-sized models and reason-
able amount of time pose a threat to construct validity. We have
sought to base the former on previous empirical studies on indus-
trial models [62], though we are aware of the existence of consid-
erably larger models existing in industrial practice [41]. The latter
definition we have based on studies of user-behavior [5, 33, 52] w.r.t
to the response time of applications, though we do concede that
the exact value is arbitrary to a degree, there being no consensus
on a precise value for this parameter.

5 RELATEDWORK
In this paper we present an extension, implementation and scala-
bility evaluation of PLEIADES [20], a generic model-driven archi-
tecture for variability model verification and configuration automa-
tion for models written in a variety of languages and leveraging
solvers from different paradigms. In [20], the PLEIADES proposal
was compared with previous work in variability model verifica-
tion and configuration automation, notably Feature IDE [66], its
related project FAMILIAR [1], FlamaPy [31], the COFFEE Frame-
work [69], SPLOT [50], Glencoe [60], ClaferTools [4], Kernel Haven
[43], pure::variants [14], and Gears [44]. This comparison was done
along five dimensions: (a) architecture model, (b) VML expressive-
ness, (c) solver input language expressiveness, (d) whether that
language was a standard and (e) whether the model verification
and/or configuration tasks carried out by the solver were declara-
tively specified as data or hard-wired in imperative code making
multiple queries to the solver which are needed for complex tasks.
We now summarize these results. Concerning (a), the PLEIADES
architecture was the only one, with Kernel Haven’s, to cover both

structural and behavioral aspects, with PLEIADES being more fine
grained (and thus easier to faithfully implement). Concerning (b),
PLEIADES was the only one to simultaneously support integer
attributes, first-order constraints and runtime, context-aware vari-
ability models for dynamic SPLs. Concerning (c), the CLIF language
proposed in PLEIADES is the only one, along with Clafer, to si-
multaneously cover integer domains, first-order constraints, utility
functions supporting search for an optimal configuration and incre-
mental reasoning, but with Clafer’s meta-programming capability
being unclear. Concerning (d), the uniqueness of the proposal to
use the CLIF standard was highlighted. Concerning (e), it was found
that PLEIADES and Kernel Haven were the only two proposing
a declarative specification of the reasoning task (verification or
configuration) to be carried out by the solver.

Concerning the PLEIADES extensions that we present in this
paper, the closest related approach is FlamaPy’s [31]. It supports
multiple VMLs, including UVL. However, it supports a single solv-
ing paradigm, SAT, whose KRL is known to be far less expressive
than those of the CSP, CLP and SMT paradigms incorporated in our
PLEIADES extension. These three paradigms can all be viewed as
extensions of SAT to concisely represent non-Boolean, first-order
and soft constraints. Adding new solver paradigms would require
rethinking FlamaPy’s architecture with its pivot language at the
abstract syntax level, in the direction of PLEIADES with a semantic
level pivot language.

Another recent approach is that of the UVL language server
(UVLS) [47]. It suffers from the inherent limitations of an ad-hoc,
single VML, single solver architecture, for it transforms the UVL
model directly into an SMT specification to be solved by Z3 [23].

To the best of our knowledge, no reasoning scalability study has
been published for either of those tools. Performing such a study is
difficult for a third party, since the user interfaces of those tools do
not provide options to generate run time performance logs.

6 CONCLUSION
In this article, we have presented two major extensions to the
initial PLEIADES architectural proposal [20] to provide a generic
model-driven architecture for automated reasoning on variability
models. The first extension, detailed in Section 3.1, concerns the
capacity of the architecture to handle purely textual VMLs, whose
absence was its main limitation. We showed how to extend the
architecture to handle textual VMLs in general. We also showed
how to implement this extended architecture to make it capable
of reasoning on models written in UVL [64], a textual VML that is
starting to gain traction in the SPLE community to help provide
some SPLE tool interoperability.

The second extension, presented in Section 3.2, details the ex-
tension of the architecture to leverage solvers from a third para-
digm, namely SMT solvers[24], complementing the CSP and CLP
paradigms already incorporated in the original architecture. We
show how to extend the architecture to add SMT solvers in general
and how to implement this extension by adding the Z3 SMT solver
[23]. For the resulting extended architecture we have provided
detailed structural and behavioral models.

The second major contribution presented in this paper is the
scalability and performance experiments we carried out on the
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prototype implementation of this extended architecture. We have
instrumented the extended prototype for it to be able to generate
detailed performance measurement logs. We also examined the
relative performance of the new SMT solver, Z3, w.r.t. the CSP
meta-solver MiniZinc (with the Geode solver) and the CLP solver
in SWI-Prolog (with the CLPFD library) already integrated in the
implementation of the original architecture. We also discuss the
minimum overhead that a generic architecture introduces, as com-
pared to single-VML single-solver tools, in return for its ability to
be agnostic and versatile in terms of the input VML and the solver
used to reason on it.

It is our hope that this extended architecture, the ease with which
it can be instantiated, and its provided open-source baseline im-
plementation will constitute a stepping stone towards the creation
of an interoperable, reusable specialized SPLE tool ecosystem dis-
pensing researchers of re-implementing a whole variability model
analysis tool from scratch to test any novel idea in the field.

6.1 Limitations
The extended PLEIADES architecture has one major limitation that
is worth discussing: while integrating new textual languages or
solvers will not, in principle, require any architectural changes,
they do imply a non-trivial implementation effort. This is due to
the simple fact that a custom CLIF code generator must be fit to a
(new or existing) parser for said language, and, for the solver, a code
generator from a generic CSP representation has to be designed.

In addition, it remains unclear how VMLs that model constructs
such as the assets implementing the concrete leaf features of an SPL
or even temporal and state constraints, such as the full Clafer [39]
language, can be reasoned upon within the extended PLEIADES
architecture. Its current declarative representation of generic CSP
and reasoning tasks will likely require further extensions.

6.2 Future Work
We intend to continue this work in several directions. First, we
would like to add the ability to generate Generic Constraint Pro-
grams at different “levels”, i.e., as integer arithmetic problems or
as purely boolean problems as a function of the expressivity of the
input language. Indeed, UVL models can be annotated with the
“theories” (named “levels” in their presentation [64]) necessary for
solving them.

Next, we would like to add further fine grained control to the
solving strategies employed by the solvers, such as incremental [27]
solving and warm-starts (reusing previous complete or incomplete
solutions as starting point for search) [28] to support more efficient
solving. We suspect it would be beneficial to enable portfolio [3]
solving strategies leveraging all solver back-ends simultaneously.

Another avenue we wish to pursue is the treatment of the archi-
tecture itself as a software product line, whereby fully configurable
distributions could be produced for particular needs, for instance,
including a commercial solver if the licenses are available.
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