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Abstract—Recent studies have explored the potential of Ma-
chine Learning (ML) for intrusion detection systems (IDS) in
the Internet of Things (IoT) system. However, low latency and
privacy requirements are important in emerging application sce-
narios. Furthermore, due to limited communication resources,
sending the raw data to the central server for model training
is no longer practical. It is difficult to get labeled data because
data labeling is expensive in terms of time. In this paper, we
develop a semi-supervised federated active learning for IDS,
called (METALS). This model takes advantage of Federated
Learning (FL) and Active Learning (AL) to reduce the need
for a large number of labeled data by actively choosing the
instances that should be labeled and keeping the data where
it was generated. Specifically, FL trains the model locally
and communicates the model parameters instead of the raw
data. At the same time, AL allows the model located on the
devices to automatically choose and label part of the traffic
without involving manual inspection of each training sample.
Our findings demonstrate that METALS not only achieve a
high classification performance, comparable to the classical FL
model in terms of accuracy but also with a small amount of
labeled data.

Index Terms—Federated Learning, Active Learning, Intru-
sion Detection System, Internet of Things, Cybersecurity.

I. INTRODUCTION

The rapid expansion of wearable devices and sensors in
the Internet of Things (IoT) has catalyzed an unprecedented
surge in data generation, ushering in an era of ubiquitous
computing [1]. This phenomenon, where devices are in-
terconnected in a seamless network, facilitates the contin-
uous exchange of data, thereby enhancing the utility and
functionality of IoT ecosystems. However, this technological
revolution brings significant security challenges and privacy
concerns. The decentralization and ubiquitous nature of data
generation and processing in IoT networks increase the
vulnerability to cyber-attacks and data breaches. In this
context, securing the myriad points of data exchange and
processing across the network becomes a paramount concern.
Furthermore, the main issues during the development of
intelligence-based detection systems are (i) collecting data
on a central server and (ii) labeling these data, which is
time-consuming [2]. Specifically, analyzing and collecting
these data in a centralized framework presents significant
challenges, particularly in terms of privacy, latency, and
scalability. Centralized data analysis systems, while powerful,
often fail to address these critical issues effectively. To solve
this problem, Federated Learning (FL) has been used by

allowing a group of devices or clients to collaborate on a
shared model while keeping their raw data locally stored [3].
Instead of transferring the sensitive data to a central location,
FL operates by training machine learning (ML) models on
each device and then sharing and aggregating the updated
model.

In addition, given the nature of FL and IoT systems
where devices are distributed and often beyond human reach,
accessing them to label their data can be a difficult and
impractical task [2]. Furthermore, the data labeling task does
not ensure the selection of high-quality samples, which are
more significant to the model and impact its performance.
Thus, the use of Active Learning (AL) is a promising
approach to deal with the need for a huge amount of labeled
data. With AL, the learning algorithm selectively queries
labels for informative data points and presents a solution to
the labeling challenges in FL. Additionally, it can achieve an
exponential acceleration in labeling efficiency [4]. Therefore,
the combination of FLL and AL can enhance IDS efficiency
using both labeled and unlabeled data. Therefore, this paper
presents a semi-supervised federated active learning for IDS,
called METALS, a distributed and intelligent method to help
the network security expert to label network data and detect
attacks without privacy concerns. The main contributions of
this paper are summarized as follows.

e We introduce METALS, a semi-supervised federated
active learning framework for IDS, enhancing data uti-
lization in a federated context.

o We conduct evaluations of various AL strategies, in-
cluding Random Sampling, Entropy Sampling, Margin
Sampling, and Least Confidence Sampling.

e We compare METALS’ effectiveness against traditional
FL, using FedAvg and FedProx, to highlight its perfor-
mance benefits.

The rest of the paper is organized as follows. Section II
provides related work and Section IV presents our propo-
sition METALS. The experimental settings and results are
presented in Section V. Finally, the conclusion is provided
in Section VL

II. RELATED WORK

Most of the existing FL-based IDS solutions are based on
supervised learning algorithms [5] where they have focused
only on the labeled data without taking advantage of the



unlabeled data. As a result, under such conditions, the models
can overfit on the labeled data. Due to these limitations,
researchers have shifted towards semi-supervised FL frame-
works to leverage both labeled and unlabeled datasets more
effectively. In this context, the authors in [2], [6], proposed
for the first time, a semi-supervised FL model for IDS. In
particular, the devices learn only the data representations
through an unsupervised model (autoencoder). Then, the FL.
server not only generates a global model, but it exploits a
small amount of labeled data to conduct supervised learning.
Similarly, the study in [7] proposed a new Federated Self-
Supervised Learning framework for IDS, called FSSL. In
particular, FSSL also used an autoencoder model for fea-
ture extraction tasks using unlabeled data and the transfer
of knowledge for model parameters initialization with the
encoder layers.

The work in [8] provided a CNN-based semi-supervised
method. The authors assumed that each node initially is
trained with labeled data so that the traffic information
obtained from other unlabeled data is classified using a
discriminator considering the previous training. Moreover,
the authors in [9] employed a transfer learning-based method-
ology, where a cloud model is trained with labeled data
and this information is used by the end nodes for attack
classification on unlabeled data. In particular, the authors
develop a better representation of complicated attacks using a
graph-based model known as a subgraph aggregated capsule
network (SACN). Among all, the most closely related work
has been proposed in [10] where the authors proposed a
novel FL-empowered semi-supervised active learning (FL-
SSAL) framework within a zero-touch network and ser-
vice management (ZSM) architecture. Using entropy-based
active learning, their framework selectively annotates the
most informative samples from unlabeled datasets, achieving
superior intrusion detection accuracy with reduced annota-
tion and communication overheads compared to traditional
techniques.

Although these existing works explore semi-supervised
learning and FL for IDS, they primarily focus on using
unlabeled data for feature extraction or initial model training.
In addition, most of the proposed solutions, including the
use of autoencoder for feature extraction and CNN-based
methods for semi-supervised learning, are based heavily on
specific model architectures. Although the FL-empowered
semi-supervised active learning framework proposed by [10]
addresses annotation overheads through AL, the authors used
the entropy strategy, and the performance analysis was not
well explored.

III. BACKGROUND

For a better understanding of the paper, we first present
the two main concepts that have been used in our proposal:
federated learning and active learning.

A. Federated Learning (FL)

FL is an iterative process composed of two main steps:
local learning and model transmission. Each iteration may

enhance the global model [11]. To begin an iteration, the
FL server chooses a subset of clients to participate in the
learning process, sending them the global model. Once the
global model is received, each client performs local training
using their local data and then sends back their updated model
(i.e., the learned parameters) to the FL server for global
aggregation. This process is repeated several rounds until the
model’s performance meets the desired criteria. Therefore, an
FL scenario can be broken down into two primary phases:
local update and global aggregation [12]. This demonstrates
that with the help of FL, clients can benefit from other
clients’ data without sending their sensitive personal data to
a central server. In this work, we use Federated Averaging
(FedAvg) [3] and FedProx [13] for global aggregation due to
their simplicity, effectiveness, and robustness.

B. Active Learning (AL)

AL is an ML technique that focuses on labeling as little
amount of data as possible while still achieving performance
increases. More specifically, it aims to reduce the need
for labeled data by intelligently querying the labels during
training. It helps to select the most useful samples from the
unlabeled dataset and hand them over to the oracle (e.g.,
human annotator) for labeling, to reduce the cost of labeling
as much as possible while still maintaining performance [14].
AL seeks to optimize the performance of ML models while
minimizing the burden and cost associated with labeling nu-
merous instances. The well-known AL strategies are Random
sampling, Entropy sampling, Margin sampling, and Least
confidence. A brief explanation of these methods is provided
as follows.

e Random sampling: Selects data samples in a random
way. It is simple and easy to implement.

o Entropy sampling: Select the data samples with the
highest entropy scores. Therefore, this algorithm focuses
on the data samples that are the most uncertain.

e Margin sampling: Select the data samples that have the
least difference between the probabilities of the two
most probable classes, which means that it selects data
samples that are on the decision boundary. Thus, it
selects the most informative data points for the model.

o Least confidence: Select the data samples for which the
model is least confident, i.e., with the lowest confidence
scores. Thus, it focuses on the data samples that the
model is least confident about.

IV. THE METALS PROPOSAL

In this section, we present the methodology of METALS
(a seMi-supervised fEderaTed Active Learning for intru-
sion detection System), a novel approach designed to opti-
mize IDS in distributed distributed computing environments,
specifically within IoT. As shown in Fig.1 and Algorithm 1,
METALS takes advantage of FL and AL to address the chal-
lenges of security, data privacy, and efficiency in processing
the voluminous unlabeled data generated by IoT devices. In
particular, the proposed METALS begins with an initial step
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Fig. 1. METALS model for IDS for IoT environments.

of model initialization on the FL server. This initial model,
denoted M, is deployed in a predefined set K of devices
that participate in the network. These devices contribute to
the learning process by providing labeled and unlabeled data
during the communication round 7. In round ¢, a subset of
e devices is selected to actively participate in model training
and enhancement. The AL algorithm within the e devices
selects a subset S; from DY ;.. ..., considered the most
informative for learning. This selection is based on an AL
strategy designed to identify samples that, once labeled, can
significantly enhance the performance of the global model.
After identifying and labeling informative samples, each
device updates its labeled dataset Dy, .., to include S¢ and
trains a local model M in the new augmented dataset. Upon
completion of the training in all participating devices, the
local models M are aggregated on the FL server to update
the global model M,. This aggregation process is crucial,
as it synthesizes the learning achieved across the network
into a coherent model that benefits from the diverse data
and perspectives of all participating devices. The iterative
process of training, AL, and aggregation of models continues
for T' rounds and continues to find the final model M.
This model is then evaluated on a separate test dataset to
assess its performance and effectiveness as an IDS. Upon
satisfactory evaluation, M7 is deployed across IoT devices
for inference tasks, thus improving the security posture of
the entire distributed IoT environment. Algorithm 1 presents
the main learning process of METALS.

V. EXPERIMENT AND RESULTS

In this section, we first present the dataset used during
the experiment. Then, we detail the model architecture used
within METALS solution. Finally, the results are discussed
and analyzed.

A. Dataset description

To evaluate the performance of METALS, we have chosen
one of the most recent datasets, which is called Edge-IloTset
published in 2022 [15]. This dataset consists of 1526482
observations, 61 features, and 1 label, the label contains 15

Algorithm 1: Learning procedure of METALS:

1: Input: Labeled dataset from IoT devices Digpeied;
Unlabeled dataset from edge devicesD niqbeled; Edge
devices K; Training round 7T'; Participants IoT devices
in each round e

2: Output: Trained IDS model M

3: Model initialisation M, on FL server

4: Deploy My to K

5: for eacht =1,2,....,T do

6. foreach K =1,2,...,e do

7: Use My, to predict on D, ;. .ica

8: Apply AL algorithm to select informative Sy
from Dfmlabeled

9: Request labels for Sy

10: Update Dy ,.;.q to include S

11: Train local model M¢ on updated Dy ;.;.q

12:  End for

13:  Aggregate local models My at FL server to update
global model M;

14:  Send the global model M; to K

15: End for

16: Evaluate the final model M1 on a separate test dataset

17: Return Mrp

possible values, benign, and seven different types of attacks'.
Before training the models, the data are normalized using
the Min-Max scaling technique, so all their values are in the
range of [0, 1] to optimize the performance of the training
process.

B. Experimental Setup

We conducted our experiments with Python3 as a pro-
gramming language, Scikit—-learn for the conventional
models, and PyTorch for METALS. Also, all experiments
were run using four core Intel Core i7-6700 CPU@3.40GHz
processor, and 32.00 GB of RAM. The code is available
online.?

1) Data preprocessing: The preprocessing includes steps
such as column selection to remove non-informative or
unnecessary flow features, handling missing values by re-
moving rows, duplicate removal, one-hot encoding for cat-
egorical data transformation, mapping target labels for the
’Attack_type’ variable, feature removal for noise reduction,
and dataset splitting into training, validation, test, and labeled
sets. Similarly to the dataset paper [15], we use the Synthetic
Minority Oversampling Technique (SMOTE) [16] to synthe-
size new examples to oversample minority classes (precisely
MITM, Ransomware, and Fingerprinting). This targeted over-
sampling aims to improve the overall effectiveness of the
model. Furthermore, to simulate a partially labeled dataset,
we select a portion of the samples randomly and use them
as unlabeled data.

Thttps://www.kaggle.com/mohamedamineferrag/edgeiiotset-cyber-
security-dataset-of-iot-iiot
Zhttps://github.com/gautamjajoo/FAL



2) Model: Followed by the model proposed in [15], our
model architecture consists of an input layer, two hidden lay-
ers, and an output layer. Each layer (except the output layer)
is followed by a Rectified Linear Unit (ReLU) activation
function, which introduces non-linearity into the model. The
output layer does not have an activation function since we
use it for multiclass classification. Table I shows the different
parameters of our model. Table II, and Table III summarize
the METALS and the classical FL settings in our simulations,
respectively.

TABLE I

MODEL HYPERAPARAMETERS
Hidden Layers 2
Hidden Nodes 90
Regularization L2
Activation function ReLU
Classification function softmax
Optimizer Adam
Learning Rate 0.001
Client epochs 10
Server Epochs 10
Batch Size 100

TABLE 11
METALS IMPLEMENTATION PARAMETERS
No. of clients 100
Fraction of clients for each round 0.2

Initial labeled data 20%

% of data labeled in each round per client 20%
Communication round 50

Federated Aggregator FedAvg/FedProx

TABLE III
CLASSICAL FL IMPLEMENTATION PARAMETERS
No. of clients 10
Fraction of clients for each round 1
Possible values of 0.3,05,08, 1
Communication round 10
Federated Aggregator FedAvg/FedProx

C. Results

In this section, we provide a comprehensive benchmark
of METALS against classical FL. while varying aggregation
algorithms (e.g., FedAvg and FedProx) under different label
percentages and AL strategies. We also provide an analysis
of the impact of communication rounds.

1) Performance of classical FL: In this subsection, we
provide the performance evaluation of classical FL with
two aggregators (FedAvg and Fedprox). With FedProx, we
also varied the value of u, which affects the performance
of FedProx, and Fig. 2 presents the obtained accuracy. In
particular, all algorithms improved their performance from
the 1% round to the 10*” round and converged to almost the
same global accuracy. This suggests that the FL process was
effective in improving the model’s performance. Furthermore,
it can be observed that FedProx(0.5), meaning pu = 0.5,
gives the highest accuracy in all rounds. The improvement

between rounds is smaller than that of other FedProx variants
and FedAvg. This suggests that FedProx(0.5) might converge
faster to a locally optimal solution, while other FedProx
variants need more rounds to improve. Also, it can be seen
that FedProx(1) might converge faster initially but potentially
sacrifice final performance due to its larger penalty. In
general, a higher value of 11 can accelerate learning but can
also increase instability and model overfitting. Moreover, we
can notice that FedProx generally achieves better accuracy
and F1-score, indicating that it might better balance precision
and recall compared to FedAvg. This could be due to the
regularization effect of the FedProx penalty, which can help
prevent overfitting and improve generalization. Nevertheless,
FedAvg’s performance is more stable across rounds, while
FedProx variants show more variation. This could be due to
the FedProx penalty that introduces some noise into updates,
which could lead to occasional performance fluctuations.

Accuracy vs Round(Classical Federated Learning)

0.92

Accuracy

0.86 —e— FedAvg
FedProx(0.3)
—e— FedProx(0.5)
—e— FedProx(0.8)
084 —e— FedProx(1)

2 4 6 8 10
Round

Fig. 2. Accuracy with classical FL framework

2) Performance with different number of labeled samples:
To evaluate the effectiveness of the proposed METALS,
we conducted several experiments with varying amounts
of labeled data. In these first experiments, we assume that
20% of the client dataset is initially labeled and 20% of
the unlabeled data of the clients is labeled and then added
to the labeled dataset at the sampling step of each round.
Fig. 3, Fig. 4, and Fig. 5 illustrate the impact of different
AL sampling strategies on global accuracy in an FL context
using Fedprox. From these figures, we can interpret that all
AL sampling strategies show an increase in global accuracy
as more labeled data are added. This trend is expected
since more labeled data typically provide the model with
more information to learn from, which improves its ability
to generalize to unseen normal/attack traffic. However, we
also noticed that adding more labeled samples does not
always increase global accuracy. Specifically, there is a
noticeable decrease in performance for all strategies with a
huge amount of data. This decrease could be indicative of
overfitting, where the model starts to memorize the training
data rather than learning to generalize from it. Overfitting
typically occurs when a model is trained on too much data
that includes noise or noninformative samples, leading to
decreased performance during the inference.
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Fig. 3. Global modal accuracy for various AL methods with numbers of
labeled samples - Fedprox(p = 0.3)
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Fig. 4. Global modal accuracy for various AL methods with different
numbers of labeled samples using Fedprox(p = 0.5)
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Fig. 5. Global modal accuracy for various AL methods with different
numbers of labeled samples using Fedprox(u = 0.8)

3) Communication Round Effects on METALS: Table IV,
Table V, Table VI, and Table VII provide the METALS per-
formance details using both FedAvg and FedProx algorithm
with various client sampling strategies. Performance metrics
also include the best client accuracy (B), the worst client
accuracy (W), and the global model accuracy (G) at the 15
and 50" training rounds. Across all sampling strategies, we
can notice an improvement in both the best and worst client
accuracies, as well as the global model accuracy from the 1%t
and 50" rounds. This trend underscores the effectiveness of
FL in improving model performance in successive rounds

of training with AL strategies. Additionally, performance
varies between different sampling strategies, indicating the
importance of selecting an appropriate strategy for data
labeling in FL environments. However, the choice of u
can affect the performance. Generally, a lower p (0.3, 0.5)
often yields a higher global model accuracy by the 50%"
round across all sampling strategies, suggesting that a smaller
regularization term favors more significant contributions from
local updates to the global model in this context. In addition,
these tables provide a comprehensive view of the model’s
performance from individual clients to the global model. In
addition, the improvement in both the best and worst client
accuracies along with the global model accuracy highlights
the METALS model’s ability to balance local and global
objectives. Maintaining this balance can address the security
requirements and difficulties of individual nodes.

TABLE IV
METALS WITH ENTROPY SAMPLING
A 1% round 50 round
ggregator
B w G B \4 G
FedAvg 0.9303 | 0.9246 | 0.93 0.9413 | 0.9300 | 0.9422
Fedprox(0.3) | 0.9305 | 09181 | 0.9310 | 0.9451 | 0.9366 | 0.9461
Fedprox(0.5) | 0.9307 | 0.9205 | 0.9286 | 0.9416 | 0.9284 | 0.9445
Fedprox(0.8) | 0.9314 | 0.9268 [ 0.9191 | 0.9420 | 0.9287 | 0.9382

Note: (B): Best client accuracy; (W): Worst client accuracy; (G):
Global model accuracy

TABLE V
METALS WITH MARGIN SAMPLING
A 1%t round 50™ round
ggregator
B w G B w G
FedAvg 0.9306 | 0.9213 | 0.9292 | 0.9471 | 0.9442 | 0.9480
Fedprox(0.3) | 0.9308 | 0.9247 | 0.9293 | 0.9445 | 0.9297 | 0.9452
Fedprox(0.5) | 0.931 0.9192 | 0.9290 | 0.9424 | 0.9305 | 0.9414
Fedprox(0.8) | 0.9305 | 0.9228 | 0.9165 | 0.9447 | 0.9299 | 0.9382

(B): Best client accuracy; (W): Worst client accuracy; (G): Global
model accuracy

TABLE VI
METALS WITH RANDOM SAMPLING
Aggregator 1°¢ round 50" round
B w G B w G
FedAvg 0.9306 | 0.9280 | 0.9313 | 0.9472 | 0.9457 | 0.9482
Fedprox(0.3) | 0.9309 | 0.9265 0.9308 | 0.9436 | 0.9248 | 0.9464
Fedprox(0.5) | 0.9302 | 0.9238 | 0.9307 | 0.9429 | 0.9324 | 0.9381
Fedprox(0.8) | 0.9311 0.9253 0.9297 | 0.9433 0.9141 | 0.9356

(B): Best client accuracy; (W): Worst client accuracy; (G): Global
model accuracy

D. Discussion

METALS represents a significant advancement in the devel-
opment of IDS in IoT environments. By integrating FL. with
AL, METALS addresses the dual challenges of data privacy



TABLE VII
METALS WITH LEAST CONFIDENCE SAMPLING
A 15 round 50" round
ggregator
B W G B W G
FedAvg 0.9310 | 0.9232 | 0.9313 | 0.9471 | 0.9421 | 0.9475
Fedprox(0.3) | 0.9310 [ 0.9207 | 0.9292 ] 0.9441 | 0.9319 | 0.9460
Fedprox(0.5) | 0.9312 | 0.9230 | 0.9294 | 0.9450 | 0.9298 | 0.9460
Fedprox(0.8) | 0.9311 | 0.9252 | 0.9264 | 0.9449 | 0.9244 | 0.9459

(B): Best client accuracy; (W): Worst client accuracy; (G): Global
model accuracy

and the efficient IDS, while simultaneously enhancing the
learning process through the targeted labeling and incorpo-
ration of informative data samples. This methodology not
only improves the efficiency and performance of intrusion
detection models but also contributes to the goal of securing
distributed networks against evolving cybersecurity threats.
As shown in the experiment results, the trend of first increas-
ing the accuracy of METALS with more labeled data and then
decreasing thereafter highlights the complex function of AL
in increasing the effectiveness of the models. AL, by design,
selectively targets the most informative samples for labeling,
thereby maximizing the model’s learning efficiency from a
relatively smaller dataset. This strategy not only optimizes
resource utilization by focusing on data that contribute the
most significantly to learning, but also plays a pivotal role
in mitigating the risk of overfitting. Furthermore, the differ-
entiation in performance across various AL strategies and
the impact of the FedProx algorithm’s p value elucidate the
importance of careful strategy selection and parameter tuning.
For example, too much regularization (a high p value) may
hinder the METALS ability to integrate valuable insights from
local data, while too little can lead to METALS to overfit to
specific client datasets.

VI. CONCLUSION

This article introduced METALS, a new semi-supervised
federated active learning framework designed to improve in-
trusion detection systems (IDS) within the IoT environment.
By combining the strengths of AL and FL, METALS effi-
ciently leverages unlabeled data from IoT devices, addressing
a significant challenge in cybersecurity with minimal privacy
concerns. Through comprehensive evaluations of various AL
methods, including FL aggregator and AL strategies, this
study has demonstrated the efficacy of each strategy in the
context of federated settings. The preliminary results of our
work pave the way for future research and implementations,
driving towards semi-supervised-FL efficient IDS solutions.
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