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From the perspective of telecommunications, next-generation networks or beyond 5G will inevitably face
the challenge of a growing number of users and devices. Such growth results in high-traffic generation with
limited network resources. Thus, the analysis of the traffic and the precise forecast of user demands is essential
for developing an intelligent network. In this line, Machine Learning (ML) and especially Deep Learning (DL)
models can further benefit from the huge amount of network data. They can act in the background to analyze
and predict traffic conditions more accurately than ever, and help to optimize the design and management
of network services. Recently, a significant amount of research effort has been devoted to this area, greatly
advancing network traffic prediction (NTP) abilities. In this paper, we bring together NTP and DL-based models
and present recent advances in DL for NTP. We provide a detailed explanation of popular approaches and
categorize the literature based on these approaches. Moreover, as a technical study, we conduct different data
analyses and experiments with several DL-based models for traffic prediction. Finally, discussions regarding
the challenges and future directions are provided.

CCS Concepts: • General and reference→ Surveys and overviews; • Computer science→ Deep learning;
• Networks traffic analysis→ Traffic prediction.

Additional Key Words and Phrases: Deep Learning, Machine Learning, Network Traffic Prediction, network
management.
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1 INTRODUCTION
The huge number of smart devices made the Internet widely used and accordingly triggered a surge
in traffic and applications. This explosion increases the complexity of the network and the amount
of data that needs to be collected and managed [67]. On the way to fully automated network
management, one of the essential problems lies in accurate traffic prediction. Network Traffic
Prediction (NTP) aims to forecast the total amount of traffic expected based on historical data to
avoid future congestion and maintain high network quality [64]. It enables the network operator to
present resource-allocation strategies; and in turn, optimizes the network resources dynamically.
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NTP can be treated as a time series forecasting problem and according to the solving methods,
existing works can be roughly divided into two categories: (i) statistical-based methods and (ii)
Machine Learning (ML) or Deep Learning (DL) models. Generally, most of the statistical-based
methods are linear statistical methods (e.g., Auto-Regressive Integrated Moving Average - ARIMA)
and are applied to lots of practical scenarios. However, such simple methods are inadequate
for traffic prediction, taking into account the complex traffic patterns in realistic scenarios [36].
In particular, these methods can perform well for short-term forecasts but their performance
deteriorates severely for long-term predictions [88]. Moreover, they require stable data and a
small dataset [56] [116]. Consequently, it becomes increasingly clear that linear models are not
adapted to complex applications [27]. On the other hand, with the surge of the network traffic data
and the advances in ML and DL models [103], data-driven ML-based traffic prediction methods
have established themselves as strong competitors to classical statistical models and obtained
tremendous attention in the network domain. However, shallow learning algorithms such as linear
regression or support vector regression may not perform well due to their limited parameter space
in modeling complex network traffic. In other words, the spatial and/or temporal dependencies
of the traffic should be modeled to improve performance [122]. Thus, as the network traffic is
highly nonlinear from both temporal and spatial dimensions, it predicts future traffic volume a very
challenging task and beyond the ability of linear models. In this context, DL can be suitable to infer
information from large datasets and requires very little domain knowledge and engineering by
hand [52]. DL has achieved great success in many applications including NTP [130] in comparison
to shallow ML models because computers today have the computational power to build complex
models that can process and learn from big data. Consequently, DL enables network topology to
self-optimize, improve efficiency, and in turn, lead to more stable network connections for end-users
and businesses.

This paper focuses on highlighting the application of DL-based models and techniques for NTP,
presenting an extensive review of the taxonomy of DL-based models and the state-of-the-art
approaches proposed by using such models. In addition, data analysis and an empirical evaluation
of the performance of representative DL models for NTP have been performed.

Table 1. Summary of related reviews on deep learning methods for network traffic prediction
Ref. Contributions DL-based techniquesNTP Practical evaluation
[17] A comprehensive survey on the application of shallow ML

models for network traffic classification, traffic prediction, and
intrusion detection.

x * x

[111] A survey on the ML/DL for traffic classification, resource man-
agement, QoS/QoE prediction, and routing optimizing in an
SDN environment.

D x x

[91] An overview on only the ML techniques for detecting network
intrusions in SDN.

D * *

[29] A brief review on the application of shallow ML model for
NTMA.

x * x

[2] A comprehensive survey on the application of DL for NTMA. D * x
[99] A review on the application of unsupervised learning in the

domain of networking such as intrusion detection and traffic
classification.

D x x

[121] A survey on DL for mobile and wireless networking. D * x
[10] A survey on the application of ML/DL in software environ-

ments for network traffic management.
D * x

[63] A review from statistical to machine learning-based NTP. x D x
[16] A brief review on ML techniques in time series forecasting. D x x
[4] A comparison study for the major ML-based models for time

series forecasting.
x x D

[25] A review on the linear and DLmethods dedicated to time series
analysis.

D x x

[107] A review and taxonomy of data augmentation methods for
time series.

x x x

[48] A review on the studies on cellular traffic prediction. * * D
Our study A comprehensive review of DL-based models and techniques

for NTP as well as an empirical evaluation of the performance.
D D D

D, x, and * indicate that the topic is total, not, or partially covered respectively.
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1.1 Related work and our key contributions
Recently, several research efforts have been made to survey the use of DL and shallow ML mod-
els for network traffic, e.g., traffic classification or intrusion detection systems. In this context,
Boutaba et al. [17] surveyed shallow ML models for network traffic classification and NTP. Xie
et al. [111] surveyed ML/DL models used for traffic classification, resource management, Quality
of Service/Experience (QoS/QoE) prediction, and routing optimization in a Software Defined Net-
working (SDN) environment. Whereas Sultana et al. [91] focused only on ML models for detecting
network intrusions in SDN. Alconzo et al. [29] focused on the big data approach for Network
Traffic Monitoring and Analysis (NTMA). They briefly discussed big data analytics (e.g., shallow
ML models) for NTMA applications (i.e., traffic classification, traffic prediction, fault management,
and network security). In the same context, Abbasi et al. [2] proposes a comprehensive survey on
the application of DL for NTMA. Similarly, Aouedi et al. [10] proposed a survey on the application
of ML/DL in softwarized environments for network traffic analysis, including traffic classification,
prediction, and anomaly detection. Moreover, Usama et al. [99] studied the application of unsuper-
vised learning in the domain of networking such as intrusion detection and traffic classification.
Furthermore, Pacheco et al. [70] proposed a review paper to summarize the used steps that help
to achieve traffic classification using ML models. Another work proposed by Zhang et al. [121]
reviewed the application of DL for the mobile network including NTP. Lohrasbinasab et al. [63]
provided a review of statistical to machine learning-based network traffic prediction. Last but not
least, Jiang et al. [48] proposed a review of statistical and ML/DL-based approaches only on cellular
traffic prediction. The comparison of the related works and our paper is summarized in Table 1.

Although these papers review the application of DL for intelligent network traffic analysis and
highlight challenges and future directives for the use of DL, they do not treat or partially cover
the problem of NTP. For this reason, some of the recent works [48] [63] [32] proposed a survey
on NTP approaches; however, they considered only part of the traffic prediction studies, either
only statistical/shallow models for NTP or DL models for only cellular traffic prediction. More
specifically, the potential of the taxonomy of DL-based models such as Transfer Learning (TL),
Federated Learning (FL), and Graph Neural networks (GNN) has not been explored in the literature.
In contrast to such works, we present state-of-the-art DL-based models and techniques for NTP
including Internet, edge, and cellular traffic. In particular, different from existing works, this paper
aims to illustrate how DL can be used to model time-series data collected and provide an accurate
prediction in different network scenarios. Also, this paper provides a data analysis of the widely
used datasets and it covers the available datasets and some open-source code/datasets to facilitate
reproducibility (to support further research). Furthermore, the open research challenges in our
paper are significantly different than those in [48] [63]. In addition, we provide an experimental
analysis of the most popular DL-based models for NTP. To the best of our knowledge, this paper is
one of the first papers that investigate such a problem. In brief, the contributions of this survey can
be summarized as follows:

• We provide a comprehensive and recent review of DL-based models and techniques for NTP
purposes.

• We provide analysis for some reference datasets in the temporal and spatial domains.
• We provide an experimental analysis of different DL-based models. For each DL model,
we study the performance and complexity under three reference datasets, namely, Abilene,
GÉANT, and SDN datasets.

• We highlight several important issues and challenges associated with current studies on DL
for NTP.
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1.2 Paper Organization
The remainder of the paper is organized as follows. Section 2 presents the main DL models and
their strengths/weaknesses, and then we present the comparison and summarized table for the
reviewed DL models. The main purpose of Section 3 is to provide a comprehensive overview of
DL applications for the prediction task. Section 4 lists and analyzes commonly used datasets in
NTP, as well as provides links to open-source codes in the investigated papers. Section 5 provides
useful information on the performance of widely used DL models in NTP. Section 6 introduces
open issues and future directions. Finally, Section 7 concludes the paper.

2 BACKGROUND
In this section, the NTP problem is presented, followed by a summarized table of representative
DL-based models, as well as common evaluation metrics.

2.1 Network Traffic Prediction (NTP)
NTP is a critical task aimed at predicting future traffic flow to improve QoS, mitigate network
congestion, and enhance several network management applications, such as anomaly detection
and bandwidth location[65]. Unlike conventional time-series tasks, NTP faces unique challenges
due to the highly dynamic and complex nature of network environments. Below, we outline some
of the key problem-specific challenges that make NTP distinct:

• Irregular and Non-stationary Traffic Fluctuations: The increasing number of smart
devices and heterogeneous traffic sources contribute to irregular traffic patterns, making
prediction more complex. These fluctuations often cause large prediction errors, potentially
violating Service Level Agreements (SLAs). For example, during the COVID-19 pandemic,
global Internet traffic surged due to remote work, online learning, and increased use of
streaming services. This sudden, unprecedented rise in traffic created irregular patterns
that traditional models could not predict accurately. NTP models must account for such
external events, which are not typically seen in other time-series prediction tasks. Similarly,
natural catastrophes, such as hurricanes or earthquakes, can cause sudden traffic surges due
to emergency communication needs, drastically changing traffic patterns in affected areas
and requiring real-time adjustments in the network. These events introduce high variability
that challenges the robustness of prediction models.

• Spatiotemporal Dependencies: Network traffic is influenced by both temporal and spatial
correlations. Traffic at one point in the network can influence traffic elsewhere, making
it essential for prediction models to capture these interdependencies. Unlike traditional
time-series prediction tasks, which are primarily focused on temporal relationships, NTP
must consider the complex topology of networks and the traffic flows across multiple inter-
connected nodes [131]. Predicting traffic at different scales also adds complexity, as traffic
patterns can vary widely depending on the time or day, week, or season. For example, during
COVID-19, work-from-home setups created new traffic spikes at residential locations during
business hours, altering both temporal and spatial traffic patterns. Natural catastrophes can
also alter network traffic by redirecting communication needs to specific areas or affecting
the infrastructure, leading to sudden shifts in traffic load across different regions. These
spatiotemporal dependencies require NTP models to be both adaptable and context-aware.

• Impact of External Factors: Network traffic is influenced by several external factors such
as the number of base stations (BSs), geographical factors, and even weather conditions like
temperature and humidity. These factors can further complicate predictions and require
models to integrate multimodal data sources. The COVID-19 pandemic provides a perfect
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example of how external events can disrupt normal traffic behavior. With restrictions on
movement, there was a sudden drop in traffic from commercial areas and a surgein residential
network use, which altered traditional traffic flow patterns. Unlike traditional time-series
tasks, NTP must be robust enough to incorporate such external influences.

NTP can be formulated as predicting the future traffic volume (𝑦𝑡 + 𝑙) based on historical and
current traffic volumes (𝑋𝑡 − 𝐽 + 1, 𝑋𝑡− 𝐽 +2,..., 𝑋𝑡 ). The model’s objective is to find parameters that
minimize the error between the predicted and observed traffic volumes, as shown in Equations
1 and 2. The challenge lies in selecting the right model parameters and accurately capturing the
complex spatiotemporal patterns inherent in network traffic.

𝑊 = argmin𝑊 ∗𝐿(𝑦𝑡 + 𝑙, 𝑦𝑡+𝑙 ;𝑊 ∗) (1)

𝑦𝑡 + 𝑙 = 𝑓 ( [𝑋𝑡 − 𝐽 + 1, 𝑋𝑡− 𝐽 +2, ..., 𝑋𝑡 ]) (2)
Here, 𝑦𝑡+𝑙 and 𝑦𝑡+𝑙 are the observed and predicted values at time 𝑡 + 𝑙 , 𝑙 is the prediction horizon,

𝑓 (.) is the activation function, 𝐿 is the loss function, and𝑊 ∗ is the optimal set of parameters.
There are two primary approaches for predicting traffic: link load prediction and network traffic

matrix (TM) prediction [62].
• Link Load Prediction: This is treated as a univariate time-series problem, where the future
traffic load of a specific link is predicted based solely on its historical values. While this
method simplifies the problem, it assumes that each link is independent, which is an unrealistic
assumption in real-world networks where traffic is interconnected.

• Traffic Matrix (TM) Prediction: A more comprehensive approach is predicting the TM,
which considers the traffic volume across all links in the network. The TM captures the
interdependencies between links, providing a more accurate representation of network
traffic [97]. This approach acknowledges the interconnected nature of network traffic, making
it more suitable for capturing the spatial dependencies in NTP.

Given the complexity of NTP, models must be capable of handling multimodal data inputs,
including traffic volumes, spatial relationships, and external factors, while providing scalable
solutions for large, distributed networks. Addressing these challenges requires models that go
beyond traditional time-series prediction methods and integrate advanced techniques such as
Graph Neural Networks (GNNs), attention mechanisms, and hybrid models to effectively capture
the complex spatiotemporal dynamics of network traffic.

2.2 Taxonomy of DL models
DL, also known as Deep Neural Networks (DNN), represents one of the most active areas of
Artificial Intelligence (AI) research [77]. It is a branch of ML that evolved from neural networks
(NNs), enabling an algorithm to make predictions or classifications based on large datasets without
being explicitly programmed. The major benefits of DL over shallow ML models are its superior
performance for large datasets [126] and the integration of feature learning and model training
in one architecture. In the literature, DL has also been referred to as deep structured learning,
hierarchical learning, and deep feature learning [15]. Through its deep architecture, it has a higher
learning capacity compared to shallow ML models and can accordingly learn highly complicated
patterns [132]. It uses supervised and unsupervised learning to learn high-level features for the
tasks of classification and pattern recognition.
From the recent literature, we can find representative DL models that are frequently used

in prediction tasks, namely Multilayer perceptron (MLP), AutoEncoder (AE), Convolutional neu-
ral network (CNN), Recurrent neural network (RNN), Long Short Term Memory (LSTM), and Gate
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recurrent unit (GRU), and Transformers. Table 2 summarizes their description along with their
strengths/weaknesses and generic structure.

Table 2. Summary of different deep-learning models used in NTP.

Models Description Strengths/Weaknesses Structure of the model
MLP MLP is a class of feedforward artificial neural net-

works (ANN), which consists of three or more lay-
ers. The first layer is for input data. One or more
hidden layers extract features from the input. The
last layer outputs a classification result.

Strength: Easy to implement;
Weakness: Modest performance, slow con-
vergence, occupies a large amount of mem-
ory.

AutoEncoder Autoencoders can be divided into three parts,
which are encoder, code, and decoder blocks. The
encoder obtains the input and converts it into
an abstraction, and then the input can be recon-
structed from the code layer through the decoder.

Strength: Works with large and unlabeled
datasets, suitable for feature extraction and
used instead of manually engineered ex-
traction;
Weakness: The quality of features depends
on the model architecture and its hyper-
parameters, and it is hard to find the code
layer size.

CNN CNN is a class of DL, which consists of several
convolution and pooling (subsampling) layers fol-
lowed by fully connected layers. It is widely used
for image recognition applications.

Strength:Weights sharing, extracts relevant
features, provides highly competitive per-
formance;
Weakness: High computational cost, re-
quires large training dataset and a high
number of hyper-parameters tuning to
achieve optimal features.

RNN RNNs are neural networks that have one or more
connections between neurons that form cycles.
These cycles are responsible for storing and pass-
ing the feedback from one neuron to another.

Strength: Simple to implement, faster than
LSTM and GRU, the ability to capture tem-
poral behaviors;
Weakness: When modeling long sequences,
their ability to remember what they
learned before many time steps may de-
cline.

LSTM LSTM is an extension of RNNs. It has internal
mechanisms called gates (forget gate, input gate,
and output gate) that can learn which data in
a sequence are important to keep or to throw
away [42].

Strength: Good for sequential information,
works well with long sequences;
Weakness: High model complexity, high
computational cost.

GRU GRU was proposed in 2014. It is similar to LSTM
with fewer parameters. Unlike LSTM, GRU has
two gates, which are the update gate and the reset
gate, and therefore it is less complex [21].

Strength: Computationally more efficient
than LSTM.;
Weakness: Less accurate than LSTM.

Transformers Transformers are characterized by their attention
mechanism, which enables them to weigh the im-
portance of different input elements when gener-
ating predictions.

Strength: Capture long-range dependen-
cies, process sequences in parallel;
Weakness: Require significant computa-
tional resources and memory.

2.3 Criteria of prediction performance
For a better understanding of prediction performance, the most frequently used evaluation metrics
are provided:Mean Absolute Error (MAE),Mean Squared Error (MSE), Root Mean Square Error (RMSE),
Normalized Root Mean Squared Error (𝑁𝑅𝑀𝑆𝐸), andMean Average Percentage Error (MAPE). These
metrics are used to measure the prediction error and hence model performance: the smaller the
result, the better the model. 𝑅2 measures the ability of the predicted result to represent the actual
data: the larger the value, the better the prediction effect.

• Mean Squared Error (𝑀𝑆𝐸): calculates the average of the squared differences between pre-
dicted and actual values. It penalizes large errors more significantly than MAE, making it
sensitive to outliers.

𝑀𝑆𝐸 =
1
𝑁

𝑁∑︁
𝑖=1

(𝑦𝑖 − 𝑦𝑖 )2 (3)

• Root Mean Squared Error (𝑅𝑀𝑆𝐸): is the square root of MSE and provides a measure of the
standard deviation of prediction errors. It is expressed in the same units as the predicted
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values, allowing for easier interpretation.

𝑅𝑀𝑆𝐸 =
√
𝑀𝑆𝐸 (4)

• Mean Absolute Error (𝑀𝐴𝐸): measures the average magnitude of errors between predicted
and actual values. It provides a straightforward indication of the average prediction error
without considering the direction of errors.

𝑀𝐴𝐸 =
1
𝑁

𝑁∑︁
𝑖=1

|𝑦𝑖 − 𝑦𝑖 | (5)

• Mean Average Percentage Error (𝑀𝐴𝑃𝐸): calculates the average percentage difference be-
tween predicted and actual values. It offers insights into the relative accuracy of predictions
and is particularly useful for interpreting errors in terms of their percentage of the actual
values.

𝑀𝐴𝑃𝐸 =
1
𝑁

𝑁∑︁
𝑖=1

100 × |𝑦𝑖 − 𝑦𝑖 |
|𝑦𝑖 |

(6)

• Coefficient of Determination (𝑅2): measures the proportion of the variance in the dependent
variable (actual values) that is predictable from the independent variable (predicted values).
It ranges from 0 to 1, where 1 indicates perfect prediction. 𝑅2 provides insights into how well
the model fits the observed data and is particularly useful for assessing the overall goodness
of fit of the model.

𝑅2 = 1 −
∑𝑁

𝑖=1 (𝑦𝑖 − 𝑦𝑖 )2∑𝑁
𝑖=1 (𝑦𝑖 − 𝑦)2

(7)

• Normalized Root Mean Squared Error (𝑁𝑅𝑀𝑆𝐸): provides a relative measure of predictive
accuracy that accounts for the variability in the data. 𝑁𝑅𝑀𝑆𝐸 allows for comparison across
different datasets with varying scales, making it useful for assessing model performance in a
more generalized manner.

𝑁𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛

(8)

3 DL APPLICATIONS IN NETWORK TRAFFIC PREDICTION
This section presents relevant works on NTP that use DL-based models. As shown in Fig. 1,
we have divided the existing work into six categories: Simple DNNs, Hybrid DNNs, Multi-task
Learning, Federated Learning, Transfer Learning, and Graph Neural Network. We summarize the
papers investigated with respect to the contribution, model category, network level, spatial/temporal
data, and the dataset used.

Fig. 1. Deep Learning for Network Traffic Prediction.
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3.1 Simple Deep Neural Networks
3.1.1 Long Short Term Memory (LSTM). LSTM is a famous time series prediction model based on
DL. It was introduced to overcome the problem of the RNN model. With the help of information
gates, LSTM is capable of capturing the long-range dependency of network traffic.
In this context, Azari et al. [11] presented a comparative study of LSTM and ARIMA. They

analyzed the impact of different parameters on the effectiveness of the predictions. The results
demonstrate the superior performance of LSTM over ARIMA models in cellular traffic, especially
when the training time series is longer. Similarly, Jaffry et al. [47] designed an LSTM-based cellular
traffic predictionmodel. The comparative analysis of the ARIMA and Feed Forward Neural Networks
(FFNN) models, demonstrates that LSTM learns the traffic patterns very quickly even with a small
amount of training data sample, but it needs more time for the training task. In addition, Trinh
et al. [94] compared LSTM to MLP and ARIMA and showed that LSTM significantly outperforms
the rest of the models. Azzouni et al. [12], also proposed a framework called neuTM to learn the
characteristics of the traffic from historical traffic data and predict the future TM using LSTM.
The LSTM model was deployed on software-defined networking (SDN) and trained on a real-
world dataset using different configurations. The experimental results showed that neuTM can
outperform linear forecasting models and FFNNmodels. Feng et al. [31] proposed a newDeep Traffic
Predictor, called (DeepTP), which forecasts traffic demand from spatially dependent and temporal
cellular traffic. It consists of two components: (i) a general feature extractor for modeling spatial
dependencies and encoding the external information and (ii) a sequential module for modeling
the temporal variations. For the general feature extractor, they introduced a correlation selection
mechanism for spatial modeling and an embedding mechanism to encode external information (POI
-Point of Interest category and the day of the week). Then, because the LSTM is not accurate enough
due to the brittleness and complexity, they applied the Seq2Seq model [92] with the attention
mechanism [13] to build the sequential model. The results show that the introduction of external
information can increase the performance of traffic prediction.
Additionally, to improve resource management in the 5G network and improve transmission

bandwidth and communication latency, Alawe et al. [5] proposed an LSTM-based mechanism
to anticipate traffic load changes in the 5G network. Specifically, traffic prediction values enable
dynamic scaling of 5G network resources, particularly Access and Mobility Management (AMF)
resources. The simulation results showed that the forecast-based scalability mechanism outperforms
threshold-based solutions in terms of latency (to react to traffic change) and delay to have new
resources ready to be used by the Virtual Network Function (VNF) to react to traffic increase.

Although LSTM performs well in comparison to the RNN model, it requires a high computational
cost for training, and its computing time is proportional to the number of parameters. To handle
these issues, Hua et al. [45] proposed a sparse LSTM model, called RCLSTM. The basic idea behind
RCLSTM is to build an LSTM model with sparse neural connections. Using two datasets, RCLSTM
performs a competitive prediction performance compared to LSTM and reduces computing time
by 30%. In the same direction and to reduce the density of resources in LSTM, Xiong et al. [112]
also proposed a sparse connected LSTM with a shared weight, called SCLSTM. In other words,
they pruned the LSTM parameters, and then the sharing weight operation is used on the sparse
weight matrix generated after the pruning strategy. The experimental results on the real dataset
demonstrate that SCLSTM can reduce the weight storage of densely connected LSTM by 113.63
times.

3.1.2 Convolution Neural Networks (CNN). CNN models are usually deployed to extract spatial fea-
tures by decomposing the traffic network into grids and using the convolution operation [115] [123].
In this context, Zhang et al. [123] proposed a new method for predicting the traffic of the city’s
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network. They treated network traffic as an image by exploiting densely connected CNN to capture
and predict the spatial and temporal dependencies of traffic. In addition, its framework fuses differ-
ent types of temporal dependencies (i.e., closeness and period) using a parametric matrix-based
fusion strategy. In other words, a convolution layer is added separately to the L(th) layer of the
network to fuse the features of closeness and period. The experiments are carried out with two
types of datasets (i.e., SMS and calls). Using 𝑅𝑀𝑆𝐸 as an evaluation metric, the results show that
the proposed method achieves the most accurate prediction.
Furthermore, to improve the performance of the CNN-based model for NTP, Shen et al. [87]

proposed a CNN scheme aided by time-of-attention, called TWACNet. More specifically, the time-
wise attention mechanism, based on the self-attention mechanism, is used to capture long-range
temporal features, whereas the CNN model is adopted to capture spatial features. Furthermore,
TWACNet uses external characteristics, such as the number of BS, POI and social activities, to im-
prove prediction performance. Using the Telecom Italia dataset, the experiment result demonstrated
the effectiveness of the TWACNet scheme in terms of 𝑅𝑀𝑆𝐸 and training time. Table 3 summarizes
the used models, datasets, the extracted features as well as the key contributions.

Table 3. Summary of Applications of Simple DL-based Models in NTP.

Ref. Network Model Spatial/Temporal Contribution
[12] Cellular network LSTM Temporal Demonstrate that LSTM performs better than the linear fore-

casting models and the feedforward neural network (FFNN).
[123] Cellular network Densely connected

CNN
Both Treats the traffic as images and use CNNs to model closeness

and period temporal dependency.
[94] Cellular traffic LSTM Temporal Exploit the ability of the LSTM to enhance the prediction accu-

racy
[31] Cellular network Seq2Seq LSTM, At-

tention mechanism
Both Extracts the spatial and temporal features using several modules.

[47] Cellular network LSTM Temporal Demonstrates that LSTM learns traffic patterns very quickly
even with a small amount of training data sample.

[5] 5G network LSTM Temporal Shows that LSTM performs more than 10% better than DNN
and the forecast-based scalability mechanism outperforms the
threshold-based solutions.

[11] Cellular network LSTM Temporal compare the performance of LSTM over ARIMA.
[45] - Sparse LSTM Temporal build an LSTM model with sparse neural connections.
[87] Cellular network CNN, Attention

mechanism
Both combines the Attention mechanism and the CNN model to cap-

ture spatial dependencies.
[112] - LSTM Temporal Reduce the complexity of LSTMs through pruning strategies.

3.2 Hybrid Deep Neural Networks
3.2.1 CNN-LSTM. The standard LSTM is efficient in handling temporal correlations but fails to
extract spatial features with network traffic. To consider spatial correlations, some works have
started to use the CNN model [66], which can find spatial correlations on the network map,
made possible by using convolution layers. To overcome the limitations of LSTM and extract
spatiotemporal features, CNN-LSTMs are proposed as a combination of CNN and LSTM layers. For
example, Gao et al. [35] proposed a DL-based model for the prediction of TM by considering both
interflow correlation (spatial characteristics) and intraflow dependencies (temporal characteristics),
called CRNN. CRNN used the CNNmodel for the interflow correlation because the authors assumed
that the traffic flows with the highest correlation share the same source or destination and, thus,
are neighboring in TM. Then, for intra-flow correlation, they used LSTM to capture the temporal
variations of traffic flows. Extensive experiments based on two real datasets showed that CRNN can
significantly improve the prediction accuracy for future TM compared to state-of-the-art methods
(ARIMA, SVR, LSTM and CNN).

Similar to [35], Gao et al. [34] focused on the prediction of TM considering spatial and temporal
features. The only difference in this work is the use of an attention mechanism. Specifically, they
proposed a novel Attention-based Convolutional Recurrent Neural Network, called ACRNN. The
experimental results showed that compared to the state-of-the-art methods ACRNN can reduce
𝑀𝑆𝐸 and𝑀𝐴𝐸 by 44.8% and 30.6%, respectively.
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Furthermore, Jiang et al. [49] proposed a ConvLSTM model for Internet traffic matrix prediction,
called ConvLSTM-TM. Using three datasets (Abilene, CERNET, and GÉANT), ConvLSTM-TM out-
performs several DL-based models with a lower prediction error. In particular, using the proposed
model decreases the 𝑅𝑀𝑆𝐸 by 10.5%, 36.4%, and 56.1%, and decreases the𝑀𝐴𝐸 by 26.2%, 34.9%, and
61.3%.
In the same direction, Li et al. [56] proposed a DL-based framework by combining the residual

network, LSTM, and the attention mechanism, called LA-ResNet. LA-ResNet consists of 5 parts: 1) the
input of the model (responsible for inputting the processed traffic data), 2) ResNet (responsible for
extracting spatial features from the data traffic sequence), 3) the LSTM (responsible for extracting
temporal features from the data traffic sequence), 4) the attention module (based on the intermediate
output to improve the accuracy and stability of the prediction), 5) fully connected layer (responsible
for the output of the model prediction results). Using 𝑅𝑀𝑆𝐸 and average accuracy𝑀𝐴 evaluation
metrics, the experimental results show that LA-ResNet outperforms some state-of-the-art approaches
such as ARIMA, 3DCNN, LSTM, GRU, CNN + RGN, and multitask learning (MTL [46]). Recently,
Wang et al. [106] combined LSTM, CNN-based models, and the attention mechanism to learn
the local short-term and long-term spatial-temporal features, called RAConv. RAConv consists
of ResConv3D and AConvLSTM modules and on a dataset collected from a Canadian wireless
service provider, Rogers Communications Inc. The results of the experiment show that the RAConv
network outperforms the ConvLSTM network with a different number of observations.
Since modern network communication is complicated, continually collecting all traffic from

the network is impractical. Thus, proposing the NTP approach under the constraint of incom-
plete/missing data is a promising solution. In such a context, Le Nguyen et al. [55] focused on the
prediction of future traffic in the backbone network under partial historical traffic data. The authors
applied ConvLSTM (a combination of CNN and LSTM) to extract the spatiotemporal features of the
TM data. Also, they used bidirectional ConvLSTM to update incorrect data in the input matrix to
improve prediction accuracy. In addition, they proposed a formula to determine which flows should
be measured in the future to reduce the monitoring overhead. The proposed approach performs
better than ARIMA and standard LSTM in terms of 𝑅𝑀𝑆𝐸, 𝐸𝑅, and 𝑅2.

3.2.2 AE-LSTM. Due to the feature extraction and dimensionality reduction capabilities of AE,
the researchers tried to combine it with other models such as LSTM. In fact, AE can find a better
representation of the data than the initial raw data (i.e., input data) itself, which can boost the
performance of the LSTM model. For example, Wang et al. [102] proposed a hybrid DL model for
the prediction of traffic load. This hybrid DL model consists of denoising SAE for spatial modeling
and LSTM for temporal modeling. The AE consists of one Global Stacked AutoEncoder (GSAE)
and multiple Local Stacked AutoEncoder (LSAE). When predicting cell traffic, historical data is
collected from both the cell itself and its neighboring cells. Each cell has its LSAE for representation
encoding. Meanwhile, a GSAE takes all the cell data and produces a global representation. The
local representation is concatenated with the global representation to produce spatial modeling
and will be passed on to the LSTMs for prediction. LSAE offers good representation of input data,
reduces data size, and supports parallelism (LSAE models are independent of each other) and
application-aware training (can train only LSAE models corresponding to cells of interest). The
dataset used in this work consists of data collected from a large LTE network China Mobile at Suzhu.
The experiment results demonstrate superior performance over those of the SVM and ARIMA
models.
Furthermore, Zeb et al. [118] proposed an AE model based on LSTM to predict network data

traffic on edge devices in a 6G network. The authors orchestrated the Kubeflow deployment using
the K8s master at the orchestration center to train the model on the collected time-series data.
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Using 𝑅𝑀𝑆𝐸 and 𝑅2 as evaluation metrics, the results of the experiments show that the model can
accurately predict the traffic.
Although the efficiency of the above-proposed approaches, the similarity of different types of

cellular services (e.g., call, Internet) and regions were not considered, at the same time, making
knowledge transfer inter-domains possible leads to a more precise and personalized model, and
one way to achieve this is via Transfer Learning. Table 4 summarizes the used models, datasets, the
extracted features as well as the key contributions.

Table 4. Summary of Applications of Hybrid DL-based Models in NTP.

Ref. Network Model Spatial/Temporal Contribution
[55] Backbone network Convolutional LSTM Both Predicts the traffic when the historical data are

missing/uncompleted.
[106] Cellular Network CNN, LSTM, Atten-

tion mechanism
Both Combines LSTM, CNN-based models, and atten-

tion mechanism to learn the local short- and long-
term spatial-temporal features.

[35] Cellular networks CNN, LSTM Both Captures the interflow correlations and the in-
traflow dependencies in TMs.

[49] Internet network ConvLSTM Both Model the Internet traffic matrix prediction prob-
lem as a video prediction task.

[56] Cellular network ResNet, LSTM, Atten-
tion mechanism

Both Extracts the relevant time and spatial features
from the traffic.

[102] Cellular network SAE, LSTM Both Uses SAE model for spatial features and the LSTM
model for temporal features.

[118] 6G network AE, LSTM Temporal Uses the model to predict the data traffic inflow
in the edge devices.

3.3 DNN with other ML techniques
3.3.1 Transformers. In recent years, transformers have emerged as a revolutionary architecture
in the field of DL, revolutionizing various sequence modeling tasks [39]. Originally introduced
for natural language processing, transformers have since been adapted and applied to a wide
range of domains, including time series forecasting and NTP. Their ability to capture long-range
dependencies and temporal patterns in sequential data makes them particularly well-suited for
modeling complex relationships in network traffic datasets. Unlike traditional RNNs and CNNs,
transformers operate in a parallelizable manner, allowing efficient training and inference on large-
scale datasets.
For instance, Chen et al. [20] combined multitask learning with the Transformer architecture

and proposed the MTL-Trans model for time series modeling and multidimensional time series
prediction. The results of the experiment show that MTL-Trans significantly improved the state-
of-the-art results in the prediction of multitask time series. Liu et al. [61] proposed a spatial
transformer block (STB) and a temporal transformer block (TTB) and then proposed an end-to-
end spatial-temporal transformer ST-Tran combining STB and TTB. The ST-Tran can accurately
extract temporal and spatial features simultaneously in short time intervals to achieve an effective
prediction of cellular traffic. Experimental results in the real-world public traffic data set show its
effectiveness and demonstrate the usability of the transformer structure in the prediction of cellular
traffic. However, one downside of the vanilla transformer is that the self-attention mechanism
requires the computation of a similarity measure for all pairs of regions throughout an entire city.
This requires high computational complexity for a large city, which will increase non-linearly as
the number of regions increases. Therefore, to reduce the computational complexity in the spatial
domain and achieve better performance in all regions, Hu et al. [44] proposed a novel framework,
STD-Net. STD-Net can extract complicated spatial, local, and global computations using a spatio-
temporal-temporal transformer. It also uses a downsampling transformer to extract global spatial
features from the entire city. Using real-world mobile traffic data sets (Telecom Italia), the proposed
shows a superior prediction performance, while computational complexity analysis ensured that
the cost of STD-Net remained quadratic, as in the transformer. Unlike previous studies, Zhang et
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al. [128] integrated convolutional and self-attention mechanisms within a unique hybrid encoder
and used a two-stage decoder to handle the high dynamic range intrinsic to spatio-temporal data
to capture adjacent space-time relationships. Table 5 summarizes the used models, datasets, the
extracted features as well as the key contributions.

Table 5. Summary of Applications of Transformers in NTP.
Ref. Network Model Spatial/Temporal Contribution
[20] Cellular network Transformers Temporal Combines transformers and multitask learning for multidi-

mensional NTP.
[61] Cellular network Transformers Both Proposes end-to-end spatial-temporal transformer by com-

bining spatial transformer and spatial transformer blocks.
[44] Cellular network MLP, CNN, Trans-

formers
Both Extracts complicated spatial, local, and global computations

using a spatio-temporal-temporal transformer.
[128] Cellular network CNN, Transform-

ers
Both Integrates convolutional and self-attention mechanisms

within a unique hybrid encoder and used a two-stage de-
coder.

3.3.2 Deep Transfer Learning (DTL). TL tries to transfer the knowledge from the source domain
to the target domain, as illustrated in Fig. 2. It can help the prediction model avoid learning from
scratch, thus accelerating the convergence of the model and solving the problem of insufficient
training data [93].

Fig. 2. Knowledge transfer between source and target domain

For example, Patil et al. [71] used the TL technique with the GRU model to handle the problem of
insufficient IoT traffic data. The results demonstrate that the proposed GRU-NN model outperforms
the other traffic predictors. In the same direction, Zeng et al. [119] focused on the impact of large
cross-domain datasets and TL on traffic prediction accuracy. Taking the spatiotemporal cross-
domain neural network (STC-N ) as the benchmark model, different types of large datasets and TLs
cross-domain were taken as research objects to discuss their influences on prediction performance.
For TL, the K-means clustering method is used to group similar regions and transfer knowledge
among them. Also, their model not only uses the similarity of different regions but also can transfer
knowledge between different services (e.g., calls and SMS). The authors demonstrated that the
more types of cross-domain datasets considered, the better the training performance of the model.
Moreover, the TL technique increases prediction performance and gives better results than the
model without an TL.
Furthermore, Zhang et al. [122] proposed a novel DL architecture termed the spatial-temporal

cross-domain neural network in cellular networks (extension of [123]), called STCNet. STCNet used
a convolutional LSTM network as a subcomponent to capture spatial-temporal dependencies. They
predict traffic by capturing the complex patterns hidden in the data, metadata, and external factors
that affect traffic generation. The cross-domain datasets (ie BS information, POI distribution, and
social activity) were collected and modeled through STCNet to capture external factors. Then, a
clustering algorithm partitioned the city areas into groups, and interclustering TL is introduced to
improve the prediction performance. The wireless traffic data used in this work is coming from

, Vol. 1, No. 1, Article . Publication date: May 2018. 2024-11-26 17:20. Page 12 of 1–35.



589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

636

637

Deep Learning on Network Traffic Prediction: Recent Advances, Analysis, and Future Directions 13

Telecom Italia (a publicly available dataset). Finally, they used linear regression (LR), SVR, LSTM,
and DenseNet as baselines.

Moreover, Dridi et al. [28] proposed a TL-based model for cellular networks for predicting time
series. The proposed model was used for two cases, which are intra- and inter-cell. The intracell is
when the source and the target domain belong to the same cell, and the intercell is the use of TL
between two different cells. Using a real dataset, the results demonstrate the ability of TL to solve
the problem of insufficient amounts in the target domain. Also, it shows that using TL with intracell
performs better than on intercell. Recently, the CCTP framework was proposed for the prediction
of city-wide mobile traffic [108]. First, they presented a novel spatial-temporal learning model and
pre-train it with the source city (Milano) data to obtain prior knowledge of mobile traffic dynamics.
Then they applied a GAN-based approach to solving the domain shift problem due to a different
data distribution between the source and target domains. Finally, to deal with the data scarcity
issues in some clusters of the target city (Trentino), they further designed an intercluster TL strategy
for performance enhancement. The results show that TL can reduce prediction error and help
the model converge much faster than a model that is created from scratch. In the same direction,
Saha et al. [86] evaluated the performance of TL in the prediction of real world Internet traffic for
the network with smaller training data. The results show that TL improves model accuracy and
target domain learning became faster with the TL approach than standard learning for most target
domain datasets. Table 6 summarizes the used models, datasets, the extracted features as well as
the key contributions.

Table 6. Summary of Applications of Deep Transfer Learning-based Techniques in NTP.
Ref. Network Model Spatial/Temporal Contribution
[71] IoT traffic GRU Temporal Combine the GRU model and the transfer learning technique

to handle the problem of insufficient IoT traffic data.
[122] Cellular network densely con-

nected CNN,
LSTM, K-means

Both Uses Transfer Learning to predict traffic by capturing com-
plex patterns hidden in data, metadata, and the external fac-
tors that affect traffic generation.

[28] Cellular network CNN, LSTM Both Evaluates the performance of Transfer Learning with intra-
and intercell.

[119] Cellular network CNN, LSTM,
FFNN

Both Focuses on the impact of big datasets from the cross-domain
and transfer learning on traffic prediction.

[108] Cellular network LSTM, GNN,
GAN, Attention
mechanism

Both Presents a cross-city deep TL framework named CCTP for
mobile traffic prediction in data-scarce city.

[86] Internet network LSTM, Autoen-
coder, Attention
mechanism

Temporal Evaluates the performance of TL in real-world internet traffic
prediction for the network with smaller training data.

3.3.3 Multi-task Learning (MTL). MTL aims to perform several learning tasks simultaneously
under the assumption that the tasks are not completely independent and that one can improve the
generalization learning of another. MTL is similar to TL. In other words, with MTL, the objective
is to improve the performance of all tasks and there is no difference between the tasks, whereas
the objective behind TL is to improve the performance of a target domain/task with the help of
the source task [127]. It is more efficient than several single-task models because an MTL dataset
contains data on all tasks and, therefore, can help the MTL model perform better [82].

In this context, Rago et al. [80] proposed an MTL approach that integrates both traffic classifica-
tion and prediction tasks. This approach consists of three main components (AE model, classifier,
and predictor) and is divided into two steps. The first step consists of AE training (Undercom-
plete/Seq2Seq architecture) for feature extraction and, in turn, allows the joint execution of the
classification and prediction tasks. The second step consists of training both the classifier and the
predictor using the set of characteristics extracted in the first step. The classification and prediction
are executed through the softmax layer and fully connected layer respectively. Using the MTL, it
becomes possible to classify the type of application and predict the radio utilization pattern during
a time interval. The comparison of the conventional single task model (which does not use the AE
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model and tackles the classification and prediction tasks separately) demonstrates the effectiveness
of the proposed MTL approach.
Also, Nie et al. [68] proposed an MTL mechanism in an Industrial Internet of Things (IIoT)

environment. This mechanism predicts jointly the future TM and the link load traffic to improve the
prediction performance. Using two open datasets (Abilene and GÉANT), the results demonstrate
that using the link load as an additional task can increase the generalization performance of the
model. Table 7 summarizes the used models, datasets, the extracted features as well as the key
contributions.

Table 7. Summary of Applications of Multi-task Learning in NTP.

Ref. Network Model Spatial/Temporal Contribution
[80] Edge network AE, FCN Temporal Joint traffic classification and prediction.
[68] Industrial IoT network LSTM Temporal Predicts jointly the future TM and the load traffic of the link.

3.3.4 Graph Neural Network (GNN). A graph is represented as 𝐺 = (𝑉 , 𝐸), where 𝑉 is the set of
nodes and 𝐸 is the set of edges. Let 𝑣𝑖 ∈ 𝑉 denote a node and 𝑒𝑖 𝑗 = (𝑣𝑖 , 𝑣 𝑗 ) ∈ 𝐸 denote an edge
pointing from 𝑣 𝑗 to 𝑣𝑖 . The neighborhood of a node 𝑣 is defined as 𝑁 (𝑣) = {𝑢 ∈ 𝑉 | (𝑣,𝑢) ∈ 𝐸}.
For further information on graph kernel methods, we refer the reader to [109]. GNNs explore
the relationships between nodes (e.g., base stations) and leverage them to obtain more intelligent
predictions [50].
The diffusion convolutional recurrent neural network (DCRNN) [58] and the Wavenet graph

models (GWN) [110] are proposed as an improved version of the convolution operation to cap-
ture spatial correlations in non-Euclidean data and show a more efficient representation of the
traffic structure. GWN combines graph convolution with dilated casual convolution to capture
spatial-temporal dependencies. With GWN, each graph convolution layer addresses the spatial
dependencies of the node information extracted by dilated casual convolution layers at different
granular levels. DCRNN is one of the well-known DL-based models for traffic prediction problems,
which uses a diffusion process during the training stage to learn the representations of spatial
dependency. With DCRNN, the encoder and decoder contain two recurrent layers. For example,
Andreoletti et al. [8] proposed a graph-based DL approach through the recurrent neural network
convolutional, called DCRNN (originally developed to forecast road traffic [59]). DCRNN forecasts
the traffic load on the links of a real backbone network and detects congestion events due to its
ability to learn the topological information of the network. Their approach is based on the idea that
the relation between two nodes can be represented as a diffusion process. The diffusion process
gives important clues about the influence that each node exerts on all the others. To do this, they
considered a telecom network composed of a set of nodes and a set of links. They used LSTM, CNN,
CNN-LSTM and a fully connected neural network as baselines using MAPE, MAE, and RMSE, as
well as evaluation metrics related to convergence speed. The results showed that DCRNN works
better but it is the slowest approach compared to the baselines.
In the same direction, Wang et al. [104] proposed a solution that models the spatiotemporal

dependency from inter-tower and in-tower traffic and predicts cellular traffic at a large scale,
through a GNN. Their model outperforms the state-of-the-art approaches by 13.2% and 17.5% in
terms of𝑀𝐴𝐸 and𝑀𝐴𝑃𝐸, respectively. Moreover, it outperforms the state-of-the-art approaches
using different levels of traffic volumes. Beyond the accurate prediction achieved in their study,
this work also demonstrates the potential of inference of specific social events to improve NTP.
Furthermore, since the traffic in a wireless network is influenced not only by the historical

traffic and the dataset between domains, but also by the handover traffic from the base station,
Zhao et al. [129] proposed the STGCN-HO model. STGCN-HO is a cellular traffic prediction model
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that uses the handover graph. It uses the transition probability matrix of the handover graph to
improve the NTP. Also, the authors fuse features from auxiliary data (i.e., day of the week, the hour
in the day), spatial, and temporal domains by constructing the graph convolution and the gated
linear unit as one spatiotemporal convolution block (ST-block). They perform batch normalization,
dropout layers within each ST-block, and residual connections are added for neighbor ST-blocks to
resolve the vanishing gradient problem as well as to avoid overfitting and accelerate training. The
evaluation was done on real-world 4G LTE traffic data contributed by a major telecom company.
Furthermore, they used HA, ARIMA, LSTM and multitask LSTM as a baseline using𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸,
𝑅𝑅𝑀𝑆𝐸, and training time as evaluation metrics. The results show that STGCN-HO is better than
the baseline models at the cell level and base station level.
Although the above approaches show an accurate traffic prediction, they are based on future

traffic load for a city, an urban area, or a base station, which is vague for a fine-granular user-
level traffic prediction. To address this problem, a fine-grained prediction was proposed by Yu et
al. [117]. The authors presented a spatial-temporal fine granular user traffic prediction mechanism
for cellular networks, called STEP. Specifically, STEP is based on the integration of the graph
convolution network (GCN) [33] and the GRU model, to capture the Spatio-temporal features of the
individual user traffic. To evaluate the performance of the proposed solution, the authors collected
data from 10 volunteers over a month using a specialized data collection application. This dataset
consists of traffic statistics and volunteer geolocation data. The experiment results show that STEP
performs better than ARIMA, LSTM and GNN in terms of 𝑅𝑀𝑆𝐸. Unlike the GCN that uses the
same weight for neighboring nodes, Wang et al. [105] introduced the attention mechanism to
set the appropriate weights for each node. In particular, the authors proposed a graph attention
network based on time series similarity for cellular traffic prediction, called TSGAN. They used
Dynamic Time Warping (DTW) to calculate the time-series similarity between the network traffic
of every two cells and Graph Attention Networks to extract the spatial features. Then, comparison
experiments were conducted on Telecom Italia and Abilene datasets over GNN and GRU models to
demonstrate the performance of TSGAN. Recently, with rapid development, satellite communication
has become one of the most important communication means today. In this context, Yang et al. [114]
proposed an NTP approach for satellite networks, called GCN-GRU. In particular, they used the
GCN model for spatial feature extraction whereas the temporal features are captured by GRU. The
simulation results demonstrate that using GCN for spatial feature extraction can boost prediction
performance as well as outperform a single GRU model. Table 8 summarizes the used models,
datasets, the extracted features as well as the key contributions.
Although the performance of the above models, they could not be an efficient solution with

sensitive data. This is because collecting the data in a central entity for model training is a crucial
step. Thus, to solve this issue, Federated Learning (FL) appeared as a valuable approach. With FL,
each agent of the system collaboratively trains a global model over the decentralized network.

3.3.5 Federated Learning (FL). Within the FL concept, the data is maintainedwhere it was generated,
and no raw data gets exchanged. In other words, FL is a distributedML concept in which data entities
𝐸𝑖 collaborate to jointly learn a global model (e.g., traffic prediction model) without sacrificing
the privacy of end users [95]. Fig. 3 illustrates 𝑁 data entities {𝐸1, ..., 𝐸𝑁 } and their respective data
{𝐷1, ..., 𝐷𝑁 }). Therefore, it is more scalable than the centralized DL training process and can be a
promising solution for future network generation. For further information on FL, we refer the
reader to [74] [60] .

In such a context, Zhang et al. [120] proposed a novel wireless traffic prediction framework called
FedDA, which is trained collaboratively by multiple BSs. First, they used a clustering strategy to
group all BSs (i.e. clients in the context of FL) into several clusters depending on considering both
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Table 8. Summary of Applications of GNN-based Techniques in NTP.

Ref. Network Model Spatial/Temporal Contribution
[104] Cellular network GNN Both Models the Spatio-temporal depen-

dency from inter-tower and in-
tower traffic and predicts cellular
traffic at a large scale.

[8] - DCRNN Both Learns a representation of the net-
work and considers both the load
on the links and the topological re-
lations among them.

[129] Cellular network Gated Linear Unit,
Graph Convolution

Both Uses the transition probability ma-
trix of the handover graph to im-
prove traffic prediction.

[117] Cellular network GCN, GRU Both Captures Spatio-temporal features
of the individual user traffic.

[105] Cellular network GNN, Attention
mechanism

Both Captures spatial-temporal cellular
traffic.

[114] Satellite network GCN, GRU Both Demonstrates that the network
topology, captured by GCN, could
improve the network traffic predic-
tion.

Fig. 3. General federated learning architecture.

the wireless traffic pattern and the geolocation information. Then, leveraging the augmented data
collected from distributed BSs, a quasi-global prediction model has been constructed at the central
server. This quasi-global model is used to mitigate the generalization difficulty of the global model
caused by the statistical heterogeneity among traffic patterns collected from different clusters.
Finally, instead of simply averaging the model weights collected from local clients to produce the
global model, a dual attention-based model aggregation mechanism and a hierarchical aggregation
structure are adopted at the central server. Using two real-world datasets, the authors compared
FedDA against LSTM, SVM, and FedAvg models. In the same direction, Solat et al. [89] proposed
a novel group management scheme by extending cluster FL as suggested in [120]. To reduce the
average idle time and group formation cost of the edge servers, the genetic algorithm was used
to optimize: i) the number of groups to be produced; and ii) the group association of the edge
servers. Similarly, Kim et al. [51] suggested a joint approach to edge server selection and data set
management to lower training costs, including training latency and energy consumption in FL
for the NTP process by balancing accuracy and training cost. To achieve this, the sub-optimal
solutions were found using a genetic algorithm. However, it can introduce additional complexity
to the proposed solution. Using mutual information clustering, Zhang et al. [124] proposed an
FL framework for wireless traffic prediction, called FedMIC. It employs a sliding window scheme,
spectral clustering, and hierarchical aggregation architecture to improve client model learning,
address non-independently and identically distributed data (non-IID), and reduce prediction error.
Additionally, Perifanis et al. [72] used an FL approach to address several identified challenges due to
the nature of non-IID data for traffic prediction. The experimental results show that FL achieves an
equivalent prediction error to the centralized setting and can help minimize energy consumption
and CO2eq emissions compared to centralized learning.
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On the other hand, SDN and VNF are considered the enablers of the realization of the 5G
network. The SDN separates the data plane from the control plane in order to program the network
dynamically, and the VNFs are the software version of network functions deployed in virtual
environments. To better suit dynamic traffic load, SDN can be used to connect heterogeneous
distributed devices. In addition, NTP enables the SDN controller to react in advance to traffic
conditions by rerouting traffic to avoid future congestion. In this context, Sacco et al. [85] used the
LSTM model at the edge of the network to predict the future load and, in turn, optimize the routing
decision (i.e., select the best path). They used a federated architecture with a multi-agent control
plane (SDN controller), where each controller trains the LSTM model locally and sends only the
model parameters to the cloud. The results obtained confirm that this approach can reduce the
number of messages exchanged among the SDN controllers, speed up the training of the LSTM
model, and hence increase data delivery performance.
Furthermore, choosing the appropriate VNF instances is not a simple task. To solve this issue,

NTP can help autoscaling VNF based on expected traffic demand. Recently, Subramanya et al. [90]
proposed a traffic load prediction framework for auto-scaling of VNFs using an FL-based model. To
demonstrate the effectiveness of their approach, the authors evaluated the traffic prediction perfor-
mance using a Kubernetes-based orchestration prototype within a multi-access edge computing
platform. A comparison has been made against several centralized models such as LSTM, CNN, and
FFNN as well as they evaluate the performance of two FL approaches (i.e., with and without Model
Averaging). Zhang et al. [125] introduced a model-agnostic metalearning, MAML algorithm based on
the FL framework to achieve efficient mobile traffic prediction at the edge. They achieved this goal
by training an initial sensitive model that was highly adaptive to diverse mobile traffic statistics
in different locations. They used distance-based weighted model aggregation to their suggested
scheme and subsequently contrasted the results with several other conventional and FL-based algo-
rithms, FedAvg and FedDA [120]. Moreover, an intra-cluster FL-based model transfer framework for
mobile traffic prediction was presented by Li et al. [57]. The authors specifically used statistical and
geographical factors to group FL participants, and they discovered that manually defined features
worked well in this context. Through the use of DTL, edge servers with low processing power might
use models taught by edge servers with high processing power. It is noteworthy, however, that their
solution does not make use of other multidimensional data, including information on emergency
occurrences and area population density, in addition to some extra traffic parameters acquired by
AI. Furthermore, the work in [76] [75] a federated proximal long-short-term memory (FPLSTM)
framework by incorporating a proximal term to mitigate the impact of local models on the global
model. Next, after large-scale cellular networks received significant thought, the focus of this study
was broadened to include two different clustering techniques. In particular, random clustering and
information-based clustering using the geographic coordinates of the BSs and the traffic patterns
of the slices were implemented. These improvements helped increase robustness, scalability, and
precision. The NTP has significantly shifted from simple models to more advanced DL models and
then to FL. The majority of the works focused on improving the prediction error with DL and data
privacy concerns with FL; however, no study focuses on the sustainability of the proposed scheme.
In this context, Perifanis et al. [73] investigated the sustainability and predictive performance
of state-of-the-art DL models for federated cellular traffic forecasting. The authors introduced a
novel sustainability indicator to evaluate energy consumption for prediction error, which enables
convenient comparisons between various ML models in different experimental scenarios. The
results show that complex models have an enormous increase in energy consumption compared to
simpler models. Table 9 summarizes the used models, datasets, the extracted features as well as the
key contributions.
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Table 9. Summary of Applications of FL-based Techniques in NTP.

Ref. Network Model Spatial/Temporal Contribution
[85] Edge network LSTM Temporal Chooses the best route according to the prediction results.
[120] Cellular network LSTM, K-means Both Mitigate the generalization difficulty of FedAvg caused by the

statistical heterogeneity among collected traffic data.
[72] 5G network MLP, RNN, LSTM,

GRU, CNN
Temporal Compares five machine learning models and extensive experi-

mental studies using nine different aggregation algorithms, some
of which are specifically designed for handling non-iid data.

[90] 5G network CNN, LSTM, AE Both Performs the autoscaling of VNF instances based on the expected
traffic demand and preserves the privacy of user data.

[76][75] 4G network LSTM Temporal A federated proximal long short-term memory (FPLSTM) frame-
work by incorporating a proximal term to mitigate the impact
of local models on the global model.

[89] Edge network DL, clustering
model

Both Proposes a novel group management scheme based on clustered
FL for mobile traffic prediction in mobile edge computing.

[51] Edge network Genetic algo-
rithm, a concave
estimation model

Temporal Suggests a joint approach to edge server selection and data set
management to lower training costs, including training latency
and energy consumption in FL.

[124] Wireless networks Spectral cluster-
ing, LSTM

Both Employs a sliding window scheme, spectral clustering, and hier-
archical aggregation architecture to improve client model learn-
ing, address non-independently and identically distributed data.

[125] Wireless network Model-agnostic
meta-learning

Both Introduces a model-agnostic meta-learning, algorithm based on
the FL framework to achieve efficient traffic prediction.

[57] Core network MLP Both Proposes an intra-cluster federated learning-based model trans-
fer framework.

[73] Cellular network CNN, LSTM,
Transformer,

Both Addresses the trade-off between accuracy and energy consump-
tion in FL by proposing a novel sustainability indicator that
allows assessing the feasibility of DL models.

3.4 Existing benchmark
Using DL-based techniques and models for NTP is one of the key components of network man-
agement. However, among the DL models, no method outperforms all the others. These models
have advantages and disadvantages depending on the application domain [9]. As a result, several
benchmark papers have been proposed for link load prediction or TM prediction, using some open
datasets. For example, Oliveira et al. [69] compared two neural network models, which are MLP
and Stacked Autoencoder (SAE). The results demonstrate that SAE and MLP can accurately predict
short-term network traffic. However, the SAE model reflects more computational complexity during
training. Ramakrishnan et al. [81] proposed a comparative analysis of several RNN-based models,
which are RNN, LSTM and GRU. Using two subsets (1000 flow measurements at each node) of
public datasets (GÉANT and Abilene), they demonstrate that the LSTM and GRU models are more
suitable than the RNN for network TM prediction problems. In addition, Aloraifan et al. [6] briefly
compared the performance of different DL-based models for network TM prediction. In particular,
the prediction performance of the single model (e.g., LSTM, GRU, and Bi-LSTM) and hybrid models
(e.g., CNN+LSTM+Bi-LSTM and CNN+GRU+Bi-GRU) were compared. The experimental results on
a subset of the GÉANT dataset show that hybrid models improve the prediction results as well,
and using Bi-LSTM and Bi-GRU can add an extra level of assistance in capturing the temporal
dependencies, and hence boost the prediction performance.

Similarly, Liu et al. [62] used different DL-based models for the overall prediction of TM and the
prediction of the prediction flow of the load of the link separately. Using Abilene, CERNET, and
GÉANT datasets, the experimental results show that predicting each link flow can improve the
prediction accuracy, but it takes a longer time. Furthermore, Le et al. [53] compared the LSTMmodel
with its two variants, the bidirectional LSTM (BiLSTM) and the GRU models for the prediction of
link load in the SDN environment. Using two different datasets, the GÉANT dataset and a dataset
generated by their network testbed, the GRU model demonstrates its prominence over LSTM and
BiLSTM with a lower error rate.

Finally, since no model fits all the different traffic datasets, He et al. [40] proposed a metalearning
scheme to predict adaptive and faster traffic. Specifically, the meta-learning scheme combines
multiple predictors and consists of the master policy and several predictors called sub-policies. The
master policy uses Deep Reinforcement Learning (DRL) to choose the best-fit predictor based on
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recent prediction performance, whereas the subpolicies aim to predict specific traffic. The results
of the experiment show that the proposed scheme outperforms single models and, in turn, could be
an efficient solution for network traffic with different characteristics.
Although the proposed benchmark covered several DL-based models such as LSTM, GRU, and

their variants (i.e. BiLSTM, BiGRU), no one considers GNNmodels. The GNNmodel helps to capture
the spatial correlations in non-Euclidean data and in turn to compare its performance against other
models, a comparative analysis could be a relevant direction. Table 10 summarizes the used models,
datasets, the extracted features as well as the key contributions.

Table 10. Summary of benchmark of DL-based models in NTP.

Ref. Network Model Spatial/Temporal Contribution
[69] Internet network SAE, MLP Temporal Comparative analysis of MLP and Stacked Autoencoder (SAE).
[81] - RNN, LSTM,

GRU
Temporal Demonstrates high performance in traffic volume prediction for

the different RNN-based models.
[6] - LSTM, GRU,

Bi-LSTM,
Bi-GRU, CNN

Both A comparative analysis of single/simple model (e.g., LSTM, GRU,
and Bi-LSTM) and hybrid models (e.g., CNN+LSTM+Bi-LSTM
and CNN+GRU+Bi-GRU).

[53] - LSTM, Bi-
LSTM, GRU

Temporal Compares the performance of LSTM, Bi-LSTM, GRU for link
load prediction in SDN environment.

[62] - GRU, LSTM Temporal Comparative analysis for overall TM prediction and the predic-
tion of link load prediction flow separately.

[40] 4G network LSTM Temporal Combines several models through a meta-learning scheme for
adaptive and faster traffic prediction.

3.5 Lessons Learned
From the previous section, important remarks are made below.

• CNN and LSTM in Handling Spatiotemporal Data: LSTM and CNN are prominently used
for prediction tasks within network traffic analysis. Their frequent use underscores their effec-
tiveness in handling spatial and temporal data characteristics, respectively. In particular, the
hybrid integration of CNN and LSTM emerges as a highly effective strategy, providing signif-
icant enhancements in model performance by leveraging the strengths of both architectures
to address complex prediction challenges. Recent advances, such as combining LSTMs with
Transformers or incorporating attention mechanisms, can significantly enhance performance
in scenarios requiring real-time adaptability and multi-scale dependency modeling.

• Enhancements Through Specialized Techniques: Beyond combining DL models, various
techniques have been employed to refine the prediction quality in terms of performance and
privacy. These include TL, FL, MTL, Attention Mechanisms, and Graph Structure Information.
Each technique addresses specific challenges, from using pre-learned patterns in TL to
ensuring privacy and real-time responsiveness in FL, highlighting multifaceted approaches
to improving DL models in network traffic prediction.

• Role of Transfer Learning in Tackling Data Scarcity: TL is particularly valuable in
scenarios with insufficient traffic data for training robust DL models. By applying knowledge
from a related source domain, TL demonstrates promise, especially when the source and target
domains share underlying patterns. This observation suggests a promising future research
direction in which TL could be applied between similar domains, potentially unlocking new
predictive capabilities.

• Privacy Preservation through Federated Learning (FL): FL stands as a pivotal technique
for addressing the increasing privacy concerns of service providers. Its decentralized nature
allows models to be trained across distributed data sources without transferring raw data,
which enhances both privacy and reduces bandwidth consumption. In the future, optimizing
FL frameworks by integrating real-time federated learning and energy-efficient protocols
will be crucial to managing massive and dynamic network traffic in a sustainable way.
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• Multi-task Learning for Resource Efficiency:MTL has proven effective in reducing compu-
tational overhead by allowing a single model to simultaneously learn multiple tasks, such as
traffic prediction and anomaly detection. This approach provides a practical path toward scal-
able and efficient prediction systems, especially in high-demand networking environments.
Future research could explore integrating MTL with reinforcement learning or adaptive
learning techniques, where models can autonomously prioritize tasks based on network
conditions.

• GNN for Improved Spatial Feature Extraction: GNNs have shown superior ability to
extract spatial features compared to CNNs. This advantage points to the potential of GNNs
to improve model accuracy by better capturing the intricate spatial relationships inherent in
network traffic data.

• The Promise of Transformers: Transformers, with their self-attention mechanisms, have
revolutionized sequential data processing, enabling the modeling of long-range dependencies
and handling high-dimensional, real-time network traffic data more efficiently than tradi-
tional models like LSTMs and RNNs. Their ability to process sequences in parallel makes
them ideal for large-scale network environments where traffic flows dynamically. Recent
advancements, such as Large Language Models (LLMs) and Spatiotemporal Transformers,
further extend the potential of these models. LLMs, which excel at understanding complex
relationships in large datasets, can be fine-tuned to predict traffic surges or network con-
gestion by integrating contextual information such as user behavior and time-based events.
Spatiotemporal transformers go beyond time-series data, incorporating spatial relationships
between nodes in a network, which is essential for managing complex networks. These mod-
els can predict traffic across multiple locations by analyzing not only the temporal sequence
but also the spatial interdependence of traffic flows. This is particularly useful in scenarios
like 5G/6G networks, where real-time adaptability and low-latency predictions are crucial.
While transformers offer these significant advantages, their computational complexity is
a challenge. Hence, ongoing research into energy-efficient transformer architectures, such
as model pruning and attention sparsification, aims to reduce the computational burden,
making them viable for large-scale, real-time predictions with lower energy consumption.

• Scalability and Real-time Adaptation: With the explosive growth in network traffic and
its increasing complexity, scalability is a major concern. There is a pressing need for DL
models capable of processing streaming data in real-time while dynamically adapting to
network changes. This is especially crucial in modern applications like 5G/6G networks and
IoT traffic management, where latency is critical. Research in this direction should explore
scalable architectures, such as distributed transformers or asynchronous federated learning
models, that can handle large-scale, high-velocity data efficiently.

• Energy Efficiency and Sustainability in DL Models: The high computational demands
of DL models raise sustainability concerns, particularly regarding energy consumption. As
networks expand and predictive models become more complex, there is a need for energy-
efficient architectures that balance performance with sustainability. Techniques such as
model pruning, quantization, and neural architecture search (NAS) can help in designing
models that minimize energy use without compromising accuracy. The integration of green
AI principles into future research will be crucial to ensuring that network traffic prediction
models not only improve performance but also contribute to a lower environmental impact.

, Vol. 1, No. 1, Article . Publication date: May 2018. 2024-11-26 17:20. Page 20 of 1–35.



981

982

983

984

985

986

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

Deep Learning on Network Traffic Prediction: Recent Advances, Analysis, and Future Directions 21

4 PUBLIC DATASETS
4.1 Studied datasets
For the sake of usage, the most commonly used datasets in network traffic prediction are presented
below, and the references are listed in Table 11.

• Abilene dataset: The Abilene dataset contains trace data from the backbone network located
in North America consisting of 12 nodes and 30 unidirectional links. The volume of traffic
aggregated over 5-minute slots starting from March 1, 2004 to September 10, 2004 [1].

• GÉANT dataset: The GÉANT Topology has 23 nodes and 36 links. The TMs are summarized
every 15 minutes starting from January 8th. 2005 for 16 weeks (10772 TMs) [98].

• SDN dataset: SDN network dataset is a recent new dataset for prediction tasks. These
data were built through an SDN network testbed using a Mininet simulator. In the Mininet
simulation, each node is represented by an OVS switch, and each switch is connected to a
host that generates traffic flows in the network. The network consists of 14 nodes and 18
links with a temporal interval of 60 minutes. The proposed dataset contains 6257 TM after
running for 4 days [53].

• Telecom Italia dataset: Telecom Italia is a part of the "Big Data challenge". It was collected
from 01/11/2013 to 01/01/2014 with a temporal interval of 10 minutes over the whole city of
Milan (62 days, 300 million records, about 19 GB). The area of Milan is divided into a grid
of 𝐻 ×𝑊 (100 × 100) squares and the size of each square is about 235 × 235 meters and is
referred to as a cell. In each cell, the service provider records three types of cell traffic: SMS,
call service and Internet service [14].

Table 11. Public datasets for traffic prediction problems.

Dataset Relevant studies
Abilene [55] [35] [49] [8] [105] [68] [81] [62] [100]
GÉANT [12] [45] [35] [49] [68] [81] [6] [53] [62] [100]
Telecom Italia [123] [47] [5] [87] [56] [105] [122] [28] [119] [108] [120] [61][44] [128]
SDN dataset [53] [100]

4.2 Dataset analysis
In this section, we explore data dependency in both temporal and spatial domains of the different
presented datasets.

• Analysis 1: Data Analysis in the Temporal Domain
The sample autocorrelation function (sample ACF) [18] is a widely used method to discover
the data dependency in the temporal domain, which describes the dependency between the
values of a sample process as a function of time lags ℎ.
The definition of the ACF sample at cell / flow can be given as follows.

𝑟𝑘 =

∑𝑇−ℎ
𝑡=1 (𝑑𝑡+ℎ − 𝑑) (𝑑𝑡 − 𝑑)∑𝑇

𝑡=1 (𝑑𝑡 − 𝑑)
, 0 < 𝑘 < 𝑇, (9)

where 𝑇 and 𝑑 are the total counts and mean value of data in the temporal dimension,
respectively. The autocorrelation value lies in the range [-1, 1]. 𝑟𝑘 = 1 indicates total posi-
tive autocorrelation between data with a time lag of ℎ; while 𝑟𝑘 = -1 means total negative
autocorrelation and 𝑟𝑘 = 0 denotes no autocorrelation.
Fig. 4(a) 5(a) 6(a) 7(a) show the temporal behavior or the data. The x-axis denotes the
time interval index, and the y-axis is the number of events of specific flow/cellular traf-
fic. Fig. 4(c) 5(c) 6(c) 7(c) demonstrate that the traffic of the different datasets exhibits nonzero
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autocorrelations in the time domain, and this indicates the future traffic volume can be pre-
dicted through historical observations. As the ACF value at lag 1 is close to 1, this indicates
that there is a strong correlation between consecutive observations. This may be the case for
data that has a strong trend or momentum behavior. For example, telecom Italia and SDN
datasets have seasonal correlation because the ACF values show a repeating pattern of spikes
at regular intervals, this indicates that there is a seasonal pattern in the data, which indicates
that the data exhibit regular cycles or patterns over time.

• Analysis 2: Data analysis in the spatial domain
The spatial correlation of the traffic data is measured using a widely used metric [102], i.e.
Pearson correlation coefficient 𝜌 , between a target cell/flow (𝑖, 𝑗) and its neighboring cells
(𝑖′, 𝑗 ′), defined as follows.

𝜌 =
𝑐𝑜𝑣 (𝑑𝑖, 𝑗 , 𝑑𝑖′, 𝑗 ′ )
𝜎𝑑𝑖,𝑗 , 𝜎𝑑𝑖′, 𝑗 ′

(10)

where 𝑐𝑜𝑣 () is the covariance operator, and 𝜎 is the standard deviation. Similarly, this ranges
in [-1, 1] as well.
The nonzero spatial correlation among neighboring cells/flows (Fig. 4(b) 5(b) 6(b) 7(b))
especially with GÉANT and telecom Italia datasets indicate clearly that the spatial correlation
indeed exists among different cells/flows.

5 PERFORMANCE COMPARISON OF DL-BASED MODELS FOR NTP
In this section, we show the results of our performance comparison, which has been conducted on
representative DL-basedmodels such as LSTM, BiLSTM, GRU, BiGRU, GraphWaveNet (GWN) [110],
and Diffusion Convolutional Recurrent Neural Networks model (DCRNN) [8]. DCRNN combines
graph convolution networks with recurrent neural networks in an encoder-decoder manner,
whereas GWN integrates diffusion graph convolutions with 1-D dilated convolutions.

We chose these models because they are among the most widely used for NTP, as well as to
evaluate the performance of GNN-based models against the models used to extract the temporal
correlations. To do so, we evaluated the performance of such models using three public traffic
datasets, GÉANT, Abilene, and SDN datasets. Before explaining the construction of different models,
it is important to process the data and take a look at it. Table 12 illustrates the characteristics of
the datasets used and the figures. Fig. 4(a) 5(a) 6(a) presents the random selection flow pattern for
500 timestamps from the GÉANT, Abilene, and SDN datasets. Note that for a fair comparison of
the patterns of the different datasets, we have used the same interval for the three datasets. In
particular, we have aggregated the traffic of SDN and Abilene data to find the same interval of the
GÉANT dataset (15 minutes).

We used two popular metrics:𝑀𝑆𝐸 and𝑀𝐴𝐸 (Equation 3 and Equation 5) as well as the inference
time. In addition, during our experiments, we modeled TM prediction as a time series prediction
problem. We assume that modeling each OD flow sequence separately may ignore the inherent
correlations between OD flows as well as it requires longer training and predicting time.

5.1 Experiment Setup
The models are implemented using Python 3 as a programming language and PyTorch as a DL
framework. The datasets have been divided chronologically into a training set, a validation set, and
a test set according to the proportions of 70%, 10%, and 20%, respectively. Table 12 illustrates the
characteristics of the data sets used and the figures. Then, a normalization of each traffic flow was
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(a) (b) (c)
Fig. 4. The spatial and temporal dynamics of the Abilene dataset. (a) Temporal dynamic of the traffic; (b)
Spatial correlation; (c) Autocorrelation analysis

(a) (b) (c)
Fig. 5. The spatial and temporal dynamics of the GÉANT dataset. (a) Temporal dynamic of the traffic; (b)
Spatial correlation; (c) Autocorrelation analysis

(a) (b) (c)
Fig. 6. The spatial and temporal dynamics of the SDN dataset. (a) Temporal dynamic of the traffic; (b) Spatial
correlation; (c) Autocorrelation analysis

performed, where all values are in the range of [0, 1] to optimize the performance of the training
process. The code is available online: https://github.com/aouedions11/Network_Traffc_prediction.

Table 12. Datasets description

Dataset Nodes Flows Interval Records
GÉANT 23 529 15 min 10,769
Abilene 12 144 5 min 48,096
SDN 14 196 1 min 6,257
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(a) (b) (c)
Fig. 7. The spatial and temporal dynamics of the Telecom Italia dataset. (a) Temporal dynamic of the traffic;
(b) Spatial correlation; (c) Autocorrelation analysis

5.2 Prediction performance
In this first set of experiments, the different models have been trained for 500 epochs with sequence
length set to 24 with GÉANT and Abilene datasets and 60 with SDN datasets. Only three datasets
were chosen instead of the fourmentioned above for several reasons. First, the three selected datasets
all represent backbone network data. Backbone networks form the main Internet pathways, and
understanding their behavior is crucial for ensuring effective and reliable Internet communication.
The Internet network facilitate the bulk of data transmission, and their performance directly
influences the end-user experience. By focusing on these datasets, our work can identify patterns
that would directly affect internet traffic. Second, the three datasets vary in network size and
interval, allowing for a more comprehensive analysis and robust findings that can be generalized
across various network contexts. Thus, we focus our analysis on the backbone network datasets to
maintain consistency in the study and ensure that the results are directly relevant to the domain of
interest. The results are illustrated in Table 13.

Table 13. MSE, MAE (× 10−3), and inference time of the different DL-based models on GÉANT, Abilene, and
SDN datasets

Metric
GÉANT Dataset Abilene dataset SDN dataset

MSE MAE Inference Time MSE MAE Inference Time MSE MAE Inference Time

LSTM 1.644 13.159 0.278 7.529 29.225 0.969 13.349 67.071 0.306
BiLSTM 1.294 11.662 0.482 6.289 22.006 1.711 13.123 66.189 0.574
GRU 1.592 12.907 0.248 7.354 28.472 0.799 12.686 64.891 0.258
BiGRU 1.244 11.559 0.417 6.188 21.416 1.458 12.477 64.776 0.48
GWN 0.879 5.954 3.651 6.220 18.318 3.814 7.936 52.927 2.694
DCRNN 4.166 26.430 8.91 14.507 59.543 32.729 67.892 213.923 9.845

As can be seen, the GWN model gives the best results, followed by BiGRU, BiLSTM, LSTM,
and DCRNN. The performance of GWN is mainly due to its ability to capture the spatial relation
in the TMs, which is not the case for the other models. Moreover, there is one exception where
GRU performs slightly better than the BiLSTM model on the SDN dataset. This exception may be
attributed to the fact that the SDN dataset does not require complex models like BiLSTM, and this
also can be seen with the results of DCRNN. Furthermore, the seasonality of the SDN dataset (Fig. 6
(c)) helps the model to better capture the temporal dependencies.

On the other hand, with all datasets, the DCRNN shows the worst results in terms of 𝑀𝐴𝐸

and 𝑀𝑆𝐸. This is because SDN contains sudden high peaks more than the GÉANT and Abilene
datasets (as shown in Fig. 6 (a)) where DCRNN hardly predicts such events [8] since it was initially
proposed for intelligent transport systems that have fewer fluctuations than network traffic. In
addition, the DCRNN model is the most time consuming for inference among the other models.
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From these results, though GWN gives the best results, we can notice also that simple models can
perform better than graph-based models (DCRNN), and thus the models’ performance depends on
the dataset and the context. Furthermore, we can notice that DCRNN and GWN perform better
with the GÉANT dataset than with the Abilene and SDN datasets. This advantage will become even
more significant in comparison to the SDN dataset. This is mainly due to the high spatial correlation
among the flow in the GÉANT dataset (Fig. 5(c)). Consequently, these results demonstrate that
GNN-based models work well and can provide good performance with highly correlated traffic.

5.3 Impact of sequence length
In this subsection, we study the relationship between the performance of the DL-based models and
the sequence-length hyperparameters. Fig. 8, Fig. 9, Fig. 10 and show the impact of the sequence
length on the data sets𝑀𝑆𝐸 and𝑀𝐴𝐸 on the Abilene, GÉANT, and SDN datasets. Different sequence
length is used as the input to the models to predict the next single TM volume. It can be seen that
in most cases the performance of all models increases as the sequence length increases. Therefore,
we can believe the fact that these models can remember what they have learned before many time
steps. Additionally, this may be attributed to the fact that longer sequence lengths increase the size
of the training set and in turn improve the generalization capability of the models. At the same
time, we can see that the GWN model maintained a better prediction performance than the other
models. With the support of stacked dilated casual convolutions, GWN can handle spatial-temporal
graph data with long-range temporal sequences efficiently.

(a) (b)
Fig. 8. Impact of sequence length on the prediction performance of different models on Abilene dataset

(a) (b)
Fig. 9. Impact of sequence length on the prediction performance of different models in the GÉANT dataset
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(a) (b)
Fig. 10. Impact of sequence length on the prediction performance of different models in SDN dataset

5.4 Flow-by-Flow prediction vs. TM prediction
In this section, we compare the prediction performance of flow-by-flow prediction and TM predic-
tion methods. To evaluate these methods, we used two well-known models, LSTM and GRU on the
two datasets (because Abilene is very expensive for flow-by-flow cases). For flow-by-flow prediction,
we assumed that each OD traffic is independent of all other ODs, and we fed the LSTM/GRU model
with flow-by-flow. In particular, with the flow-by-flow TM prediction method, the model uses the
traffic volumes of the OD flows in the TM to predict one by one.
As shown in Fig. 11 and Fig. 12, using the LSTM model, the TM prediction outperforms the

flow-by-flow prediction models. This is due to the inter-flow correlation that may help to reduce
the error, whereas flow-by-flow prediction ignores the relationship between the nodes and the
importance of correlations among network traffic flows.

(a) (b)
Fig. 11. Performance comparison of TM vs. flow-by-flow prediction with LSTM and GRU on SDN dataset

(a) (b)
Fig. 12. Performance comparison of TM vs. flow-by-flow prediction with LSTM and GRU on GÉANT dataset
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6 OPEN ISSUES AND FUTURE DIRECTIONS
The application of DL models for NTP has yielded promising results. However, several critical
challenges remain in designing and implementing these solutions in practical settings [19]. These
challenges encompass the selection of appropriate DL architectures, explainability, energy efficiency,
and the integration of traffic prediction with broader network management tasks. Furthermore,
new technologies and methods, such as LLMs and Physics-Informed Neural Networks (PINNs), are
emerging as important considerations for the future. In this section, we outline key challenges and
propose research opportunities to address them. These challenges, along with future directions, are
summarized in Table 14.

6.1 Identifying DL architecture
Selecting an appropriate DL architecture for NTP remains a significant challenge. While models
like LSTM, CNN, and Transformers have demonstrated strong predictive performance, determining
the optimal architecture is often a complex task that requires tuning many hyperparameters,
which can grow exponentially with model depth. Additionally, the choice of architecture depends
heavily on the nature of the data, computational resources, and the specific application. In recent
years, reinforcement learning and genetic algorithms have shown promise in automating the
hyperparameter tuning process. For example, Q-learning can help systematically select the most
appropriate architecture by evaluating model performance based on a reward system. Future
research should focus on leveraging these techniques to not only improve model accuracy but also
reduce the computational burden associated with model selection.

6.2 Explainable DL models
Due to the black-box nature of DL-based models, it is very difficult for network operators to
understand the reasons behind their outputs, causing a lack of trust in such models [26]. The
design of an DL model for traffic prediction that provides interpretable decisions about the final
result is of paramount importance to gain the trust of the end user. The challenges above can be
solved with eXplainable AI (XAI). To overcome this, Explainable AI (XAI) techniques are essential.
XAI can provide insights into how a model arrives at its predictions, improving user trust and
enabling operators to make informed decisions [38]. As a result, several XAI techniques have been
proposed, but the majority of them treat static data [84]. Contrarily to static data, temporal data for
traffic forecasting are complex, they may be non-stationary. As a result, several methods have been
proposed. In particular, the framework proposed in [30] can be used to evaluate and benchmark the
performance-explainability characteristics of various models, including those designed for traffic
prediction based on DL models. On the other hand, to explain the CNN model applied to time series,
the authors in [22] proposed a ’Gradient*Input’ method that computes the partial derivative of the
current layer for the input andmultiplies it by the input itself. Therefore, they computed neurons and
filter activation for a specific instance. The input subsequences processed by themost activated filters
have the highest contribution to the prediction. In addition, perturbation techniques, such as that
in [84], involve removing or masking certain input features to determine their contribution to the
final prediction [7]. Moreover, attention mechanisms can enhance interpretability by highlighting
which portions of the input data the model focused on. For example, the work in [23] combines
a CNN as a feature extractor and a LSTM model to learn the temporal dependencies. Then, the
hidden states and output states of the LSTM are used as input of a feedforward neural network
layer that performs classification. The weights of this feedforward layer are the attention weights
that indicate the importance of the different timesteps of the time series. Further research should
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explore the development of explainable spatiotemporal models, particularly in complex NTP tasks
involving non-stationary data.
6.3 Leveraging LLMs for NTP
The introduction of LLMs like GPT and BERT has revolutionized sequence modeling, and these
advancements can be adapted for NTP. LLMs can capture intricate, long-range dependencies in
data, allowing for more context-aware and accurate predictions. LLMs could significantly enhance
the predictive power of NTP models by integrating external factors, such as weather conditions or
user feedback, into the prediction framework [43]. Moreover, their ability to generalize across tasks
makes them well-suited for cross-domain applications, such as transferring predictive knowledge
between different network environments. Future work should explore fine-tuning LLMs specifically
for NTP, addressing the scalability challenges posed by the high-dimensional nature of traffic data.
6.4 DL enabled green networking technology
As DL-based models require massive computations to achieve acceptable performance, for exam-
ple, training relatively simple CNN models still requires several CPU cycles and huge memory
space. Recently, great attention has been paid to energy consumption during model training and
inference [113]. In this context, to reduce the computation cost of DL-based approaches, several
mechanisms can be explored such as a lightweight model and using fewer data to train our model
while keeping the model performance. Using lightweight ML/DL models is helpful to get faster
prediction and to achieve the trade-off between energy consumption and model performance.
Several possible lightweight models should be considered for traffic prediction. One direction is to
use Binary Neural Network (BNN) [78] requires less memory and computational resources due to
the binary values for both activations and weights, simplifying computation, and making them
suitable for low-power devices and resources-constrained. Furthermore, Spiking Neural Networks
(SNNs), which are next-generation artificial neural networks inspired by information processing
in biology. SNNs can reduce computational complexity while maintaining competitive predictive
accuracy, making them ideal for resource-constrained environments like edge computing [96].
In addition, reducing the model size is an essential practical problem in such network-related
scenarios, and Knowledge Distillation (KD) can be a useful technique for this problem. KD is a
technique that enables the transfer of knowledge from a large network that has been trained to
solve a certain task to a smaller network [41].

6.5 Integrating Traffic Prediction with Resource Management
NTP and resource management are usually performed independently, while traffic prediction can
play an important role in network management, such as short- and long-term resource allocation,
anomaly detection, and traffic routing. Integrating traffic prediction with resource management
offers numerous potential benefits for wireless networks. Using predictive analytics, network
operators can anticipate future traffic trends and proactively allocate resources to meet demand,
thus improving network efficiency and user satisfaction. Furthermore, integration can enable
more effective load balancing, congestion management, and fault detection, leading to a more
robust and resilient network infrastructure. A limitation of separately modeling NTP and resource
management is that the potential relations between traffic prediction and resource allocation are
ignored, which can degrade the performance of QoS / QoE. Consequently, it is interesting to
have a model that jointly solves different but related problems. In this context, [54] solves traffic
engineering problems based on segment routing by taking into account future traffic changes. The
results of the experiment show that the proposed solution can achieve near-optimal performance
in terms of maximum link utilization and significantly reducing the number of routing changes.
Furthermore, connected users can be moved and connected from one base station to another base
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station, with the transfer process. In this context, the use of the transition probability matrix of the
handover graph can improve traffic prediction [129].

6.6 Physics-Informed Neural Networks (PINNs) for NTP
Traditional DL models applied to NTP often overlook the underlying physical principles that
govern network traffic flows, such as conservation laws and network topology constraints. Physics-
Informed Neural Networks (PINNs) present a novel approach by embedding physical knowledge
directly into the learning process [24]. This could lead tomore accurate and interpretable predictions,
as the models would adhere to known constraints of network behavior. Incorporating PINNs into
NTP frameworks could also improve model generalization, as these models would be less likely to
produce unrealistic predictions under novel conditions. Research in this area should explore how
PINNs can be adapted to model the highly dynamic and nonlinear nature of network traffic.

6.7 Concept Drift-aware DL for NTP
Concept drift in NTP could arise from changes in network configurations, user behaviors, or network
conditions. Therefore, it is essential to continuously adapt the predictive models to these changes.
Consequently, continuous adaptation of predictive models to maintain accuracy and relevance is the
need of the hour. Integrating concept drift-aware mechanisms into existing DL architectures without
introducing excessive computational overhead or sacrificing predictive performance remains a
key challenge. To do so, one should continuously update the DL models to accommodate the drift.
Although continuous updates in the DFL for NTP can offer better performance, this will be at
the cost of energy consumption. In this context, Deep Unlearning (DUL) [79] can be used to find
the tradeoff between performance and energy consumption. DUL can selectively discard outdated
or irrelevant knowledge while retaining valuable information relevant to the current state of the
network. In addition, using KD techniques helps transfer knowledge from the original model to an
updated version trained on recent data [37]. By distilling the knowledge learned from past network
traffic patterns into a more compact and up-to-date model, incremental learning can facilitate
seamless adaptation to concept drift while minimizing computational overhead.

7 CONCLUSION
In recent years, numerous studies and efforts have been made to predict traffic. In this paper, we
examine the use of DL for NTP, a promising topic that enables intelligent network management,
since accurate network traffic prediction reduces unnecessary resources by tightly allocating
network, cache, and computing resources based on future traffic demand. First, we provide a brief
introduction to DL and NTP. There is also a detailed discussion of papers addressing such a problem
in terms of the types of DNN techniques used, such as simple/hybrid models, transfomers, transfer
learning, multitask learning, federated learning, and graph neural networks. Additionally, we
provide a list of publicly available datasets and their behavior, as well as present some open-source
projects for future research. Moreover, to compare and study the performance of some models
under different scenarios, we conducted numerical experiments on some well-used datasets. Finally,
we discuss some of the major challenges and directions for future research.

In future studies, we can expand our findings by incorporating a wider spectrum of datasets,
including those such as Telecom Italia, to offer a more comprehensive view of network behavior
across different infrastructures. Moreover, the exploration of advanced DL architectures, especially
Transformer models, stands to open new avenues in NTP, given their profound capabilities in
capturing intricate patterns. Such advances could lead to better predictive accuracy and an enhanced
ability to adapt to the dynamism of network traffic. Furthermore, future research should investigate
online learning and self-supervised learning for NTP. These approaches have the potential to
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Table 14. Summary of Challenges and Future Directions For DL for Network Traffic Prediction

Challenges Description Future Directions
Identifying DL architec-
ture Finding suitable architecture and

identifying optimal hyperparame-
ters are difficult tasks and can influ-
ence the model performance.

1. Using reinforcement learning or a genetic algorithm for
hyperparameter tuning for DL-based models [83] [3]

Explainable DL models Lack of justification/ interpretabil-
ity of the final prediction

1. Perturbation techniques such as removing or masking
certain input features to determine their contribution to
the final prediction [7].
2. Attention mechanisms can be utilized to address the
interpretability of the prediction [23] as they assign values
that correspond to the importance of different parts of the
time series according to the model.

DL-enabled green net-
work technology Reducing the energy consumption

duringmodel training and inference
1. A lightweight ML/DL model is helpful to get faster pre-
dictions and to achieve the trade-off between energy con-
sumption such as spiking neural networks [101] and binary
neural networks [78].
2. Knowledge distillation is a useful technique for energy
consumption that enables the transfer of knowledge from a
large network that has been trained to solve a certain task
to a smaller network [41].

Fuse Traffic prediction
with resource manage-
ment

Improve resource management
through traffic prediction and vice
versa

1. Using the transition probability matrix of the handover
graph captures the spatial characteristics of the traffic and
in turn, improves the prediction [129].
2. Using the predicted results for traffic engineering includ-
ing maximum link utilization [54].

Concept Drift-aware DL Discard outdated or irrelevant
knowledge while retaining valuable
information relevant to the current
network state.

1. Using Deep Unlearning [79] to find the tradeoff between
performance and energy consumption.
2. Using Knowledge Distillation Techniques to Transfer
Knowledge from the Original Model to an Updated Version
Training on Recent Data [37].

Leveraging LLMs for
NTP LLMs, such as GPT and BERT, of-

fer the ability to capture long-range
dependencies and integrate exter-
nal context, enhancing NTP perfor-
mance.

1. Fine-tuning LLMs for NTP tasks and addressing the chal-
lenge of scaling LLMs to handle high-dimensional traffic
data [43].
2. Exploring cross-domain applications where LLMs trans-
fer predictive knowledge across different network environ-
ments.

Physics-Informed Neural
Networks (PINNs) for
NTP

Traditional DL models often ig-
nore underlying physical principles
like conservation laws and network
topologies. PINNs incorporate this
knowledge into the learning pro-
cess.

1. Adapting PINNs to account for the complex, nonlinear
nature of network traffic while embedding physical con-
straints directly into the model [24].

significantly enhance the adaptability and efficiency of predictive models by allowing them to learn
from new data in real time and extract valuable insights from unlabeled data, respectively.
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