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Abstract

This paper presents a first-order approximation for solving the unsteady
Stokes problem using the pressure-correction Goda scheme in the Reduced
Order Model (ROM) context. The study begins by formulating a semi-
discrete in time approximation of the Stokes problem, followed by the in-
troduction of the Goda time-splitting scheme, employing the first-order Eu-
ler approximation for time discretization. A brief overview of the Finite
Element (FE) space approximation is also provided. The Proper Orthog-
onal Decomposition (POD) method is then used to construct a Galerkin
projection-based ROM for the Goda equations. An interesting point of the
present contribution lies in the choice of inner products used to construct
reduced bases for predicted velocities, divergence-free velocities, and pres-
sure. These choices lead to explicit calculations for deriving velocity and
pressure solutions within the reduced model. Stability analysis and error
estimates for the proposed ROM are derived. Finally, numerical examples
are presented to validate the theoretical results, demonstrating the effective-
ness and accuracy of the proposed approach also for the simulation of the
parametrized incompressible Navier—Stokes equations.
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1 Introduction

A significant challenge in the numerical simulation of incompressible flows arises
from the coupling between velocity and pressure, imposed by the incompressibility
constraint. Interest in using projection methods to address this issue in time-
dependent viscous incompressible flows began in the late 1960s, with the pioneering
work of Chorin and Temam [8,42]. Since then, various extensions of these methods,
commonly referred to as fractional or splitting step methods, have been developed.
The literature on this subject is extensive, featuring both rigorous mathematical
analysis and a wide array of numerical experiments. For a detailed treatment of
this topic, see [30, [19].

It is important to note that projection methods provide an efficient alternative
to un-split methods, which often rely on techniques such as Uzawa algorithms,
known for their high computational cost. For more details on these alternative
approaches, see [37, 42, [16]. The key advantage of projection methods lies in their
ability to decouple the velocity and pressure equations at each time step, requiring
the solution of a series of independent elliptic/parabolic equations. This makes
them particularly well-suited for large-scale numerical simulations [21].

This motivates the study of projection methods within the framework of reduced-
order methods. Another significant advantage of these methods is that the issue of
pressure recovery, often encountered in non-splitting approaches, is effectively elim-
inated. Indeed, if the reduced velocity basis weakly satisfies the incompressibility
constraint, the contribution of the pressure, which is precisely the Lagrange multi-
plier in the equations ensuring the constraint, formally drops out from the Reduced
Order Model (ROM). On this subject, one can see for example [11, 133, [3], 4T, 4], 34} [7].
In projection methods, the pressure is directly computed by solving a ROM that
depends on the predicted velocity, which is not divergence-free. This streamlined
process further enhances the efficiency and simplicity of the method.

As far as we know from the bibliography, very little work has been published on
the study and analysis of reduced-order methods using time-splitting techniques
to solve unsteady Stokes and/or incompressible Navier—Stokes problems. In this
respect, we can cite the work of Li et al. [32] where they proposed and studied
a Proper Orthogonal Decomposition based Reduced-Order Model (POD-ROM)
for non-stationary Stokes equations, which combines the classical Chorin—Temam
projection method with POD technique. The method decouples the reduced-order
velocity variable and reduced-order pressure variable. They circumvent the verifi-
cation of classical LBB/inf-sup condition for mixed reduced spaces with the help
of pressure stabilized Petrov—Galerkin (PSPG)-type projection method. In this
contribution, we propose a reduced order method applied to the time-splitting
Goda (standard-incremental) scheme [17], which constitutes an improvement over
the classical Chorin—Temam pressure-correction scheme. We choose to compute



the pressure POD modes using a scalar product offering the double advantage of
being consistent with the regularity of the pressure in the full order Finite Element
(FE) resolution and leading to a completely explicit calculation for both reduced
velocity and pressure.

The outline of the paper is listed as follows. In Section [2, we recall the un-
steady Stokes problem and give its semi-discrete in time approximation. Then, we
present the Goda time-splitting scheme using the first order-Euler approximation
for time discretization, and we briefly describe its FE space approximation. In
Section 3} we mainly introduce POD method and construct a Galerkin ROM for
the Goda equations. In Section [4] we perform the stability and error analysis of
the proposed ROM. In Section [5, some numerical examples are conducted to val-
idate the theoretical analysis, and demonstrate the effectiveness and accuracy of
the proposed approach also for the simulation of the parametrized incompressible
Navier—Stokes equations. Finally, Section [0] presents the main conclusions of this
work and ongoing research directions.

2 Time-dependent Stokes equations and Goda
time-splitting scheme

We consider the incompressible evolution Stokes Equations (SE) given by:

u —vAu+Vp =f in Q x (0,7),
V-ou =0 in Q x (0,7), Q)
u =0 on 0,
u(z,0) =wup(r) in 2,

in a bounded polyhedral domain Q C R?, d € {2, 3}, with a Lipschitz-continuous
boundary 052, and in the time interval [0, T']. For the sake of simplicity, we impose
homogeneous Dirichlet boundary conditions on 0.

In the above equations , u is the velocity field, p is the pressure of the
incompressible fluid, v > 0 is the kinematic viscosity, f is the forcing term, and
ug is the initial velocity.

2.1 Goda time-splitting scheme

We describe the time discretization of the unsetady Stokes problem used in
this work.

Time discretization. In order to specify the time discretization, let us divide
the time interval of integration [0,7] into N subdivisions of length At = T'/N,



the time step, and define t" = nAt, 0 < n < N. We shall compute two se-
quences (u™)o<n<ny and (p")o<p<n in a recurrent way that approximate in some
sense (u (-, t"))o<n<n and (p(-,t"))o<n<n. Assuming (u”, p*)o<p<n to be known, we
then determine u™! and p"*! by solving:

U A; u- vAw £ Vprtt = i Q,
V-u"l =0 in €, (2)
u"tt =0 on 052,

where, for simplicity of presentation, we have considered the first order Euler time
scheme.

The Goda time-splitting scheme [I7] adopted here acts into 2 steps. The first
is the prediction-diffusion problem that consists in:

Find @™t such that

,&n—l—l —u”

_ ~n-+1 n _ £n+l :
A7 vAu"T +Vph = f in Q, (3)

a"tt =0 on Of).

The second step, called pressure-continuity correction step, consists in:
Find (u™, ¢"™1) such that

1
A_t(,u,n—&-l _ ,an—i—l) + v¢n+1 =0 in Q,
V-u" =0 inQ, (4)
u"l-n =0 on o,

with n the unit normal to 0f) oriented outward. This last step can be rewritten
as a Poisson problem on ¢"*! :
Find "' such that:

Agmtl = év L@ i,
(5)
Opd™™t =0 on 1.

Finally, the divergence-free corrected velocity and the pressure are computed by:
Find u™t and p"*' such that:

u"t = @ — AtVentlin Q,
n+l __ n n+1 ; (6)
P = p"4+ """ in Q.

In order to give a variational formulation of the time-splitting method -@,
let us introduce the predicted velocity space:

X’::Hé:{ve [H'(Q)]: v=0o0n 00},
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with H~! its dual space, and the pressure space: Q := H'(Q) N L3(f2), being:

L2(Q) = {qeL2(Q): /qu:c:O}.

We denote by (-,-) the L?(Q)-inner product, either for scalar or vector functions.
We also denote by || - |lo the norm defined by this inner product, and (-,-) the
duality pairing between H~! and H{. Finally, we denote by:

X = Hy(div,Q) ={ve L?: V-v e L*(Q),v-n=0ondN},

the corrected velocity space. Therefore, the variational formulation of the time-
splitting scheme previously described reads:

Step 1. Prediction-diffusion problem. _
Given f*"' e H™', u" € X, and p" € Q, find "™ € X such that:

é(anﬂ _ B+ u(VE, VE) — (V@) = (F5) Vee X, (7)

Step 2. Pressure-correction problem.
Find ¢"*1 € Q such that:

Lwv.arg) wea. ®)

n+1 _

Step 3. Updating velocity and pressure problem.
Find u"™ € X and p"™' € Q such that:

(u"v) = (@'t v) - AHVe"T v) Vv e X, (9)
e = 0"+ (0" ) YeeQ. (10)

2.2 FE space approximation

In this section, we define the Finite Element (FE) discretization of the Goda time-
splitting method previously described.

In order to give a FE approximation of (7)-(10), let {75 }r>0 be a family of
affine-equivalent, conforming and regular triangulations of €2, formed by triangles
or quadrilaterals (d = 2), tetrahedra or hexahedra (d = 3). For any mesh cell
K € 7T, the diameter will be denoted by hx and h = maxge7; hix. We consider
X, C X, X, C X and Q), C Q being suitable FE for the unknown fields. Let us
also consider the discrete space of divergence-free functions:

Vi=Avn € X3 : (V-vn,qn) Van € Qn}.
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The FE approximation of — can be written step by step as follows:
Step 1. Prediction-diffusion FE approximation. ~

Given fr*t e H™' u} € Xy, and p} € Qp, find 4} € X, such that:

1 ~n n ~n ~ n ~ ~ ~ \
Kt(uhﬂ —ul, o) +v(Vayt Vo) — (pf, Vea) = (f, o) Vo, € X, (11)
where the initial velocity condition u is taken as a stable approximation to wug
in L2-norm belonging to X, (similarly for pressure). Step 2. Pressure-correction

FE approximation.
Find ¢} € Qy, such that:

1 ~n
(Vopt!, V) = —E(V cayt qn) VYan € Qu. (12)
Step 3. Updating velocity and pressure FE approximation.

Find u}™ € X}, and p}*™ € Q) such that:

(uptvp) = (@pth o) — AUV vy) Vo, € X, (13)
P an) = @han) + (95 an) Yan € Q. (14)

3 Goda time-splitting POD-ROM

In this section, we describe the reduced order modeling for the fully discrete time-
splitting FOM ((L1))-(14)).

First of all, we briefly recall the Proper Orthogonal Decomposition (POD)
method [31] that we will use to construct the Reduced Order Model (ROM).
The POD method essentially provides a low dimensional orthonormal basis for
representing a given set of data in a certain least-squares optimal sense. The most
common version of the POD method is the so-called method of “snapshots”.

The key requirement for a computationally efficient ROM is the offline/online
(completely separated) decomposition. In the offline phase, one performs the high-
costly computation of FOM aimed at building the involved POD bases and cor-
responding matrices. In the online phase, one solves the ROM for the desired
parameter of interest at very low computational cost. Hereafter, we describe these

phases applied to the fully discrete FOM (L1)-(14).

3.1 POD-ROM

Let us consider the ensembles of unknown snapshots, given by the FOM solutions
to — at time ¢, withn =1,..., N:

e S; =span{@;,...,a) } (Predicted velocity snapshots),
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e S, =span{u},...,u}} (Corrected velocity snapshots),
e S, =span{p},...,ph} (Pressure snapshots).

The POD method seeks low-dimensional bases {@1,...,@..}, {@1,--.,¢r.},
and {t1,...,1,,} in real Hilbert spaces Hg, H,, and H,, respectively, which op-
timally approximate the snapshots with respect to the corresponding norms [31].
It can be shown that the following POD projection error formulas hold [24], 31]:

N g 2 Mg ~
ALY gy = (@, Gw.pi|| = A, (15)
n=1 i=1 Ha i=rg+1
N T 2 M,
ALY Nup = (up, e)napi|| = D A (16)
n=1 i=1 Hu 1=ry+1
N Tp 2 M,
Atz P — Z(pﬁ, Vi, il = Z Viy (17)
n=1 i=1 Hp  =rptl

where My, M, and M, are the rank of S, S,, and S, respectively, and S\i, Ais
and ; are the associated eigenvalues. Although H;, H,, and H, can be any real
Hilbert spaces, in what follows we consider H; = H, = L? and H, = H'. Note
that, in this last case, we consider (-,-)g1 = (V-,V:), and || - [z = ||V - ||o. With
this choice, as we will see in next section, the computation of the reduced corrected
velocity and pressure will not need any resolution of linear system, but will directly
follow by explicit formulas for the corresponding time coefficients.
We respectively consider the following unknown spaces for the POD setting:

e X, = span{@py,..., @, } C X, (Predicted velocity POD space),
e X, = span{pi,..., ¢, } C X} (Corrected velocity POD space),
o Q. = span{¢y,..., ¥, } C Qy (Pressure POD space).

Remark 3.1. Since the POD modes are linear combinations of the snapshots,
thus the POD predicted velocity modes satisfy homogeneous Dirichlet boundary
conditions, while the POD corrected velocity modes are solenoidal. Thus, the POD
corrected velocity modes belong to Vy,, which yields X, C Vj,.

The standard Galerkin projection-based POD-ROM uses both Galerkin trunca-
tion and Galerkin projection. The former yields an approximation of the unknown
fields by a linear combination of the corresponding truncated POD basis:

T

=1
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Tu

u(x,t) = u.(x,t) = Zai(t)cpi(w) €X,, (19)

=1
p(z,t) ~ po(,t) Zb ) € Qr, (20)

where {a;(t)}:%,, {a;(t)}ix,, and {b;(t)};", are the sought time-varying coefficients
representing the POD-Galerkin trajectories for each field, respectively. Note that
the dimension of these unknown vectors is much smaller than the number of degrees
of freedom in a full order simulation.

Replaeing the FE solution (@)™, w;™, pp*") with (ar™, ™, pr+!) in (11)-

and projecting the resulted equations onto the respectlve POD spaces us-
ing the corresponding POD bases {@;}2,, {@i}i=,, {¢:}:2,, respectively, the full

space-time discretization of the proposed POD-ROM reads as:

e Initialization. Set:

Tu Tp

=1 =1

[e=]

e Iteration. Forn=0,..., N —1:

Step 1. Prediction-diffusion reduced order problem. _
Given f*™' e H™' u” € X,, and p" € Q,, find @"™ € X, such that:

atl —ur . o o
< r = _T’CP) +V<Vur+1’vtp) (pr’v ‘P) <f +1’90> vQOEXT. (22)

Step 2. Updating velocity and pressure reduced order problem.
Find u?*' € X, and p'*tt € Q, such that:

(n—H?QO) = (n—HvSO) Vo € X,, (23)

(Vo V) = (VL V) - (VT ) YWeQ, (20

where in we have used that X, C V},, as pointed out in Remark .
The POD-ROM (22)-(24) yields the following reduced algebraic problems for
the unknown vectors of time coefficients:

e Initialization. Set:

0 _ (4,0 L
a; = (uy, ;) fori=1,...,r,,

b o= (Vp, Vi)  fori=1,...,7,.

(2
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e Iteration. Forn=0,...,N —1:

Step 1. Prediction-diffusion algebraic reduced order problem.
Given the vectors of corrected velocity and pressure time coefficients a™, b,
respectively, compute the vector of predicted velocity time coefficients a™* by:

At At
where the terms in are evaluated by:

1 ~ ~ 1 -
(—M + ys) a""'= —Ma" + Db" + ", (25)

Mﬂ :<¢Za¢j) for ’i,j:17...,rﬂ,

Sii = (V@i,V@;) forij=1,...,ra
(26)
Dji :(¢Z,V¢]> fori:1,...,rpandj:1,...,7’a,

Cj :<fn+17¢j> fOI'j:L...,’f’a.

and are precomputed during the offline stage. In , M and S are, respectively,
the POD mass and stiffness matrices, D is the matrix associated to the pressure
term, and c is vector associated to the forcing term. Since we chose to construct
the POD predicted velocity basis in L?, then the mass matrix M coincides with
the identity matrix.

Step 2. Updating velocity and pressure algebraic reduced order problem.
Compute the vector of corrected velocity and pressure time coefficient a™ !,
bt respectively, by:

o = NI (27)
1
bn+1 — bn_EDT&n—i—l’ (28)

where M in (27) is defined element-wise as:

~

M = (pi,pj) fori=1,...,rgand j=1,...,1,, (29)

and D in has been defined in . Again, the involved matrices are precom-
puted during the offline stage.

4 Analysis of the time-splitting Goda-ROM

In this section, we perform the numerical analysis of the proposed Goda time-
splitting POD-ROM (22)-(24), dealing with stability and error estimates.

9



4.1 Technical background

This section provides some technical results that are required for the numerical
analysis. Throughout the paper, we shall denote by C' a positive constant that
may vary from one line to another but that is always independent of the viscosity
v, the FE mesh size h, the time step At, and the corrected velocity, predicted
velocity and pressure eigenvalues \;, \;, 7;, respectively.

Definition 4.1. Let X be a Hilbert space and Y, Z two finite-dimensional subspaces
of X with intersection reduced to the zero function. The pair of finite-dimensional
spaces (Y, Z) is called to satisfy the saturation property if there exists a positive
constant C such that:

lyllx +lzllx <Clly+ =[x vyeY,zeZ (30)

The saturation property can be viewed as an inverse triangular inequality.

Lemma 4.2. (see [[0], Lemma 5.3). The saturation property is equivalent to the
existence of a constant o < 1 such that:

(v, 2)x| < elyllxllzllx VyeY,zeZz (31)

We may take a = 1—2/C? (see Remark 2 in [5]), and in the sequel we will call
a the saturation constant. Then, we can interpret the saturation property in the
sense that the angle between spaces Y and Z, defined by:

0 = arccos ( sup M) : (32)

yeY\{0},2€2\{0} lyllx|lzllx

is uniformly bounded from below by a positive angle, and o = cos(6).

Remark 4.3. Lemma [{.9 will be used in Theorem [{.8§ to bound the error term
arising from Step 2 of the pressure estimate.

Note that the argument of saturation property has been used in [5] to develop
a stabilized post-processing of the Galerkin FE solution of convection-dominated
flows and was very recently extended [Z] to POD-ROM approximations to propose
a cure for instabilities due to advection-dominance in POD solution to advection-
diffusion-reaction equations [38].

It also gave a mathematical argument to perform the numerical analysis of re-
cently proposed stabilization POD-ROMs [9, [40] that take into account the pressure
instability for incompressible flows governed by the Navier—Stokes equations.
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4.2 Existence and stability results for Goda-ROM
We have the following existence and stability result for the proposed Goda-ROM,

22)-@2):

Theorem 4.4 (Existence and stability results for Goda-ROM). The Goda-ROM
— admits a unique solution that satisfies the following bounds:

N-1
max [ < @l§ + AZ[VG+ v > AL F R (33)
- n=0
N-1
~ k|2 ~n+1/|2 2 k|12
g NG + v 3 A9zt + e e IV
N-1
< @5+ ALRIVRS + v D ALF I (34)
n=0

Proof. Problem — is equivalent to a square linear system of (1 + r, + 1)
equations at each time step. Therefore, uniqueness of the solution is equivalent to
its existence. Let us assume that there exists a solution and prove that it is unique.

Actually, this will follow from —, thus we will prove these estimates.
e Corrected velocity stability estimate.

Taking ¢ = u™*! in , and applying Cauchy—Schwarz and Young’s inequalities
we obtain:

[y I < [lan 6. (35)
Hence, from we have:
k|2 k(2
Jnax [lupflo < max flalo. (36)

Estimate follows from by proving in next step.

e Predicted velocity-pressure stability estimate.

By projecting equation onto the predicted reduced velocity POD space X,
for the reduced velocity at time n and integrating by parts we obtain:

(), @) = (@, @)+ At(p} —pi ', V- @) V@ e X,. (37)

11



Substituting into (22) we get:
ﬁ’?+1 — ,&’? ~ ~n+1 - n n—1 = n+1l =
T7§0 +I/<V’U/T 7v90>_(2pr — DPr ,V(P): <-f 7(p>7 (38)

for all ¢ € X,.
To prove estimate (34]), we set @ = 2Ata™*! in , ¥ =2At*(2p" — p™ 1) in
, and add both equations. Using the polarization identity:

ﬂn+1 —u” i s o L o
(szAtufﬂL ) = ||ru,;l+ 12— ||1ar)? + ||'u,:}+ — a2,

we obtain:
a7 G + llay ™ — ay g + 2Atw || Va3
+ 2082Vt = p?), V(@2pr = pp ) = llaglfs + 288 A, (39)
From at time t", we have:
AUV (P =P 1), V) + (V- @), ¢) = 0. (40)
Subtracting from and taking ¢ = 2At(p"T! — p7), we get:
—2At(ay T —ay, V(pr =) + 288(V(p = 2p) + p ), V(T - ) =

(41)
Summing and , we have:
@G+ gt — g + 28t [ Va1
+AC (VG + IV @ = p)lI5)

=3 + ARV + 200 ) 2N — V()
n+1 B
Jarlg + aev 3 + ae (Ll ypvarag)

+AL ([Jar ™ =g+ 11V = el - (42)

T

IN

where in the last inequality we have used the definition of the dual norm and
Young'’s inequality. From (42)), we get:

a5 + Atv|[Var g + At Vg
~n T At n
< @ ls + ACIVELIGE + — 1" - (43)

By summing from n =0 to k < N, we get (34).
]

Remark 4.5. Note that the presence of the factor At* in front of the pressure term
1s inherent to the time-splitting scheme, and it can also be found in stability and

convergence results of full order time-splitting scheme for incompressible flows, see
e.g. [20].

12



4.2.1 Alternative pressure stability estimate for Goda-ROM

An alternative pressure stability estimate for the Goda-ROM (22)-(24), following
Corollary 5.13 in [40], could be obtained. To do so, let us define the norm:

V@

-1l = sup B2 VAR -, (44)
eex,. IVl

The following result holds:

Corollary 4.6. The time primitive of the reduced pressure satisfies the following
stability bound:
1
A 3
/ n n—1 ~0 0 k41712

(45)
where P! = Z AtpF.
k=0

Proof. For any ¢ € X,, from (38) we get:

SN

n n—1 ~ 'ﬂ’?—i_l_’u’r ~ ~n+1 ~ n+l =
2py =0 V@)= —x ) Hr(Var V) = (f", @)

Then, summation over the discrete times gives:
@P; = PrL V@) = (@ — @), @) + ) Atlp(Va, Vg) — (£, @) (46)
k=0
Thus, from we get:

(27)7’? — P;l_lv % 95)
sup

= + VALV (2P — P
vl ( 0

< @ lo + adllo + > AtwlVar o+ £ | a-1)
k=0

HVALVEP! =PI, (47)

where we have applied the triangle inequality, the Cauchy—Schwarz inequality,
and the definition of the dual norm. So, if we use the norm definition , by the

13



Cauchy—Schwarz inequality, from (47) we have:

0<k<N

2Py =Pr7Hll < €| max o+ (VZAtIIVﬂf“Hﬁ>
k=0

1
2

N—1
(ZAtHf’f“H%f-l)
k=0

N 1
(ZA IV (2p1 — ‘1)||%> . (48)
k=1

Using the stability estimate to bound the terms on the right-hand side of
7 we get estimate for the time primitive of the reduced order pressure.
O

Remark 4.7. Note that the technical trick of considering the time primitive of the
reduced order pressure P, as originally introduced in [6] for a FE-FOM, allowed
to reduce the order of the penalty factor At in front of the pressure term.

4.3 Error estimates for Goda-ROM

We are now in position to state the following POD truncation error estimate
between the Goda-ROM solution obtained by — and the snapshot data
obtained by the FOM —.

Theorem 4.8 (POD truncation error). Let (wup, @y, py) be the FOM solution de-

fined in — and (., @, p,) be the Goda-ROM solution defined in —.
Then, the following bounds hold:

My M,
ZNIIUn+1 wE < oTe" | Y N (AP HIVEIR) + vt D wulleds
i=rg+1 i=rp+1
M,
+ > A (49)
=7y +1

14



N-1

Zmnw“ aE v Y A - e

n=0
N-1

+AP Y AV (T = prIS
n=0

Mg My
< OoTe [ DT N(ATHIVER) T D wlwlg |- (50)
i=rg+1 i=rp+1
Proof. Let us denote by:
W= Plup -, W= PR - Go= P v

where P* and P* denote the L*-orthogonal projection on X, and X, respectively,
and P? is the elliptic projection on ),. For these projections, we have the following
POD projection error estimates that we will use in the sequel:

- L2-POD projection error estimates.

N M;
ALY mplls = Z A AtZ||~h||o Y
n=1

=7y +1 i=rg+1
N M,
n||2
Aty lGils = > wulvill. (51)
n=1 i=rp+1

- H'-POD projection error estimates.

N Mgy

ALY IVnplls = Z AillVeills, AtZIIV Mle= " NIVl
n=1 i=ry+1 i=rg+1
N Mp

ALY VG = Y e (52)
n=1 1=rp+1

Note that the first two estimates in and last estimate in directly follow
from ([L5)-(L7), while for the rest we refer to [30], Lemma 2.2.

e Corrected velocity error estimate.

For the projection of the corrected velocity, from (13) we get:

(Pruy™, @) = (Pray™, o) Ve e X,. (53)
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Let us denote by:
e, =u, — P'uy.

Subtracting from the ROM equation we get:

( n+1 ( n+1 Pu n+1

o) = ) = (@ - Pt st e) (54)
Taking ¢ = e""!, from we obtain:
ler ™ Is < llaq™" — a5, (55)

Multiplying by At, summing from n = 0 to k¥ < N, using the triangle inequality
and the first POD projection error estimate in , from (55)) we derive:

N-1 My,
> Atfluptt — s < Z Atapt =@t g+ Y A (56)
n=0 i=ry+1

Estimate follows from by proving in next step.

e Predicted velocity-pressure error estimate.

By testing equation on X, at time n and integrating by parts we obtain:
(wh, ©n) = (@5, &) + Ab(py —pp ',V - 0) Vo, € X, (57)
Substituting into (11)), we get:

amtl —an 3 3 5 5
(h—h, vh> +u(Vapt, Vo,) — 2pp —pp ' Vo) = (F*T on), (58)

for all v, € Xh. }
For the projection of the predicted velocity, for all ¢ € X, from we get:

(Pu( TL+1 ,&’Z

),cﬁ) v(VE'a ', V@)

At
= (@) + (PP (2ph — 0y ), V- @) +v(Vi ™, V)
—2¢G -GV 90)- (59)
For the projection of the pressure correction, for all ¥ € Q, from (|12)) we get:
1 . 1 —n
(VPP ™ = 1), V) = _E(v - Praptt o) + E( ). (60)
Let us denote by:
& — @ — Py, = pl— PPl
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Subtracting from we get:

sn+l _ gn
(%7 ‘ﬁ) +v(VeErT,ve)
- (QZIL - Z?_l’ % 95) - V(vnh+1 VCP) (QC}? - C}?_la % ()5>’ (61)

for all ¢ € X,, and subtracting from we get:

LV @) - (V) ()

(V= 20, 99) = -

for all ¢ € Q,.

Taking @ = ™! in and integrating by parts we obtain:

1 ~n, ~n ~n n n o'l
AL (lertig + ller™ —erlls — llerlls) + viIverts + v(vap ™, vert)
+ (V22 =27, er™) + (V¢ — ¢ Y. ertt) =o. (63)

and taking ¢ = 22" — 2" ! in and integrating by parts we obtain:

(@ Ve ) — (A V2 - )
+AL (V( =21, V(220 — 227 1) = 0. (64)

From at time t", we have:

for all ¢ € Q,.
Subtracting from and taking ¢ = 2" — 2" we get:

- (éfﬂ - é?a V(Z;H_l Zn)) (77;:“ - ﬁha v( (e Z':L))

FAL (V2T =220 4 207, V(20 = 21) = 0. (66)
Summing , and we have:
1 =N ~N ~-Nn n n
g (1917151257~ 8 —1228) - vivee

oA (1T R+ 9 — )IE — IV 21R)
LA — (VOG- G + (5, Vs - )

» T

(@ =@V = ) + (W AL VET =) = 30 A (6)
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We will bound the {A4;}?_; terms on the right-hand side of (67). For the first three

terms we get:

871

A < VA + e[ VES, (68)
551 n n—12 ~n+112
2 lagr - G + = VER, (69
n (At) n
Ay < ol I+ S (VI 4 IV G - IR, (o)

for some small positive constants €1, €9 (to be determined later).
For the fourth term, applying Lemma |4.2) with ¥V = X, and
Z = span{Vy,..., Vzﬁrp} we have:

2

At ||ertt —en At . .
As< Arc| oS IET =Dl ()
Finally, for the fifth term:
1 nnJrl o ,":ln 2 AtQ
A h h n+l _ _n 2‘ 79
<3| Bg | + v - g 72

Inserting inequalities — into (]@, multiplying by 2 At and taking
g1 = 1/4, e5 = v/4, we obtain:

sn+1l _ zn 2 -
A |, TrAUIVET;

1 1 |

§At3||VZSI|% + §At3||V(zf — 2|2 4 2w AL VA

1E7HI6 — leXlls + (1 — a) Ae?

IN

~n+1 ~n 2

L/

g e |

2 .
+- A6 = GG +

—||n
At .
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2
Summing from n =0 to k < N and assuming At < §(1 — a) we have:

le 5 +v Z At[VETHS + AV

n=0
< &5+ AV + Alfz:AtQHVZ”Ho+2Vz:Nf||V’f7”“Ho
n=0
=
+2 ZAtnw“ — I3+ 2ZAt||~““||O+ZAt L}
At At 0
= &5+ AL V25 + 5 AtZAtQHVZ"HoJrZBk (74)
=1
Applying Gronwall’s lemma (see for instance [23], Lemma 5.1) we get:
N-1
=k sn+1 2 k
Jnax [lé; Ho+VZOAtHV€ I + max A#[[Vz7G
4
< e <||é9||§+ﬁt2||VZQH§ +QZBfV_1> : (75)
i=1

By using POD projection error estimates —, we can bound the {BZN_I}?:I
terms on the right-hand side of obtaining:

N-1

k ~n+1 2 k|12

max &} ||o+V§%At|IV 5+ max AL(V=7 S
Mg
T(||ég\|3+ﬁt2||V29||§+C >N (At_2+HV¢%H3)>
i=rgz+1
IO
— > vl (76)
i=rp+1

Taking the ROM initial conditions as the POD projection of the FOM initial
solutions, as indicated in (21), then (76]) reads:

N-1
k "'TH-l 2 k|2
max [lé; HoJrVZONHV 15+ max ALVl
M{L 5 MP
< 'C Z A (A2 + [ Vill5) + v Z vllwills | - (77)
i=rg+1 ’L’=T;r‘r1
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Finally, using the inequality:

~n+1 k
Z AtllErt Iz < T max [l

Z ALV 2 < T max V252,

1<k<N

the triangle inequality and the POD projection error estimates —, we reach
error bound .

]

Remark 4.9. Let us observe that all the terms in the error bounds —
are written in terms of the discarded eigenvalues, since we have directly compared
the Goda-ROM solution to the snapshot data, by using their projections onto the
corresponding ROM spaces as in [3])], instead of projections of the continuous
solution (see, for example, [26], 28,7, [40]).

On the other hand, note that the error bounds — depend on v='. This
problem could be overtaken considering an additional grad-div stabilization term in
the prediction-diffusion step in order to obtain error bounds independent of inverse
powers of the viscosity, as done for instance in [T, (15, [34] in the ROM framework.

Remark 4.10. If we consider to build the POD basis for both velocities in H*, we
get the following error estimates:

Mﬁ MP
ZNHU"H wE < o | Y NAEE Tt Y il
i=rg+1 i=rp+1
MU.
+ > A (78)
=7y +1
N-1
E:AtIlu’”1 @yt E v Y AV (@t -t
n=0
N-1
ALY ALV (PR =PI
n=0
Mg M,
< ore" | Y Mt DAt ST w2 ] (79)
1=rg+1 i=rp+1
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The proof of 1} follows along the same lines of Theorem except for the
A term in that now reads:

~nt+l  =n -1 2
— - g4V
Ay = — (ﬂh M en+l) <2

L VET R (80)
0

sn+1 =20
m, — M

At

At T 4

where we have applied Cauchy-Schwarz, Young and Poincaré (with constant C,)
inequalities.

Remark 4.11. Let us observe that if we just limit the error analysis to the com-
putation of error estimates between the ROM solution and the projection of the
snapshot data onto the corresponding ROM spaces, then (> in time errors can
be obtained for both velocities and pressure, see estimate (77)). However, when
considering the error between the ROM solution and the snapshot data, then the
error in time is limited to (%, unless Difference Quotients (DQs) [31, [25] in the
snapshots ensambles are used to maintain (> in time errors (see e.g. [10, [11], 12,
13, (27,129, [30] for recent works with DQs in the ROM context).

The use of DQs could also be benefit to improve error estimates — when
one considers the POD basis for both velocities in H', since in that case the coef-
ficient (v + 1)At=2 would be replaced by (v=! + At=2).

4.3.1 Alternative pressure error estimate for Goda-ROM

An alternative pressure error estimate for the Goda-ROM —, following
Corollary 5.18 in [40], could be obtained in the norm defined in (44)), which could
be weaker than the L?-norm in the ROM context, see Remark 4.8 in [34].

The following result holds:

Corollary 4.12. The time primitive of the reduced pressure satisfies the following
error estimate:

VAL max [[|(2P} — Ppt) - (2P — P < CVE, (81)

where E denotes the right-hand side of the inequality , and Pj = ZAtp’,i,

k=0
P = Z AtpF.
k=0

Proof. For any ¢ € X, from (61)) we get:

sn+l _ sn
e (S

(e — 11V - @) = (T ¢) FUVET V) + (e @),
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with 6"“ denoting the consistency error, defined as:
(e, @) = (Vi V@) — (267 — LV - @),
Let Z" = Y70  AtzF =377 At(pf — PPpf). Then, summation over the discrete
times gives:
22, -2}V - @) = (&7, @) + ZAt e V) + (e @), (82)
by taking the ROM initial conditions as the POD projection of the FOM initial
solutions, as indicated in (21). Thus, from (82) we get:

<2Z7? — Z;L_la V- 55)
Vel

VAV ZE ~ 2o

sup
peX,

< C ‘|é77}+1H0_|_ZAt(I/HVéff+1H0+H€Z+1HH_1)]
k=0

+VALV(2Z = Z7 o, (83)
where we have applied the triangle inequality, the Cauchy—Schwarz inequality,

and the definition of the dual norm. So, if we use the norm definition , by the
Cauchy—Schwarz inequality, from (83 we have:

1/2
22} = 227 < O | max ||e’“|\o+< ZAtIIV~k+1|Io>

1<k<N
N—1 1/2

+ <Z Atl!e’““!lﬂl)
k=0

N 1/2

+ (Z ALV (22F — 2F )||0> . (84)

k=1
Finally, we obtain:
VAt|[22 -z || < CVE, (85)

where E denotes the right-hand side of the inequality . From the triangle
inequality and the L?-POD projection error estimate for pressure , we get

).
]
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5 Numerical Studies

In this section, we present numerical results for the Goda-ROM introduced and
analyzed in the previous sections. To evaluate the efficiency and effectiveness of
the ROM, we conduct three numerical experiments, each with Dirichlet boundary
conditions.

In the first experiment, we apply the ROM to a cavity by solving the Stokes
equations with a known exact solution, treating time as a parameter. This setup al-
lows us to assess the accuracy of the ROM and evaluate error estimates by directly
comparing the proposed model with the exact solution. The second case addresses
a scenario involving a singular solution that exhibits a strong coupling between
time and space. To achieve this, we adjust the source term data to introduce
significant singularity. We will evaluate the approximation error by comparing the
ROM solution with the FE solution, providing insights into the ROM’s perfor-
mance in handling highly singular data. Finally, to increase the complexity and
test the robustness of the ROM, we solve the Navier—Stokes equations using the
lid-driven cavity benchmark problem. Here, we incorporate both time and a phys-
ical parameter, the Reynolds number, to observe how the ROM handles variations
in fluid dynamics under increased nonlinearity.

All numerical experiments were performed using the open-source FE software
FreeFEM [22], which provides a flexible environment for implementing and testing
the proposed ROM on these fluid dynamics problems.

These experiments highlight the capabilities of the proposed ROM in various
settings, enabling a comprehensive evaluation of its performance under different
physical and computational conditions.

5.1 Unsteady Stokes solution
5.1.1 Setup for numerical simulations

For the next two fabricated cases, we consider the computational domain equal
to Q = [0,1] x [0,1] C R?, the time interval is [0,7], where T = 1, and the
viscosity coefficient is ¥ = 1. The numerical method to get the snapshots is the one
described in Section [2.1] with a spatial discretization using P? — P! FE for the pair
velocity-pressure on a relatively coarse computational grid, for which we consider
a uniform partition of the cavity on 642 cells, resulting in 33 282 degrees of freedom
for velocity and 4225 degrees of freedom for pressure. In the FOM simulations,
the time step considered is At = 1072. For the ROM, we collect M = 21 snapshots
for each unknown field, by storing every fourth FOM solution in the time interval
[0.2,1]. The POD modes are generated in L?-norm for velocities and H'-norm for
pressure. In the sequel, we will consider the discrete relative error between the FE
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solution s;, and the ROM solution s, in norm [*(L?) given by:

s = sollm) \/ZM s, — stl3
)

[snlliz(r2) St lIsili

for a given field s.

5.1.2 Regular exact solution

The first example concerns a prescribed regular solution given by [32]:

u(z,y;t) = cos(t) ( ZTWSIS?D( ?21;7293)815?11(?;3;2 ) ’

(86)
p(x,y;t) = 10cos(t) cos (mx) cos (my).

In Figure , we show the decay of POD eigenvalues (left) and the captured
energy (right) computed by 1003, _, A/ 22421 Ak, where A, are the corresponding
eigenvalues and M the rank of the corresponding data set of the problem. Note
that with 1 POD mode we already capture more than 99% of the energy for each
field.

Captured Energy

Normalized Eigenvalues

100 R 100 e P
——Veloity / ——Velosity
—— Pressure 99.9998 - ——Pressure|]
EN 99.9996 F | ]
102F 1
\ N 99.9994
Vo 99.9992] |
104 IDNG ] 99.999 F
99.9988
99.9986
106 \ . ]
~ 99.9984
x BN 99.9982

108 99 9981

Figure 1: Example m Decay of the normalized POD eigenvalues (left) and
captured energy (right).

Figure[2[shows [2(L?) relative errors for both velocity (left) and pressure (right).
For comparison purposes, we also plot the [2(L?) relative projection errors for
both velocity and pressure in the same figure. From Figure [2, we observe that
with more than 3 velocity modes we get the minimum relative error. However, for
pressure, we need more than 5 modes to reach the minimum relative error, which
is in agreement with the slower decay of pressure eigenvalues with respect to the
velocity ones, see Figure [T}
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Relative Errors Velocity Relative Errors Pressure

—=— 1212 velocity —=— 1212 pressure
—=— 1212 proj vel | —=— 1212 proj pressure

107 4 108k

1010
1

Figure 2: Example I2(L?) relative errors for velocity (left) and pressure
(right) with their respective [?(L?) projection errors.

5.1.3 Singular model

In the next example, the source term ‘suffers’ from a strong coupling between time
and space. It is defined as

[ ]z +y—03—1 )

flz,yt) = ( \/m : (87)
The corresponding solution to the unsteady Stokes problem is not directly
accessible, and it is not expected to exhibit high regularity. We anticipate that
it will have a weaker capacity to be represented as a sum of separated functions
compared to the previous, more regular case. In particular, the singular values
of both the velocity and pressure fields are not expected to decay rapidly, and
certainly not exponentially. These singular values, plotted in Fig. [3| on a fully
logarithmic scale, appear to exhibit a polynomial decay, and more modes are

required to capture 99% of the energy.

Normalized Eigenvalues Captured Energy

100 ———e—% 9o %

e —=—Velocity

sop B
£/l El

|

|
El b
\ 96 F “‘
Ne |
N ] 95 |

|
94t

|
93|
|

|
ot ff

4 L 90}
10°
10° 10! 2 4 6 8 10 12 14
r r

Figure 3: Example m Decay of the normalized POD eigenvalues (left) and
captured energy (right).
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In Figure , we show the comparison between the [2(L?) relative error for each
field and its respective projection. We note that the [*(L?) relative error of each
field has the same behaviour of its projection.

Relative Errors Velocity Relative Errors Pressure

10°

Figure 4: Example I2(L?) relative errors for velocity (left) and pressure
(right) with their respective I2(L?) projection errors in logarithmic scale for both
X and Y axes.

According to polynomial regression, the errors decrease approximately as =24
for the velocity and r=322 for the pressure, which illustrates the singularity of the
solution.

5.2 Lid-driven cavity problem
5.2.1 Setup for numerical simulations

The lid-driven cavity problem is one of the most popular validation problems
for wall-bounded fluid flow simulations. In this test, the fluid is contained in a
unitary squared domain and it has Dirichlet boundary conditions on all sides:
three stationary sides and one moving side at the top, characterized by a unitary
tangent velocity. The right-hand side of the momentum equation vanishes in 2,
ie, f=0.

For this test, we also consider the Reynolds number (Re = 1/v) as a parameter,
ranging in D = [1000,5000]. In this range of Reynolds number, the solution
reaches a steady state regime.

FOM and POD modes. The numerical method to get the snapshots is the
one described in Section [2.1], with a spatial discretization using P> — P! FE for the
pair velocity-pressure on a mesh (see Figure [5)) refined towards the walls in both
directions to capture the unknown fields with a high precision using the hyperbolic
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tangent function [211, [39]:

(83)

oy =0 (1 22210,

tanh (2)

The partition of the cavity is 642, resulting in 33 282 degrees of freedom for velocity
and 4 225 degrees of freedom for pressure.

Figure 5: Example : Computational grid.

In the FOM simulations, an impulsive start is performed, i.e. the initial con-
ditions are zero velocity and pressure fields, and the time step is At = 5-1073.
Time integration is performed using the time-splitting method described in Sec-
tion 2.1l The approach adopted for the treatment of the Navier—Stokes non-linear
term (u-V)wu involved in the material derivative of the velocity consists in approx-
imating it by (u™ - V)a™*! in the prediction step, thus applying a semi-implicit
Euler method.

To compute the ROM, we consider two parameters: the physical parameter
Reynolds number Re and the time ¢, as mentioned earlier. The physical parame-
ter range for the Reynolds number D = [1000, 5000] is uniformly partitioned into
5 sample points. For the time variable, we capture the solution within the time
interval (2, 3], in which the flow has not reached yet a steady-state regime (tran-
sitory regime). As a result, we collect M = 5-200 = 1000 snapshots for each
unknown field to construct the ROM. The POD modes are generated using the
L%norm for velocities and the H'-norm for pressure. In Figure [6] we illustrate
the decay of the normalized eigenvalues (left) and the captured energy, as defined
in the previous section. It is noteworthy that with just 5 POD modes, we capture
more than 99% of the energy for each field.

27



Normalized Eigenvalues

1010

1012

10

15 20 25 30 35 40
r

100

95F |

85

80

75

90|

5 10 15 20 25 30 35 40
r

Figure 6: Example : Decay of the normalized POD eigenvalues (left) and cap-
tured energy (right).

5.2.2 Numerical results

With POD modes generated, the ROM is constructed using the same time dis-
cretization as for the FOM, and we evaluate the results for different parameter
values.

In Figure m, we show the [2(L?) relative error for both velocity and pressure.
As for the Stokes problem, we compare these errors with their respective 1?(L?)
relative projection errors, computed for the time instances in which the snapshots
were taken.

1212 Relative Errors Velocity 1212 Relative Errors Pressure

——Re =1000
—— Proy Re = 1000

——Re =1000
——Proy Re = 1000
Re = 3000 L% Re = 3000 |
—— Proy Re = 3000 AR —— Proy Re = 3000
~——Re=5000 | A ~— Re = 5000
Proy Re = 5000 \

Proy Re = 5000

Figure 7: Example[5.2} 12(L?) relative errors for velocity (left) and pressure (right)
with their respective [2(L?) projection errors.

From Figure [7] we observe that the errors have almost the same behaviour as
projection errors.

For the time parameter, we also analyze the performance of the ROM with
respect to extrapolation. Using three samples of the Reynolds parameter (Re €
{1000, 3000,5000}), we evaluate the ROM over the time interval (2, 4], while the
snapshots are taken in the time interval (2, 3]. To assess the ROM performances
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in this context, we plot in Figure |8 the temporal evolution of the L? error in space
for both velocity (left) and pressure (right).

107 12 extrap ion error Velocity 102 12 polation error Pressure
——Re = 1000 — ge - ; ggg =
5 [ |[—Re=3000 ——Re-= =
10? Re = 5000 e 103k Re = 5000 e ]
,«43/ /
- Vs
~ /
10° o 4 e
° / 10'4 //,v
104 77 /
/ 10° /
10° e /
10° = ]
BB
IS AN NN VAl
107 1; : !

2 25 3 3.5 4 2 25 3 35 4

Figure 8: Example [5.2: Temporal evolution of the L? error in space for velocity
(left) and pressure (right).

From Figure , we can observe that the errors are lower than 107% in the time
window in which we compute the snapshots, while they increase up to 1072 in the
predictive time interval.

On the other hand, to evaluate the performances of the ROM for different
physical parameter Re, we select values of Re inside the range D = [1000, 5 000],
but also different from the chosen samples. In Figure [9] we show the (2(L?) rel-
ative velocity and pressure errors in the time interval (2, 3] for different values of
Reynolds numbers inside D.

From Figure [9) we observe that the velocity error reaches the maximum value
of 1072 approximately for Re = 1500, while for pressure is 5- 1072 approximately.

6 Conclusions

In this paper, we propose a time-splitting POD-ROM, which combines the strength
of projection methods with the POD-Galerkin approach. Also, an important point
addressed in the current work lies in the choice of the scalar product used to com-
pute the POD modes for each variable in the problem. The proposed approach
leads to a fully explicit computation of both pressure and velocity fields. The
resulting ROM model is well-posed, and we establish rigorous a-priori error esti-
mates for both the pressure and velocity approximations. Numerical experiments
are carried out to validate the convergence, efficiency, and stability of the ROM,
demonstrating its effectiveness also for the Navier-Stokes equations.

The work presented in this contribution is based on a first-order temporal ap-
proximation. Extending this approach to a second-order approximation is straight-
forward for numerical experiments; however, the theoretical framework demands
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Figure 9: Example [5.2} [(L?) relative velocity and pressure errors in the time
interval (2, 3] for different values of Reynolds number inside D.

further refinement. Addressing these technical developments is a priority for fu-
ture research, where we aim to rigorously establish the numerical analysis for
second-order time discretizations. Also, we are extending the present work to-
wards problems with outflow boundary conditions [35, [I8] in the ROM context.
This study is today in progress.
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