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Abstract. Transparency is a non-functional requirement of machine
learning that promotes interpretable or easily explainable outcomes. Un-
fortunately, interpretable classification models, such as linear, rule-based,
and decision tree models, are superseded by more accurate but complex
learning paradigms, such as deep neural networks and ensemble meth-
ods. For tabular data classification, more specifically, models based on
gradient-boosted tree ensembles, such as XGBoost, are still competitive
compared to deep learning ones, so they are often preferred to the latter.
However, they share the same interpretability issues, due to the com-
plexity of the learnt model and, consequently, of the predictions. While
the problem of computing local explanations is largely addressed, the
problem of extracting global explanations is scarcely investigated. Ex-
isting solutions consist of computing some feature importance score, or
extracting approximate surrogate trees from the learnt forest, or even
using a black-box explainability method. However, those methods either
have poor fidelity or their comprehensibility is questionable. In this pa-
per, we propose to fill this gap by leveraging the strong theoretical basis
of the SHAP framework in the context of co-clustering and feature se-
lection. As a result, we are able to extract shallow decision trees that
explain XGBoost with competitive fidelity and higher comprehensibility
compared to two recent state-of-the-art competitors.

Keywords: Explainable AI · SHAP values · Co-clustering.

1 Introduction

Thanks to the advances of deep learning methods, most recent contributions of
the machine learning community target complex and multimedia data, where
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transformer-based architectures, such as large language models (LLMs) and vi-
sion transformer models (ViTs) show their potential. Yet, tabular data are cru-
cial in many important and sensitive applications, such as credit scoring, loan
granting, medical diagnosis, insurance premium definition, and so on. In such
scenarios, “traditional” machine learning models, such as XGBoost [5], based
on gradient-boosted decision trees [10], still outperform more sophisticated deep
neural network architectures [23], although attention-based methods show im-
proved performance on tabular data [1]. Unfortunately, the outcomes of XG-
Boost, in terms of both the classification model learnt and the predictions made,
lack of transparency, as they are poorly interpretable and explainable. Indeed,
the outstanding performances on tabular data are strongly linked to the ability
of such method to capture non-linear relationships among the features, which
are intrinsically unintelligible for humans. This is a major problem in all those
sensitive application areas where the prediction made by a machine has a direct
and important impact on the life of human beings, as wrong or faulty decisions
could harm their health, freedom and dignity. Additionally, recent regulatory
frameworks, such as the GDPR and AI Act adopted in the European Union,
explicitly enforce transparency in AI-based decision support systems.

To address the challenge of transparent AI, the involved organizations and
companies usually take two types of measures: either they abandon complex
models in favor of more interpretable but less accurate ones (such as logistic
regression or decision trees), or they resort to explainability methods such as
global surrogate models or local explanations. The second option in particular
provides a good trade-off between accuracy and transparency and is also en-
couraged by recent advances in the prosperous field of so-called Explainable AI
(XAI) [8]. Indeed, many recent research works have addressed the problems of
providing global interpretations of opaque or even black-box models [13, 30], and
explaining every decision made on individual input instances [19]. Global inter-
pretations are typically provided by measuring and visualizing the importance
of features (or groups of them) in the overall model [9, 12, 15] or by computing
an interpretable surrogate model (in general, a linear one or a decision tree)
that tries to imitate its behavior and to approximate its predictions [4]. Local
explanations, instead, are supplied on individual predictions by computing local
surrogates [26], anchors [27], counterfactual explanations [16], or by measuring
the contribution of each feature in the specific prediction [32]. Among the latter,
the SHAP framework [21] in particular has gained attention thanks to its strong
theoretical foundation [25]. In fact, it is derived from a famous contribution to
game theory made by Lloyd S. Shapley in 1953 [31]. This makes the SHAP
framework particularly adapted to applications that must adhere to strong legal
requirements, such as financial and medical ones.

Although SHAP values are very flexible and can be aggregated to provide
global explanations, they are not free of criticism [14]. For instance, they are less
expressive than decision tree paths in explaining individual predictions. Decision
paths, i.e., the sequence of decision tree nodes that are triggered during the pre-
diction of the target variable for an input instance, can be expressed in the form
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of if-then-else rules on every feature participating in the prediction. Thus, com-
pared to SHAP values, they provide more insight on the specific range of feature
values that leads to one particular outcome. Consequently, they are well under-
stood by humans and perfectly comply with legal transparency requirements. Of
course, decision paths come with their own potential drawbacks. The surrogate
decision trees computed on non-linear models can be extremely complex, lead-
ing to long decision paths that are less human-readable. Two recent papers [4,
29] address this issue using two alternative but effective approaches. The first
one [4], is a model-agnostic method that uses microaggregation to compute a
collection of micro-clusters on the training data. Then, for each cluster a shallow
decision tree is learnt. To provide a local interpretation, the unseen instance is
mapped to the closest cluster and processed by the corresponding decision tree.
The second approach [29] is tailored on XGBoost and is aimed at inferring an
approximate decision tree from the learnt forest. To do that, a pruning strategy
is initially performed on the pre-trained ensemble. Successively, a representative
set of conjunctions is extracted from the pruned ensemble. Finally, a decision
tree of a specified maximum depth is computed leveraging the conjunction set.
Compared to [4], the second method results in explanation models with higher
fidelity, but at the cost of deeper (thus less comprehensible) decision trees.

To cope with the issues surrounding transparent AI, in this paper we pro-
pose a new approach to XGBoost explanation for tabular data, which computes
what we call a “companion model” whose purpose is two-fold: i) it provides a
global fine-grained interpretation of the original model in terms of a collection
of decision trees, each learnt on a subset of features selected according to their
SHAP values; ii) it provides explanations in terms of compact decision paths.
To achieve the first goal, we first compute the SHAP values for the training
data instances. Then we compute a co-clustering of the matrix consisting of the
training instances as its rows, of the features as its columns, and containing the
corresponding SHAP values. This co-clustering optimizes a statistical associative
measure, the Goodman-Kruskal’s τ [11], that expresses the strength of the link
between a partition of the features and a partition of the data instances over the
matrix. Then, for each cluster of instances, we learn a decision tree built on the
subset consisting of the most important features for this set of instances. As a
result, we obtain a set of shallow decision trees, one per cluster of instances, each
characterized by the distribution (over the training set) of SHAP values for each
feature. For the second objective (i.e., providing explanations), we compute the
SHAP values of the features for a single input instance of interest, and we map
the instance to the closest cluster of training instances according to a similarity
measure based on τ [2]. Then, for the instance, we compute the decision path
using the tree learnt on the cluster this instance has been mapped to.

Our framework can be adopted in applications requiring robust but simple
and human-readable explanations. Although it could be potentially applied to
any black box model, it is particularly efficient on gradient-boosted decision
trees, thanks to the availability of a polynomial-time algorithm for computing
SHAP values on tree-based models [20]. We show this through an extensive
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experimental validation, from which we can conclude that our method achieves
high fidelity scores and provides simpler explanations in term of decision path
length, compared to the two recent state-of-the-art approaches for explaining
XGBoost [29] and black box models [4] mentioned beforehand. The source code
of our framework and all scripts allowing for reproducibility, are available online
at https://github.com/rupensa/xccshap_ds2024.

2 Background

In this section, we introduce the necessary preliminaries and notions required for
the full understanding of our framework. We first introduce the SHAP frame-
work [21], based on the computation of Shapley values for explaining individual
classification outcomes [33]. Then, we introduce the de-normalized Goodman-
Kruskal’s τ association measure that we use for computing the strength of the
association of groups of features to groups of data instances.

In the remainder of the paper, we will consider a dataset D = {d1, . . . , dn}
of n data instances represented in an m-dimensional feature space. The features
are represented by their indices, F = {1, . . . ,m} being the set of all indices. We
consider a classification task over a set of classes C, performed by a model f
associating a class z = f(d) to an instance d. We suppose that, for each class h
of C, the model can also output fh(d), i.e., the membership probability of d to
class h.

2.1 The SHAP framework

The goal of the SHAP (SHapley Additive exPlanations) framework [21] is to
assign a local importance value (hereafter called SHAP value) to each feature
of F in the prediction z = f(d) for an instance d. According to [21, 33], and
when adapted to a classification task, the SHAP value ϕv(f

h, d) measures the
contribution of the feature v to the computation of probability fh(d).

Given E, a subset of the feature set F , the value of fh(d) when only the
values of features in E are known is denoted by fh

E(d). As a special case, fh
∅(d)

is the probabiity fh(d) when no knowledge about the features is available. The
local accuracy property, of the SHAP values, ensures that

fh(d) = fh
∅(d) +

m∑
v=1

ϕv(f
h, d), (1)

Note that each ϕv(f
h, d) can be either positive or negative, and according to

this additive framework, the most important features are those with the largest
|ϕv(f

h, d)|.
The way SHAP values ϕv(f

h, d) are specified follows a seminal result in
cooperative game theory [31], which proposes to assign a fair reward to players
by measuring their individual contributions (known as Shapley values) to a grand
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coalition F they participate in. If the players in coalition F are considered to be
features, then, according to [21, 33], the SHAP values can be obtained as

ϕv(f
h, d) =

∑
E⊆F\{v}

w(E)
(
fh
E∪{v}(d)− fh

E(d)
)

(2)

where the function w only depends on m (the overall number of features) and
on |E|:

w(E) =
|E|!(m− |E| − 1)!

m!
(3)

2.2 Co-clustering based on Goodman-Kruskal’s τ

According to [11], given two discrete random variables X and Y , the Goodman-
Kruskal’s τ is defined as the proportional reduction of the error in predicting X
when Y is known:

τX|Y =
eX − E[eX|Y ]

eX
(4)

where eX is the error in predicting X, i.e., the probability that two independent
realizations of the random variable differ, and E[eX|Y ] is the expected value of
the error in predicting X when Y is known. In more detail, if we define p(i, j) as
the probability of observing both X = xi and Y = yj , p(i) as the probability of
X = xi and p(j) the probability of Y = yj , then Goodman-Kruskal’s τX|Y can
be defined as [11]:

τX|Y =

∑
i

∑
j

p(i,j)2

p(j) −
∑

i p(i)
2

1−
∑

i p(i)
2

(5)

Given a non-negative matrix A, the Goodman-Kruskal’s τ can been used to
measure the strength of the link between a partition of the rows of A and a
partition of the columns of A. Considering the two sets of clusters formed by
these two partitions, X is the random variable representing the event that a
row u is assigned to cluster i, while Y is the random variable that represents
the event that a column v belongs to cluster j. To estimate the probability
distributions of X and Y , a contingency table T can be associated to the double
partitioning (X,Y ) where an element tij of T is the sum of the elements of A
for all rows in cluster i and all columns in cluster j. Consequently, the joint
probability that a row is assigned to cluster i and a column is assigned to cluster
j is p(i, j) = tij/

∑
i′
∑

j′ ti′j′ . The marginal probabilities p(i) and p(j) are then
equal to

∑
j′ tij′/

∑
i′
∑

j′ ti′j′ and
∑

i′ ti′j/
∑

i′
∑

j′ ti′j′ , respectively. According
to [28], an optimal partitioning of the rows and columns of A is the one that
maximizes both τX|Y and τY |X , as τ is not symmetric. However, as shown by
Battaglia et al. [2], the direct optimization of τX|Y has several disadvantages,
including its computational cost. Hence, they propose an alternative measure
consisting of a non-normalized version of τX|Y and τY |X that they call τ̂X|Y and
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τ̂Y |X , and defined as:

τ̂X|Y =
∑
i

∑
j

p(i, j)2

p(j)
−
∑
i

p(i)2 (6)

τ̂Y |X =
∑
i

∑
j

p(i, j)2

p(i)
−
∑
j

p(j)2 (7)

In [2], a fast algorithm is also proposed to find the optimal partitioning of the
rows and columns of A, with an a priori unspecified number of row and column
clusters. This algorithm, PB-τCC, can be used to perform a co-clustering [7, 3]
of the rows and columns of any non-negative matrix after scaling its elements so
that the new values sum to one (the matrix is rescaled by PB-τCC itself).

3 The XCCSHAP framework

In this section, we introduce our framework that provides compact and accurate
companion explanations for classification models based on XGBoost trained on
tabular data. Before entering into the details of the framework, we first present
a use case in which it could be deployed.

We consider a car insurance company that operates through the Web to
propose its products to potential customers. To provide a quote of the insur-
ance premium, the online application requires multiple pieces of information
that feed one or multiple algorithms contributing to determining the applicant’s
risk category. A classification model is used to determine the risk class of the
applicant, thus leading to the consequent premium. The algorithm has been pre-
viously trained on part of the historical tabular data owned by the company,
which records both personal information (e.g., age, gender, job position) and
risk factors (such as the number of previous accidents, yearly mileage).

Suppose now that a group of potential customers makes a complaint against
the company, because of suspected discrimination based on supposed disparate
treatment or impact for some protected category of people. If the machine learn-
ing model adopted is not explainable (as it is the case for gradient-boosted deci-
sion trees), to verify that the actual model is not biased and to be able to show
its compliance with all laws and regulations in force, the company could resort
to some global explanation model and look for some critical decision paths. Such
a “companion” can be even computed before a new learning model is deployed
in order to check its fairness, to search for other “strange” patterns, and even to
verify the conditions triggering inaccurate or wrong predictions.

As we argued in Section 1, feature importance alone could not provide suffi-
cient insights into the predictions, as it does not consider the range of values at
the origin of the prediction. Decision paths, instead, are more effective because
not only do they take into account the feature values at each decision node, but
they are also more human-readable, as they can be represented as sequences
of “if-then-else” rules. Unfortunately, decision trees tend to become rather large
and hence less interpretable, when they reproduce complex decision patterns.
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To address this issue, we propose to leverage SHAP values to extract a col-
lection of shallow decision trees, each learnt on a subset of samples and a subset
of features. In the following, we present the theoretical details of our framework,
called XCCSHAP (eXplanations through Co-Clustering of SHAP values).

3.1 Cluster-based companion surrogate model

Let f be a classification model, over a set of classes C, trained using XGBoost [5]
on a set of training data instances D = {d1, . . . , dn}, with feature indices F =
{1, . . . ,m}. Let du ∈ D be the u-th data instance, we consider the SHAP values
ϕv(f

h, du) representing the importance of the contribution of feature v to the
probability of class h for the instance du. To capture the “global” importance
of v in computing all class probabilities for du, we choose to retain it’s highest
contribution, that is it’s maximum over all classes. So, this importance score is
the Maximum Absolute SHAP value (MASHAP) of v for du, and is defined as:

MASHAP(v, du) = max
h∈C
|ϕv(f

h, du)| (8)

Then, a Normalized MASHAP (NMASHAP) is obtained by simply normalizing
over the features:

NMASHAP(v, du) =
MASHAP(v, du)

maxv′∈F MASHAP(v′, du)
. (9)

Let S = (suv) be the non-negative matrix containing the NMASHAP values
for every data instance du and feature v (i.e., suv = NMASHAP(v, du)). On ma-
trix S we can compute a partition R of the rows as a set of clusters {R1, . . . , Rk}
and a partition C = {C1, . . . , Cl} of the columns of S. This partitioning process
will be detailed later.

Then, we compute the mean NMASHAP value of each matrix block consist-
ing of a cluster of rows and a cluster of columns of S. More formally, we build a
k × l matrix M = (mij), where each element mij is defined as:

mij =

∑
u∈Ri

∑
v∈Cj

suv

|Ri| · |Cj |
(10)

Then, we learn a collection DT = {DT1, . . . DTk} of k decision trees, one
tree DTi for each row cluster Ri ∈ R, as follows. For a cluster Ri, we select a
dataset Di ⊂ D:

Di = {du ∈ D s.t. u ∈ Ri} (11)

and build a vector Zi containing the target values of the instances in Di. For
each d ∈ Di, this target value is simply f(d), i.e., the value predicted by the
model we want to explain1.

1 Alternatively, the true labels of the training set (if available) could be used as well.
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Then, we select a subset F i of the features F as follows:

F i =

{
v ∈ F s.t.

∑
u∈Ri

suv

|Ri|
>= mij⋆ ∧

∑
u∈Ri

suv > 0

}
(12)

where j⋆ is the index of the cluster containing feature v. The first condition
means that the average NMASHAP of v over Ri is not less than this average
for all features of the same cluster (i.e., mij⋆). The second condition is needed
to avoid retaining feature v when NMASHAP values of v for all instances in Ri

are equal to zero. The tree DTi is learnt using instances in Di, target values Zi

and features F i.
In other words, DTi is trained on a dataset Di consisting of the data points

du whose corresponding NMASHAP vectors in S are assigned to cluster Ri,
and by a subset F i of F , where each feature v is such that its average absolute
NMASHAP value in cluster Ri is at least equal to the average NMASHAP values
in the block of M formed by cluster Ri and the feature cluster v belongs to.

Intuitively, each decision tree is trained only on a subset of data points repre-
sented by the most important features w.r.t. the original model f for this subset.
So far, we have not given any characterization of the bi-partition (R,C), but it is
clear that it influences the overall process and, consequently, it should be chosen
accurately. A good bi-partition should provide a strong link between the clusters
of rows and the clusters of columns of S. In principle, one could use a clustering
algorithm on S to compute a partition R, and on S⊤ to obtain a partition C.
However, this solution suffers from different drawbacks. First, the two partitions
would not be linked by any association as they are computed independently by
leveraging all the columns of S or S⊤. Second, in most application scenarios,
tabular data are such that m ≪ n, where m is the number of features and n is
the number of data points. Consequently, when computing the clustering on S⊤,
the results could be affected by the curse of dimensionality and be meaningless.

So, a co-clustering algorithm is better suited to obtain an appropriate bi-
partition. Co-clustering is a machine learning task that, given an input matrix
A, computes a partition on the rows and a partition on the columns of A simul-
taneously [7]. This is done by optimizing an objective function that takes into
account both partitions. The way the overall optimization algorithm searches for
the optimal co-clustering can be roughly viewed as iteratively and alternately
executing clustering on rows while taking advantage of dimensionality reduction
on columns and vice-versa. There exist many co-clustering algorithms based on
different approaches and optimization criteria [3], however, for many of them it is
required to supply the number of desired clusters on rows and columns as input
parameter. Additionally, some categories of approaches search for block diagonal
co-clustering solutions, but this is too strong a constraint for our purposes, since
the number of row and column clusters might be different.

For this reason, we adopt the co-clustering algorithm PB-τCC proposed in [2]
(see Section 2.2), which optimizes the non-normalized version of the Goodman-
Kruskal’s τ and, additionally, only requires an arbitrary large upper bound of
the final number of clusters as input parameter. Thus, k (resp. l) the number of
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clusters in partition R (resp. C) do not need to be provided, but are determined
by the algorithm itself.

Algorithm 1: XCCSHAP(D,F, f)

Input: A dataset D with set of feature indices F , a classification model f
trained with XGBoost

Result: A matrix S of NMASHAP values, a partitioning R (resp. C) of the
rows (resp. columns) of S, a collection DT of decision trees

1 // Compute the NMASHAP matrix
2 foreach du ∈ D do
3 foreach v ∈ F do
4 MASHAP(v, du)← maxh∈C |ϕv(f

h, du)|;
5 end foreach
6 foreach v ∈ F do
7 suv ← MASHAP(v,du)

maxv′∈F MASHAP(v′,du)
;

8 end foreach
9 end foreach

10 (R,C)← PB-τCC(S); // Compute partitions R and C using [2]
11 DT ← {∅};
12 // Build datasets Di using (R,C)
13 foreach Ri ∈ R do
14 Di = {du ∈ D s.t. u ∈ Ri};
15 F i =

{
v ∈ F s.t.

∑
u∈Ri

suv

|Ri|
>= mij⋆ ∧

∑
u∈Ri

suv > 0
}

; // see Eq. (12)

16 Zi ← f(Di); // Vector of classes predicted for instances in Di

17 DTi ← decision tree trained on instances Di, features F i, target values Zi;
18 DT ← DT ∪ {DTi};
19 end foreach
20 return S, R, C, DT

The whole procedure described above is formally presented in Algorithm 1.
The algorithm has two critical parts. The first one is the rather high complexity
of computing the SHAP values in the general case. Fortunately, for tree-based
ensemble models (such as the one computed by XGBoost), many enhanced and
parallel algorithms to improve the computational speed exists, mainly based
on TreeSHAP [20]. Among the others, GPUTreeSHAP [24] uses GPU compu-
tational facilities, FastTreeSHAP [34] adopts caching mechanisms, and Linear
TreeSHAP [35] exploits the properties of polynomials. We use FastTreeSHAP in
our experiments.

The second critical part is the computation of the partition (R,C). In this
case, the computational cost is not an issue, as the algorithm adopted has good
scalability capabilities [2]. However, as most clustering and co-clustering algo-
rithms, the results depends on the initialization. To address this issue, a practical
solution is to execute the co-clustering algorithm multiple times and select the



10 Pensa et al.

best solution, i.e., the one maximizing τ̂X|Y . This is exactly the solution adopted
in our experiments, where the number of executions is set to 30.

3.2 Explaining individual predictions using XCCSHAP

Although our framework provides a global interpretation of the model as a set
of decision trees, it can be also used to provide a human-readable explanation
of individual predictions (i.e., local explanation). In fact, once the companion
model has been computed, one can exploit it to explain individual predictions
made by model f for a instance dt. This is done simply by associating dt to a
cluster Ri. Then, statistics about the NMASHAP values over cluster Ri provide a
first level of explanation (e.g., boxplot SHAP values of each feature). Of course,
XCCSHAP goes beyond such feature scoring by providing the decision path
computed for dt in the related decision tree DTi. Associating Ri to dt is trivial
when dt belongs to the set of instances D used to compute R, but for any unseen
test data instance dt ̸∈ D, its cluster assignment must first be determined. To this
purpose, we adapt the strategy used in [2] for measuring the similarity between a
data instance and the cluster prototypes build during the co-clustering process.

In our case, we need to assign the data instance dt to the closest row cluster
in R by also taking into account the partitioning C of the columns of S. To do
that, we first compute the vector st representing the NMASHAP values of the
features of dt (see Eq. 9). Each component stv is computed as follows:

stv ← NMASHAP(v, dt). (13)

Then, for each cluster Ri we measure the proximity of st to the cluster
prototype ri, where this prototype is obtained as follows, accordingly to [2].
Each j-th component of the l-sized prototype vector ri is computed as:

rij =

∑
u∈Ri

∑
v∈Cj

suv∑n
u=1

∑
v∈F suv

(14)

We can exploit the similarity function defined also in [2] to compute the
proximity between st and each prototype ri:

σ
(
st, ri

)
=

l∑
j=1

∑
v∈Cj

stv∑k
w=1 r

w
j

rij −

(∑
v∈F

stv

)
·

 l∑
j=1

rij

 (15)

Now, dt can be assigned the cluster index it ∈ {1, . . . , k} that satisfies the
following condition:

it = argmax
i=1,...,k

(
σ
(
st, ri

))
(16)

Finally, to explain the prediction made by f on dt, one can use the decision
tree DTit ∈ DT to compute the decision path as the sequence of split nodes
traversed by dt. However, one must be aware that the outcome of the prediction
of f(dt) may be different from the one of DTit(dt). Hence, our local explanation
only makes sense when DTit(dt) = f(dt). If it is not the case, the method returns
by default the raw SHAP values themselves as local explanation.
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4 Experiments

In this section we present and discuss the results of our experiments aimed at
showing the effectiveness of XCCSHAP in providing good explainability perfor-
mances in terms of both fidelity w.r.t. the original machine learning model and
compactness of the explanations provided. We assess the behavior of the frame-
work in a classification task on a large number of datasets. We use XGBoost [5]
as learning model, and its implementation available online2.

Table 1. Pre-processed dataset statistics.

Dataset Target variable #classes #rows #cols Accuracy
Adult income 4 47621 108 0.5949
AIDS cid 2 2139 23 0.8863
Bank Marketing y 2 30907 44 0.8847
Breast Cancer Class 2 277 39 0.7143
Breast Cancer W Diagnosis 2 569 30 0.9649
Car Evaluation class 4 1728 21 0.9750
Voting Records Class 2 232 32 0.9714
Credit Approval A16 2 653 46 0.8418
Glass Identification Type_of_glass 6 214 9 0.6923
Glioma Grade 2 839 26 0.8651
HCV Category 5 589 13 0.9209
Heart Disease num 5 297 13 0.5667
Heart Failure death_event 2 299 12 0.7889
Image Segmentation class 7 210 19 0.8571
Ionosphere Class 2 351 34 0.9528
Students’ Dropout Target 3 4424 36 0.7681
Spambase Class 2 4601 57 0.9566
SUPPORT2 hospdead 2 753 62 0.8673
Wine class 3 178 13 0.9630
Yeast localization_site 10 1484 8 0.6009

The data are downloaded from the UCI Machine Learning Repository [17]3.
Columns with more than 50% of missing values are removed, and after this step,
the rows with at least one missing value are filtered out. Categorical attributes
are converted into numerical one by applying one-hot encoding. This is partly due
to the poor support for non-numeric attributes in most machine learning models,
partly to the non-trivial processing they would require within our framework.
However, we plan to investigate methods to handle them directly as future work.
The statistics of the pre-processed datasets are given in Table 1.

After splitting the data into training (70% of the data) and test set (the
remaining 30%), when the number of training data instances is less than 1 000,
we execute a grid search on the space of the hyper-parameters, otherwise we use
2 https://xgboost.ai/
3 https://archive.ics.uci.edu/datasets
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the approach described in [18]. In both cases, to reduce biases, we use a five-fold
cross validation. Then we retrain the classifier on the whole training set using
the hyper-parameters found. The accuracy on the test set is reported in Table 1

Once the model is trained, we apply XCCSHAP on the training set and
measure two performance indicators: the fidelity of the learnt explanations and
their comprehensibility [25]. To measure the fidelity in the classification task,
we compute the accuracy of the target variables predicted by XCCSHAP on the
test set w.r.t. those predicted by XGBoost. The other indicator, the compre-
hensibility, is measured by computing the average decision path length of the
predictions on the test set. Additionally, we also compute the number of clusters
of the explanation model (i.e., the number of shallow surrogate decision trees).

As competitors, we consider MaSDT (Microaggregation-based Shallow Deci-
sion Trees), an approach computing shallow decision trees on micro-aggregated
data [4], and XGBTA (XGBoost Tree Approximator), a method that approxi-
mates a forest of trees with a single decision tree built by combining pruning and
conjunction set extraction [29]. The former is a black-box explanation method
that, as such, is model-agnostic. The latter is specifically designed to explain
ensemble models trained with XGBoost and, consequently, should outperform
the former in terms of fidelity. Our expectation is that XCCSHAP fidelity lies in-
between the two competitors’ ones, but with much shorter decision paths, thanks
to the feature selection step performed by the algorithm. Since the maximum
depth of the surrogate shallow decision trees is a hyperparameter for all meth-
ods, it is determined by performing a grid search with 5-fold cross-validation in
the set {2, 3, 4, 5, 10, 100} using the accuracy as scoring function. Notice that,
since XGBTA approximates the forest learnt by XGBoost on the true labels, the
grid search has been performed by considering the true labels of the training set
for all competitors, coherently with the experimental setting used in [29].

MaSDT also requires an extra parameter called representativeness, i.e., the
minimum number of data instances per cluster. Similarly as done in [4], we con-
sider values of representativeness varying between 0.1% and 30% of the training
set and retain the setting leading to the highest fidelity. The data and the source
code required to reproduce all the experiments are available online4.

In Table 2, we report the results, including fidelity, decision path length,
and also, for MaSDT and XCCSHAP, the number of shallow trees (XGBTA
builds a single tree). The average rank of all competing algorithms for the fi-
delity and the average decision path length is also reported. Lower values of
the average rank for an algorithm means that, on average, it ranks better than
the other algorithms for the given performance indicator. With the exception of
dataset Credit Approval, XCCSHAP always obtains the highest or the second
highest fidelity scores. In more detail, XCCSHAP achieves the highest fidelity
score 11 times, XGBTA wins 8 times, and MaSDT 5 times. However, XGBTA
and MaSDT obtain the lowest score on 6 and 11 datasets, respectively. This
observation is confirmed by the average ranks (last row of Table 2). As further
analysis, we conduct a Friedman statistical test followed by a Nemenyi post-hoc

4 https://github.com/rupensa/xccshap_ds2024
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Table 2. Number of surrogate trees, fidelity and average decision path length. The
best results are highlighted in gray. The second best results are in lighter gray.

# trees Fidelity Avg. Dec. path length
Dataset XCCSHAP MaSDT XCCSHAP XGBTA MaSDT XCCSHAP XGBTA MaSDT
Adult 10 3 0.9387 0.9603 0.9373 3.3±0.7 10.0±0.1 5.0±0.1
AIDS 2 6 0.9315 0.9299 0.9393 2.4±0.5 10.0±0.3 2.5±0.8
Bank Marketing 5 3 0.9214 0.8919 0.9232 5.9±2.9 10.0±0.1 3.7±1.4
Breast Cancer 3 5 0.9048 0.7738 0.881 2.4±0.5 5.0±0.0 2.7±1.1
Breast Cancer W 3 3 0.9708 0.9825 0.9532 1.9±0.3 9.3±1.1 2.2±0.8
Car Evaluation 5 3 0.9634 0.9788 0.9403 2.0±2.5 9.9±0.3 3.9±3.3
Voting Records 2 10 1 1 1 1.0±0.0 2.0±0.0 0.7±0.7
Credit Approval 3 4 0.9133 0.9439 0.9235 2.0±0.0 5.0±0.0 2.7±0.5
Glass Identification 3 6 0.7538 0.7692 0.7231 4.2±1.5 8.3±1.6 2.1±0.8
Glioma 5 6 0.9683 0.9563 0.9683 2.0±0.6 5.0±0.0 2.3±0.6
HCV 3 20 0.9774 0.9379 0.9379 2.4±0.8 4.0±0.0 0.5±0.9
Heart Disease 3 20 0.6222 0.7111 0.6 4.4±1.8 5.0±0.1 1.7±0.9
Heart Failure 3 10 0.8667 0.8556 0.8667 2.0±1.2 5.0±0.0 2.1±0.6
Image Segmentation 7 4 0.9524 0.873 0.7619 0.9±0.9 7.9±1.6 2.3±0.9
Ionosphere 4 20 0.9906 0.8868 0.9717 1.5±0.6 5.0±0.0 1.0±0.1
Students’ Dropout 5 3 0.9021 0.8938 0.872 2.6±1.0 9.9±0.3 3.2±0.4
Spambase 5 3 0.9544 0.9471 0.9276 3.0±1.2 10.0±0.3 6.6±2.7
SUPPORT2 2 3 0.9292 0.9159 0.885 2.0±0.0 5.0±0.1 2.4±0.8
Wine 3 10 0.963 0.9815 0.9074 1.0±0.1 5.0±0.0 0.8±0.7
Yeast 6 3 0.8049 0.7668 0.7646 2.5±0.5 9.8±0.7 4.9±1.9
Avg. rank (the lower the better) 1.50 1.90 2.30 1.35 3.00 1.65

test [6] to assess whether the differences among the three method are statisti-
cally significant. The null hypothesis of the Friedman test is that the Friedman
statistics is similar to the critical value of the χ2 distribution with k− 1 degrees
of freedom (k being the number of methods compared). When this is true, it
means that all the methods obtain similar performances. For the fidelity scores,
the Friedman statistics is Q = 7.479, while the critical value of the χ2 distri-
bution at significance level α = 0.05 is 5.991. Hence, the null hypothesis that
the differences among the three fidelity scores are not statistically significant
can be rejected. We can then proceed with the Nemenyi post-hoc test, to verify
whether the differences among every pairs of competitors are significant. The
test is passed when the difference of the average ranks of two competitors is
above the critical difference at some significance level α. The critical difference
at α = 0.05 is CD = 0.74, consequently, although the average rank is in favor of
XCCSHAP, the difference in performance is only statistically significant when
compared to MaSDT. Incidentally, the differences between XGBTA and MaSDT
are not significant.

When we look at the average path length computed by the three algorithms,
we observe a clear predominance of XCCSHAP and MaSDT, confirmed by the
average ranks and statistical tests. In this case, even when considering a lower
significance level (α = 0.005), the null hypothesis of the Friedman test can
be rejected (the critical value of the χ2 distribution is 10.597, while the Fried-
man statistics is Q = 30.90). Moreover, according to the Nemenyi test, both
XCCSHAP and MaSDT perform significantly better than XGBTA (the critical
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difference is CD = 0.92 at significance level α = 0.01). The difference between
XCCSHAP and MaSDT, instead, does not pass the Nemenyi test at any signifi-
cance level. However, in most cases, the number of trees generated by XCCSHAP
is smaller than that of MaSDT: the average number of trees is, respectively, 4.1
for XCCSHAP and 7.25 for MaSDT. In this case we use the Wilcoxon rank-sum
test (also known as the Mann–Whitney U test [22]), a non-parametric statistical
test to verify the null hypothesis that two samples come from the same pop-
ulation. We use it because it does not assume that the populations are drawn
from a normal distribution. In our case, the null hypothesis can be rejected with
observed significance level p < 0.1.

For the sake of completeness, we add a few more words on the computational
time of the three methods on a representative dataset (Adult). On a server with
32 Intel Xeon Skylake cores running at 2.1 GHz and 256 GB RAM, MaSDT is the
fastest approach, as it takes from 2 seconds to 3 minutes to compute the model,
depending on the representativeness. XGBTA is by far the slowest competitor,
with more than 53 hours of running time. Finally, XCCSHAP takes 17 minutes,
almost all devoted to the computation of the SHAP values and the co-clustering.

In conclusion, the experiments confirm that our method is competitive in
terms of fidelity and better in terms of comprehensibility, when compared to
XGBTA and MaSDT. More precisely, the decision trees produced by XGBTA
must be more complex to reproduce XGBoost predictions with high fidelity.
MaSTD, as a method for explaining black-box models, has good comprehensi-
bility performances, but at the cost of a diminished fidelity.

5 Conclusion

We have presented XCCSHAP, a global explanation method that provides com-
pact and accurate interpretations of XGBoost predictions. Given the trained
model and the training data, it exploits SHAP values to extract a co-clustering
of data instances and features. Then, it computes one shallow decision tree
per cluster of instances using an associated subset of features. Each cluster is
thus characterized by its SHAP value distribution and corresponding decision
tree. XCCSHAP is applicable beyond the training data, by mapping new un-
seen data instances to the closest SHAP-based cluster, predictions on these new
data can then be explained by interrogating the corresponding shallow decision
tree. Through extensive experiments on 20 real-world datasets, we have showed
that our approach is competitive with two state-of-the-art methods in terms of
fidelity. Moreover, it outperforms them in terms of comprehensibility, measured
as the average decision path of the explanations. We plan to further investigate
the limitation of the approach, related to the slow computation of the SHAP val-
ues for very large datasets. To address this issue, we will try several options, such
as using alternative optimized versions of TreeSHAP (e.g., [24, 35]) or adopting
a sampling strategy on the training set. Other directions of research include the
generalization of the method to tackle regression tasks and to be model-agnostic.
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