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Abstract—With the gap between computing power and I/O
performance growing ever wider on HPC systems, it is becoming
crucial to optimize how applications perform I/O on storage
resources. To achieve this, a good understanding of application
I/O behavior is an essential preliminary step. In this paper,
we introduce MOSAIC, a method for categorizing applications
according to their I/O behavior. We first propose an abstrac-
tion for characterizing I/O operations in terms of periodicity,
temporality and metadata access. We then present a set of
segmentation-based techniques for quickly and automatically
detecting meaningful data access patterns. In the end, MOSAIC
is able to characterize a full set of real-world I/O traces from
the Blue Waters supercomputer with 92% accuracy.

Index Terms—I/O, characterization, analysis, traces

I. INTRODUCTION

While the ratio of I/O performance to computing power has
declined by a factor of 10 in the last decade [1], the volume
of data generated by scientific workflows and applications
has significantly grown. In some supercomputing centers for
instance, this volume has increased almost 40-fold in ten
years [2]. This has made access to storage resources a major
bottleneck to scaling up applications.

Several levers exist along the data path to mitigate this
burden. For example, optimizations can be applied at the
I/O library level [3]–[5] or within the application source
code [6] to improve I/O performance. At the job scheduler
level, decisions can be taken when allocating resources to
avoid I/O interference between jobs [7]–[9]. However, all
these optimizations require a good upstream understanding of
application I/O behavior. While very detailed information is
both hard to obtain and not necessary for making rapid and
efficient decisions [10]–[12], an abstraction able to describe
an application’s overall I/O behavior is a good tradeoff. Tools
exist to trace application execution and monitor I/O operations
but they lack a way to analyze and depict them rapidly.

In this paper, we propose MOSAIC, an approach to cate-
gorize execution traces and give information about the gen-
eral behavior of applications from an I/O perspective. To
demonstrate our method, we analyze a full year of I/O
execution traces of Blue Waters, a supercomputer that is
now decommissioned. From these traces, we determine a set
of non-exclusive categories to describe the I/O behavior of
jobs, including the temporality and the periodicity of the
accesses and the metadata overhead. We then propose a set
of algorithms based on event fusion and trace segmentation to

automatically categorize the I/O traces and implement them in
a tool called MOSAIC (Merging Operations and SegmentAtion
for I/o Categorization). For example, a numerical simulation
performing regular checkpoints throughout its execution and
writing a final result before finishing will be identified as
periodic and write on end by MOSAIC. Over more than
24,000 I/O traces, we verified that our method has an accuracy
of 92% in categorizing data access patterns. Based on these
results, we present a post-mortem analysis of I/O behavior on
Blue Waters, and we highlight some significant correlations
between categories that could drive scheduling algorithms.

Our contributions are as follows:
• An analysis of I/O execution traces to determine a set of

common and redundant features
• A method for categorizing jobs according to their I/O

behavior
• An analysis of this categorization on a year of I/O traces
In the rest of this paper, we first present an overview of

relevant related work. Section III then describes both the cate-
gories we determined to characterize data access patterns and
MOSAIC, our categorization algorithm. We show in Section IV
the result produced by MOSAIC, run on one year of Blue
Waters I/O traces. We also discuss here some implementation
details and the accuracy of our method evaluated with sam-
pling.

II. RELATED WORK

A. I/O Monitoring and Analysis

Tracing the I/O behavior of applications running at large
scale is a topic that has been studied for years. Several ap-
proaches have been proposed, from very low-level monitoring
tools like Recorder [13] or EZTrace [14], which collect a
large volume of information at each execution, to higher-level
abstractions like Darshan [15], which partially aggregates I/O
operations between the opening and closing of a file. Overall,
a trade-off must be found between the overhead a user is
prepared to face and the precision of the information needed.

In this ecosystem, Darshan [15] is one of the most widely
used tools and the source of the largest publicly available I/O-
enabled execution trace datasets. It is able to trace the I/O
behavior of an application running on supercomputers with
very low overhead and without modifying the application’s
source code. Darshan supports multiple I/O APIs, such as



POSIX, MPI-IO, or STDIO. An additional module, called
DXT (Darshan eXtended Traces) [16], allows gathering addi-
tional information at a higher level of detail but at the cost of
a higher overhead. However, no large DXT-enabled I/O trace
datasets are publicly available to the best of our knowledge.

Numerous studies have used Darshan traces to analyze the
overall I/O behavior of a supercomputer [17], [18], to guide
the design of storage systems [19] or to improve the way
applications perform I/O operations [6]. Luu et al. [20] used
Darshan traces from three machines to gather insights about
how applications generally access data on the PFS. Karimit
et al. [21] also used Darshan data to compare the behavior
in I/O performance of machine learning workloads from their
scientific domains. Given this large volume of information, a
natural idea is to take advantage of it to better characterize
I/O behavior of scientific applications.

B. I/O Characterization

Several approaches have been proposed to analyze and
categorize executions according to their I/O activities [22],
[23]. Recent work, for example, uses frequency techniques
such as discrete Fourier transforms to detect periodicity in
I/O traces [24]. However, this approach fails to distinguish
between two intricate periodic behaviors and does not cover
other types of behaviors. Other works present a categorization
based on aggregate statistics (total data volume, number of
processes involved in I/O, etc.) rather than on individual
I/O operations [25]. This type of categorization only makes
it possible to establish very high-level patterns that do not
provide temporal information. Another approach consists of
predicting activity spikes on the parallel file-system from
Darshan files to understand the global load and anticipate when
the system will likely experience higher stress than usual [26].
However, this work does not allow to describe the global
I/O behavior of an application, which could be used for job
scheduling, for example.

Finally, rather than adopting an application view, Boito et
al. [10], [27] focused on analyzing the logs of a parallel file-
system to determine classes of I/O behavior and study the file
system’s configuration in the face of these access patterns.
The categorization here is very high-level and does not allow
to describe the temporality or periodicity of accesses.

In MOSAIC, we use a clustering algorithm that allows better
flexibility in identifying mixed patterns. We also analyze the
temporality of accesses to determine when an application
needs resources the most, and the load on the metadata server.

III. APPROACH

We present here our approach for assigning applications into
representative categories based on their I/O behavior. We first
propose an abstraction able to describe at a high-level the data
access pattern of an application. Then we introduce MOSAIC,
an algorithm for automatically detecting and categorizing these
patterns from I/O traces.

Categories

Temporality {read , write }: on start, on end, after start,
before end, after start before end, steady, insignificant

Periodicity
periodic, periodic second, periodic minute,

periodic hour, periodic day or more,
periodic low busy time, periodic high busy time

Metadata high spike, high density, multiple spikes,
insignificant load

TABLE I: Categories for characterizing I/O behavior

A. Category Definition

The main goal of our method is to provide a high-level,
fast-to-detect and representative description of I/O behavior
in large-scale applications. Therefore, the categories need to
be wide enough to identify the general motifs encountered.
A preliminary analysis from the literature [28] shows that
applications mainly exhibit intermittent I/O behavior (writing
final results, reading input data) and periodic behavior (check-
pointing, periodically reading files). These operations lead to
metadata access (opening/closing files, searching for offsets).
Our categorization is intended to be representative of these
behaviors. We have thus identified three different aspects:

• Periodicity: These categories describe periodic behaviors
that generally correspond to checkpointing phases. Sev-
eral labels give an order of magnitude of the period or
the volume of data involved.

• Temporality: The corresponding categories describe when
read or write operations have occurred. The most
common labels are, for example: read on start or
write on end.

• Metadata impact: This category class describes the impact
of I/O on the parallel file-system metadata server.

Table I lists the categories we have defined for each class
of behavior (periodicity, temporality, metadata). Most of these
categories, though evocatively named, are described in more
detail in Section IV when detected. The ”insignificant” cat-
egories are used to exclude applications that are not I/O-
intensive from characterization. Therefore, we estimate that
applications reading or writing less than 100MB or carrying
out fewer metadata operations than the number of ranks fall
into those categories. These thresholds have been determined
experimentally for the dataset processed, but do not cover
certain cases (massive library loading at application start, for
example). Future work will investigate advanced methods for
determining them. MOSAIC evaluates these criteria (below or
above the threshold) independently for read and write oper-
ations. A trace can be both categorized as read insignificant
and get labels highlighting an important write activity. The
abovementioned threshold can be modified in MOSAIC to
extend or narrow the amount of I/O activities to categorize.

In total, our categories describe 98% of a year’s worth of
Blue Waters’ Darshan traces.

B. MOSAIC: I/O Pattern Categorization Algorithm

MOSAIC takes I/O traces in the format provided by Dar-
shan as input, applies pre-processing (merging) and uses a
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Fig. 1: MOSAIC workflow for processing an I/O trace

segmentation algorithm to detect data access patterns of the
job. Figure 1 describes these steps.

1) Trace Pre-processing : MOSAIC begins by opening each
Darshan trace file to check its validity 1 . The corrupted
entries (when a deallocation happens before the end of the
application’s execution for instance) are deleted.

The next step is to obtain a representative dataset without
retaining all the executions. Indeed, it is very common on
a supercomputer to run the same application several times
(sometimes several hundred times), generating as many execu-
tion traces. Since we want to categorize application behavior,
we assume that all executions of an application from a given
user will belong to the same categories. Therefore, it allows
us to drastically reduce the number of traces to categorize
while ensuring a satisfactory diversity in observed I/O patterns.
To validate this hypothesis, we looked at the most executed
applications during one year from our input dataset. These
applications correspond to typical HPC simulations such as
LAMMPS, MILC, VASP or NEK5000. A study of the cor-
responding I/O traces shows that their I/O behavior is mostly
stable regardless the execution parameters. For example, about
97% of the ≈12000 runs of LAMMPS are similarly catego-
rized by MOSAIC while this percentage is 80% for NEK5000.
For a set of executions, MOSAIC only analyzes the heaviest
(i.e. the most I/O-intensive) trace.

2) Merging of I/O Operations: From this point, MOSAIC
handles read and write operations independently. For each
I/O trace kept from the previous step, MOSAIC applies two
merging algorithms 2 :

a) Concurrent operation merging 2 a : if two I/O oper-
ations overlap, those are merged into a single one. This
fusion has two objectives: manage process desynchro-
nization so that, for example, several processes writing
to the same file in a slightly desynchronized way will
have their write operations merged as a single operation,
and clarify the trace to enable the detection of periodic
behavior (see Section III-B3).

b) Neighbor merging 2 b : since we want to detect
global application behaviors, MOSAIC merges nearby
operations if the gap between them is negligible (less
than 0.1% of the total execution time or less than 1% of
the duration of the nearby merged operation). This sec-
ond algorithm reduces the trace complexity by lowering
the number of I/O operations to process and retain only

the data necessary for a correct categorization. Again, it
helps when processes are slowly desynchronized. If the
desynchronization slowly slides operations until they are
no longer overlapping, they can still be merged in the
same operation if they are close enough.

3) Categorization:
a) Detection of Periodic Operations: 3 a Once the

traces have been refined using previously described merging
techniques, MOSAIC segments them by I/O operation. More
concretely, a segment starts at the beginning of an I/O opera-
tion and ends at the beginning of the next one. The upper part
of Figure 2 illustrates this division. Once this segmentation
has been completed, our algorithm calculates the duration and
volume of data read or written for each segment. A clustering
algorithm based on Mean Shift [29] identifies all the segments
that share comparable duration and data size, and groups them.
A group with a size strictly greater than 1 formed by this
algorithm corresponds to a periodic operation. In this way,
several groups and therefore several periodic operations can
be detected within a single application, which corresponds to
real-life cases (for example, a numerical simulation performing
both checkpointing and data reading at regular intervals).
However, this technique requires defining the thresholds at
which two segments are considered part of the same periodic
operation. We empirically set and refined these thresholds on
one month of traces until periodic operations were correctly
identified, avoiding overfitting drawbacks from other methods.
Then, we validated these thresholds on the whole dataset
using a sampling method: we randomly selected 512 elements
among all the categorized traces for one year of data to verify
that the different patterns are handled correctly.

Once a periodic behavior has been recognized, MOSAIC
calculates the order of magnitude of its period from the length
of a segment, the volume of data read or written by each
operation, and the activity rate during the period.

b) Temporality Characterization: 3 b Independently,
MOSAIC also characterizes the temporality of read and write
accesses. To do so, it splits each trace into four equal chunks,
each representing 25% of the execution time. The lower part
of Figure 2 shows an example of this type of segmentation.
The first and last chunks represent the beginning and end of
the execution. For each chunk, MOSAIC sums the amount
of bytes handled by the underlying I/O operations. It then
compares these values to determine which one(s) contain(s) the
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Fig. 2: Trace processing example

most impactful operations and assigns the associated category.
For example, if the first chunk contains more than twice
the amount of bytes operated in the other segments, the
trace will be assigned to a {read/write} on start category.
On the contrary, if all chunks contain the same amount of
data (coefficient of variation under 25%), the trace will be
characterized as {read/write} steady.

c) Metadata Access: 3 c Finally, MOSAIC must be
able to describe application behavior at the metadata server
level when it is significant. To do so, it uses the number
of OPEN, CLOSE, and SEEK requests emitted for each I/O
operation. Because Darshan does not precisely trace SEEK
operations, we assume these are co-located with each OPEN
operation.

MOSAIC then assigns the application to categories to tell if
a trace contains a high spike of requests, if multiple request
spikes are present, and if there is a high density of requests
at some point, i.e., multiple requests spread over several
seconds. The number of metadata requests from which we
consider an activity to have an impact is not obvious. Our
thresholds are based on the work of JM Kunkel and GS
Markomanolis [30], which benchmarked different metadata
servers from supercomputers. The Mistral supercomputer at
DKRZ is similar to Blue Waters, including its parallel file-
system, and is saturated at roughly 3000 requests per second.

From that, MOSAIC considers a trace as having a high spike
if more than 250 requests are emitted in one second, multiple
spikes if there are at least 5 spikes of 50 requests or more,
and a high density of requests if there are at least 5 spikes and
an average of 50 requests or more per second throughout the
execution.

4) Output: Once MOSAIC has processed a trace, it saves
the assigned categories and the calculated values (period for

instance) in a JSON file 4 . It also outputs statistics about
the global behavior of an application and patterns found in
the traces. For example, MOSAIC provides the number of
applications with a given behavior (i.e, belonging to the same
category), based both on data from pre-processed traces and on
raw data including multiple executions of the same application
(see Section III-B1). The former data analyzes the behavior of
the executed applications, while the latter gives information
about the load on the parallel file system. A heatmap also
gives information about recurrent associations of classes, with
Jaccard index [31]. Section IV discusses this output data in
greater detail.

IV. EVALUATION

To build and evaluate MOSAIC, we worked on the 2019
traces from the Blue Waters supercomputer. Blue Waters,
which was decommissioned in 2021, was a 13.3 PFlops Cray
XE/XK HPC system featuring more than 26,000 compute
nodes interconnected within a 3D-torus network interconnect.
In terms of storage, the machine was equipped with 26PB of
storage space managed by a Lustre file-system. The ”scratch”
partition was distributed across 360 OSSs and 1440 OSTs.
For several years, the I/O of applications running on Blue
Waters were monitored by default with Darshan (DXT module
disabled) unless explicitly stated by the user at compile time.
These traces have been made publicly available 1. We have
selected 2019 as the peak year for machine usage. To the
best of our knowledge, this is the most comprehensive dataset
available. Other more recent machines, such as Theta at
Argonne National Laboratory or Cori at NERSC, have also
been monitored, but the traces, when available, are lossy
aggregated versions of the Darshan traces.

1https://bluewaters.ncsa.illinois.edu/data-sets

https://bluewaters.ncsa.illinois.edu/data-sets


Fig. 3: Pre-processing of one year I/O traces from Blue Waters

The pre-processing phase of this dataset, as described in
Section III-B1, is presented in Figure 3. It resulted in 32% of
traces being corrupted and therefore evicted, and 8% of unique
executions in the set of remaining valid traces. From an initial
set of 462’502 traces, MOSAIC retained 24’606 entries for
categorization.

In the remainder of this section, we present the results of
MOSAIC on this dataset in terms of characterizing periodic
behavior, access temporality and the impact of metadata oper-
ations. We then provide an analysis of significant correlations
between certain behaviors and discuss the accuracy of our
algorithm.

A. Periodicity

Execution Non-Periodic Periodic
Single run 98% 2%

Min. Hour
All runs 92% 6% 2%

TABLE II: Detection of periodic write operations

Table II shows how many applications have been catego-
rized as performing periodic write operations from our dataset
while considering unique executions of an application and
the full set of executions. Therefore, 2% of the analyzed
applications are periodic, representing 8% of the executions.
The frequency of these periodic accesses fluctuates between a
few minutes and a few hours.

However, this result needs to be treated cautiously. Indeed,
one limitation of Blue Waters Darshan traces is that accesses
are aggregated between the opening and closing of a file. In
the case of an application that opens files at start time and
keeps them open throughout the execution, Darshan will only
provide a single entry in the trace set, signifying that several
I/O operations have taken place during this interval without
giving their temporal distribution. MOSAIC categorizes this
behavior as {read/write} steady. This category represents
37% of the write behaviors (see Section IV-B). It is likely
that the majority of these behaviors are, in fact, periodic.

Periodic read accesses account for less than 2% of all
executions and are subject to the same limitations as Darshan
traces. The order of magnitude of these accesses is smaller,
ranging from several seconds to several minutes.

Studied distrib. Insignificant On start Steady Others
Single run 85% 9% 2% 4%Read All runs 27% 38% 30% 5%

Studied distrib. Insignificant On end Steady Others
Single run 87% 8% 3% 2%Write All runs 47% 14% 37% 2%

TABLE III: Detection of temporality

B. Access Temporality

Table III shows the categorization of reads and writes in
terms of temporality for the dataset reduced to single run
for each application (highlighting the behavior of individual
workloads), and for the complete dataset (emphasizing the
global load on the parallel file-system).

These results first show that most applications perform
either few reads (85%) or few writes (87%), the threshold
being set at 100MB (see Section III-A). This categorization
also shows that of the total number of application executions
studied, 95% can be described by 6 categories: 3 for reading, 3
for writing. These categories highlight two expected phenom-
ena: applications mostly read at the start of execution (38%)
or during execution (30%), while they write either regularly
(37%, probably periodic accesses related to checkpointing),
or at the end of execution (14%). Finally, we also note that
almost half of executions (47%) perform no or few writes,
while only a quarter (27%) perform no or few reads.

C. Metadata Access

0% 50% 100%

insignificant

high density

high spike

multiple spikes

39.1

12.8

59.9

45.9

88.4

7.16

11.3

8.91 Single run
All runs

Fig. 4: Category distribution for metadata access

Figure 4 depicts the distribution of metadata categories for
the traces we analyzed with MOSAIC.

The significant differences in values for the single run set or
for all runs highlight that a small number of applications with
a large number of executions are metadata-intensive. The most
represented category in these results, metadata high spike,
contains applications performing more than 250 metadata
accesses per second at least once during their execution. 60%
of the executions studied fall into this category, showing a
heavy load on the metadata server. We also note that 45.9% of
applications have several spikes (metadata multiple spikes),
which is in line with the estimated percentage of applications
with periodic writes (8% identified + 37% categorized as
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write steady). Finally, just under 13% of executions are cate-
gorized as having a high metadata access density, characterized
by an average of 50 requests per second throughout the
execution.

D. Noteworthy Correlations

The Jaccard indices computed by MOSAIC, which compare
similarity and diversity between samples, can be used to
identify relevant correlations. These correlations can ultimately
help in job scheduling choices to limit I/O interference be-
tween applications, for example. These correlations include
the following:

• Applications with a high metadata request density and
high metadata spikes are more likely to read on start
and/or write on end.

• The large majority of applications (95%) having no
significant read operations also have no significant write
operation.

• 66% of applications reading on start writes on end. The
pattern read, compute, write is well represented in the
traces we analyzed.

• Almost all traces with periodic writes (96%) spend less
than 25% of the time writing on the parallel file-system.

Figure 5 presents a subset of the generated Jaccard heatmap
to present other interesting results.

E. MOSAIC Accuracy and Performance

We used the categorization results of one year of traces
to estimate MOSAIC’s accuracy. To do so, we applied a
sampling method: we randomly selected a subset of 512
traces that we manually validated. We detected that 42 traces
were incorrectly classified, mainly because of a sub-optimal
detection of temporality in some cases where an operation
is unequally spread across multiple chunks. This leads to an
accuracy of 92% for MOSAIC.

In terms of performance, the complete MOSAIC workflow
described in Figure 1 is capable of processing the entire
dataset (except for 2 files that take too long to load) in 165
minutes on a 64 cores AMD Zen2 EPYC 7702 processor.
MOSAIC is written in Python 3.10.14 (1800+ lines of code)
and uses the Dispy library to parallelize trace processing. The
main bottleneck in our implementation is memory: 300 GB
of RAM is required to process the dataset (dependent on the
parallelization level). However, beyond analysis on a large set
of traces, as is the case in this paper, MOSAIC can also be
used for application-by-application categorization to provide
information to a job scheduler, for example.

V. CONCLUSION

In this paper, we presented MOSAIC, an abstraction for
describing the I/O behaviors of applications running on super-
computers, and an automatic categorization method using this
abstraction. Our categorization method, based on the fusion
and segmentation of I/O execution traces, can categorize 98%
of traces from a real-world dataset with an accuracy rate of
over 90%. This high-level and automatic fast-to-detect char-
acterization of I/O behavior paves the way for job scheduling
techniques that take data access patterns into account. For
example, two jobs categorized as reading large volumes of
data at the start of execution could be scheduled so as not to
overlap.

Looking ahead, we are considering several ways of improv-
ing MOSAIC. First, some signal-processing-based techniques
for periodic I/O detection have been shown to be effective [24].
In the short term, we plan to implement these techniques
to improve the detection of this type of pattern. Secondly,
category determination could be made more automatic using
clustering methods. Finally, in the longer term, we plan to
analyze the dataset in greater depth to detect I/O performance
losses that could be attributed to concurrency. This way, we
would like to be able to identify whether some categories
are more conflicting than others, again in order to use this
information to improve concurrency-aware job scheduling.
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