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Abstract

In this work, we investigate the quantitative estimates of the unique continuation property for solutions
of an elliptic equation Au = Vu+ Wi - Vu + div (Wau) in an open, connected subset of R, where d > 3.
Here, V € L%, W; € L, and W> € L% with qo > d/2, ¢1 > d, and ¢2 > d. Our aim is to provide an
explicit quantification of the unique continuation property with respect to the norms of the potentials. To
achieve this, we revisit the Carleman estimates established in [6] and prove a refined version of them, and
we combine them with an argument due to T. Wolff introduced in [18] for the proof of unique continuation
for solutions of equations of the form Au = Vu+ Wi - Vu.
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1 Introduction

Main result. Our main goal is to prove the following quantitative unique continuation result.

Theorem 1.1. Let d > 3, Q C R? be a bounded domain, and w and O be non-empty open subsets of Q with
wCwWCOCOCQ. Further assume the following geometric condition:
(GC) For ally € O, there ezist xy € w, ry, > 0 and a smooth path v, of finite length such that ~,(0) = xo,
Yy (1) =y, and Use(o,11 By, (s)(1y) C Q, where B, (5)(1y) is the ball centered in v,(s) and of radius r,,.
Then there exist constants C = C(w, 0,) > 0 and a € (0,1) depending only on w, O and Q so that for any
solution u € H'(Q) of

Au=Vu+ Wy -Vu+div(Wau) in 2'(Q), (1.1)
where
d
V e L9 (Q) with qo € (2,00] , and W, e L% (Q:; C) with q; € (d,00], forje {1,2}, (1.2)
we have o s s
(g0 q1 q2
||UHH1(O) < Cec(HVHL‘IO(Q)+I|W1HL‘11(Q)+HW2HL‘12(Q)) ||UH%1(UJ) ||u||11q_1((¥9)’ (13)
with
1 .
3 ] 1 if g >d,
212 =
(1-5) |
V() = ) p and — 8(q) = —7, HFa>d (1.4)
31 d ifqe(Q’d]’ g
AR B S
(+22) (2-7)

Before going further, let us note that the geometric condition (GC) assumed in Theorem 1.1 is a very
mild technical condition. This condition can be violated in some fractal type sets, but it is certainly satisfied
for most geometrical settings. In particular, this geometric condition (GC) is satisfied when w, O and 2 are
concentric balls, case in which (1.3) reduces to the usual 3-balls type estimate, with an explicit quantification
with respect to the lower order terms.

Of course, a direct application of Theorem 1.1 yields the following unique continuation property for the
Laplace operator: If u € H'(Q) satisfies (1.1) with potentials V, W; and W3 as in (1.2) and u = 0 in w, then
u =0 in any set O satisfying O € Q and (GC). Theorem 1.1 is a quantification of this property as it states
that, if u € H*(Q) is small in w and satisfies (1.1) with potentials V, Wy and Wy as in (1.2), then u is small
in O, with a precise quantification in terms of the norms of the potentials.

It is well-known that unique continuation holds for general V € L% (Q), W; € L% (£;C?%), and W, €
L2 (Q;C%), where qo > d/2, ¢ > d, and g2 > d (see [19]). Moreover, strong unique continuation has even
been proven in cases when g9 > d/2, ¢1 > d, and ¢a > d (see [9]). These classes of integrability for the
potentials are sharp, as shown in [10]. However, establishing unique continuation results requires the use
of a Carleman estimate and a delicate argument due to T. Wolff, see [18], as also discussed in [9]. This
argument requires to choose a weight function in the Carleman estimate depending on the solution u itself.
The question of quantifying the unique continuation property with respect to the norms of the potentials is
thus quite delicate, and this is the main novelty of our work.

We also mention the work [12], which quantifies unique continuation properties for the Laplace operator
with lower-order terms in the sharp integrability class. However, it does not provide an explicit quantification
with respect to the norms of the potentials. Again, since this work builds upon [9], as mentioned earlier, it
remains unclear how the proof in [12] can be made quantitative in terms of the norms of the potentials.

When trying to quantify the unique continuation property with respect to the norms of the lower order
terms, the known results rely only on the use of a Carleman estimate such as the one presented in [6, Theorem
1.1], which, as pointed out in [3], does not allow to go beyond W € ¥ (£2; C%). This corresponds to what
is done in [5, 4, 6] using LP Carleman estimate. The results in [5] describing the maximal order of vanishing
of solutions of elliptic equations require V' and W respectively in L% (Q) with ¢o > d(3d — 2)/(5d — 2) and




in L9 (Q; C%) with q; > (3d —2)/2, and Wy = 0. This was improved in [6] using new LP Carleman estimates
allowing to handle V and W respectively in L% () with gy > d/2 and in L9 (Q; C%) with ¢; > (3d — 2)/2,

exhibiting the same dependence in [|V|| a0 () as in [4], which was limited to the case W1 = W5 = 0.
We also point out that L? Carleman estimates does not allow to reach the sharp integrability class for
potentials and lower order terms, see for instance [15] where it is shown that one can obtain quantified

unique continuation results for potentials V' € L% (Q) with ¢p > 2d/3. In fact, even if one uses LP Carleman
estimates, one can obtain unique continuation results for potentials V' in the sharp class of integrability
(V € Lo(2) with g9 > d/2), but under restrictive integrability conditions on W; and Ws, see for instance
(5] and [19].

Theorem 1.1 is an improvement of [6, Theorem 1.3], since Theorem 1.1 allows non-trivial lower order
terms Wiy € L% (Q;C?) and Wy € L%(Q; C?) with ¢; > d and g2 > d, while Theorem 1.3 in [0] is restricted
to higher integrability class. Indeed, Theorem 1.3 in [6] states that if W, € L% (Q;C?) and W, € L92(Q;CY),
q1 > (3d—2)/2, g2 > (3d—2)/2 and 1/q1 +1/q2 < 4(1 —1/d)/(3d — 2), then any solution u € H'(Q) of (1.1)
satisfies
€ (V358570 HIWA I+ IWl 2419 o 195003920 )

L90 () L91 La2

« 11—«
[ull g1 0y < Ce [l )y lull gy » (1.5)

with 5 1
3e) = —Ga=-  and Ya2) = 3 T d L d
(1*(27(1)) -3 -G-sG+3)
Accordingly, the dependence in terms of the norms of the potentials W7 and W5 is also weaker in (1.3) than
in (1.5), as ¢ given by (1.4) is smaller than §, even for ¢ > (3d — 2)/2.
In fact, this also suggests to analyze the optimality of the coefficients v and § in (1.4), but this question
is, to our knowledge, fully open, except when W7 = Wy =0 and V € L*°(Q). Indeed, in this case, it is known
that in dimension d > 3 the dependence of the constant in the quantification of unique continuation is of the

form C’exp(C’HVH%OO)7 see [13, 7]. This coincides with our estimate as y(c0) = 2/3.

Our proof does not allow to derive an estimate up to the boundary of 2. This is due to a technical fact,
coming from the use of Wolff’s argument on one hand and of the use of the Carleman estimate in [6] on the
other hand. Indeed, as we will see, roughly speaking, Wolff’s argument requires the possibility to play with
(the gradient of) the weight function within the Carleman estimate. But the Carleman estimate in [6], which
we will use and revisit within this work, requires the boundary of the domain to be a level set of the weight
function. These two conditions are thus not compatible and cause trouble when working in a neighborhood
of the boundary.

We also would like to emphasize that the Schrodinger operators in (1.1) also include the consideration
of potentials V € W~14+¢(Q), where ¢ > 0. Indeed, any such potential can be represented under the form
V = Vo +div (W), with Vg € L¥(Q) ¢ LE+(Q) and W € L*¢(Q, C?) (see, for example, [1, Theorem 3.9]).
Consequently, one can then rewrite Vu under the form Vu = Vyu + div(Wu) — W - Vu.

Outline. Let us briefly comment on the structure of the article. In the next section, we first briefly recall an
auxiliary result due to T. Wolff in [18] (cf. Lemma 2.1), followed by the presentation of some improved LP
Carleman type estimates (cf. Theorem 2.12 in Section 2) inspired by [6]. Following this, Section 3 is devoted
to the proof of these Carleman estimates. Then, in Section 4, we establish a local quantification of the
unique continuation within a specific geometric framework (cf. Lemma 4.1). In Section 5, we subsequently
employ this to establish a three balls estimate, which directly yields the quantitative unique continuation
result stated in Theorem 1.1, after a few classical manipulations.

Notations. Let us finally introduce some of the notation that we will use throughout the article:

e For every v € RY, x = (x1,..,14), we set © = (x1,2'), where 2’ = (3, ..,24) € RIL.

e For z € R? and » > 0, B,(r) denotes the ball centered at x € R? and of radius r > 0.

e The notations V and A respectively stand for the gradient and the Laplacian with respect to x =
(z1,.,24), and V' = (O, .., 0yq) and A’ = Zj:z 8? are, respectively, the vertical gradient and Laplacian
operators.

e The Fourier transform is always taken to be the Fourier transform with respect to ' = (23, ..,24), and
then its dual variable ¢’ € R9™1 is indexed by ¢ = (&3, ..,&4). Note that for a function f defined on R?



o~

(or a vertical strip (X, X1) x R471) such that f(z1,-) € #(R41), f(z1,-) denotes the partial Fourier
transform with respect to z/, that is:

1

fa,€) = — e f(xy,2") da’, ¢ e RL (1.6)
(2m) =z Jre-t

e For a measurable subset E of R%, we denote by |E| its Lebesgue measure.

2 Auxiliary Results

In this section, we begin by recalling Wolff’s lemma, and we present a refined version of the LP Carleman
estimates obtained in [6]. These elements are the main points in the proof of Theorem 1.1.

2.1 Wolff’s Lemma
We hereby present Wolft’s argument, introduced in [18]:

Lemma 2.1 ([18, Lemma 1]). Suppose u is a positive measure in R? which has faster than exponential decay

in the following sense
Tlim T 'og(p{z € R, |z| > T}) = —c0. (2.1)
—00

For k € R?, define the measure py, by dug(x) = e¥*du(x). Suppose C C R? is a compact conver set. Then
there is a family (kj)jes of elements of C and a family of two by two disjoint conver sets (Ey,);jcs included
in R?® so that the measures duy; are concentrated in Ej;,

1
o, (RO (1+ T)By,) < 57/ |, VT > 0. (2.2)

and such that
> 1B T > Gyl 2.3)
J

where Cy is a positive constant depending only on d, and (1 + T)Ey, is the dilation of Ey, around its
barycentre by a factor of 1 +T.

Lemma 2.1 is the main argument in [18], and the basis for the proof of unique continuation in [18] for
potentials V' and W in the sharp class of integrability (in [18], the term W5 is not considered).

2.2 Carleman type estimates.

We first present the Carleman estimates obtained in [6, Theorem 1.1]:

Theorem 2.2 ([0, Theorem 1.1]). Letd > 3. Consider a bounded domain Q C R? of class C®, and non-empty
open subsets wy and w of Q with wy € w € Q. Let p € C3(Q) be such that

Vo € 09, p(z) =0 and O, p(x) <0, (2.4)
and there exist a, 8 > 0 for which
Ainf Vo] > a, (2.5)
Q\wo

and

Vo € O\ wo, V€ € RY with |V (x)| = €] and V(z) - € =0,
(Hess p())Vip(z) - Vip(x) + (Hess p(2))6 - € > B|V(w)?, (2.6)

where Hess ¢ denotes the Hessian matrix of .



Then there exist C > 0 and 19 > 1 (depending only on «, 3, ||go||03(5), and the geometric configuration
of Q, w, and wq) such that for all u € HL(Q) satisfying

—Au = fo+ forr + divF in 9'(Q), (2.7)
with (f2, faw, F) satisfying
fo € LA(Q), fow € LT3 (Q), F € L*(Q;CY, (2.8)
we have, for all T > 19,

3 T 1 T T T
72||€7%u| 12y + T2 [|€7VullL2(0) < C (l€7% follL2) + TI€ FllL2(0)

3.1 14 ER ERS
Frt e ol 2y g+ Tl Ul 7 e “”ﬁ%(@)’ 29)

and

34 L 34 L
TR gy ) S © (Hve?HLz(Q) + 7l Flla) + r¥ 2 €7 fourll 20y o

SleTe 2T
+72le u||L2(w)—|—74 2d ||e u”Ldzdz(w))' (2.10)

Remark 2.3. The notations 2+ and 2+ stem from the Sobolev’s embedding H(2) C L?*(2), with 2x =
2d/(d —2) and L*>* (Q) C H=Y(Q), with 2’ = 2d/(d + 2).

In order to get Theorem 1.1, we prove the following refined version of Theorem 2.2, whose proof will be
given in Section 3.

Theorem 2.4. Let d > 3. Consider a bounded domain §) C R?, and non-empty open subsets wy and w of Q
with wg € w € Q. Let p € C3(Q) satisfying conditions (2.5)—(2.6).
Then, for all compact subset K of Q, there exist C > 0 and 19 > 1 (depending only on «, (3, ||g0||03(§),

and the geometric configuration of Q, w, wo and K ) such that for all u € H*(Q) satisfying suppu C K and
(2.7) with (fa, fow, F = Fy + Fo.) satisfying

fo € LA(Q), fow € LT3(Q), Fy e LAH(CY, and Foo € LE3(Q;C%) N L2(Q;CY), (2.11)
we have, for all T > 19,

3 1 1
rHlemul 2oy + 7€Vl 2y < O (17 falliaey + 7™ Fallzacey + 72 €7 By 2oy

3_ L T T 3T
G714 2d (|e (pr*/HL%(Q) +T||€ LPFQ*/”LcLQfQ(Q)) + 72 ||€ “"u||H1(w)> s (212)

and, for all measurable sets E of €,
1 T T
7&71 (rlle™ull L2 (i) + €7 Vull L2 (1))

<C

S

le™ fallL2(q) + Tlle™* FallL2(q) + Titma <||€wf2*'|| 2o T T||€WF2*'||L 2 ) + IIeWFz*/IILz(Q)>

L#z (@) s (
+r el ) - (213)

Remark 2.5. Theorem 2.4 presents several new features compared to Theorem 2.2:

e One of the main difference between Theorem 2.4 and Theorem 2.2 is that Theorem 2.4 allows a source
term of the form div(Fa.) with Fow € L%(Q;Cd) N L%(Q;CY), and quantifies the estimate on the
solution u of (2.7) in terms of the Ld%(Q;(Cd) N L2(Q; CY-norm of Fu.. Note that the L?(£2;CY)-
norm of Fa. appearing in the right hand sides of (2.12)—(2.13) appears with a power of the Carleman
parameter which is strictly smaller than the one appearing for the L?(2;C%)-norms of Fy. In some
sense, for Fa., the loss of ellipticity of the conjugated Laplace operator e™? A(e~7%-) appears within the

L%(Q; Ch-norm of Faw and not within its L*(2; C%)-norm.



e Estimate (2.13) also presents an estimate of the H'-norm of u on measurable sets E. Similar im-
provements appear in the work [18, Section 6]. Note that these estimates are particularly relevant
when |E| < 779, that is on small measurable subsets, for which we get from (2.13) an estimate on
Titaa lle™?ull L2 () trita le™?Vul|2(py. This estimate is reasonable and should be compared with the
term T3t2a||e™u|| 20 since, by Holder’s estimate,

L2 (Q)

I+

T (r|E|7) S Tit2a|eu]| a0

=T 2|7
2 |le™ull L2 gy < 71Tl uHLd 2 (E) ~ Lz (9)

Note however that for large sets E, the estimate in (2.13) of the L? norm of €™¢u is worse than the
estimate given by (2.12).

e Regarding the observation terms, i.e. the terms involving norms on w, the estimates (2.12) and (2.13)
involve the H'(w)-norm of u instead of weaker norms as in (2.9) and (2.10). In fact, we write it for
convenience, as it will be of no impact on the result stated in Theorem 1.1.

o In this work, our focus is on deriving local Carleman estimates (in other words, we consider only
functions u which are compactly supported). Nevertheless, let us point that, following the proof of
Theorem 2.2 in [6] (in particular Subsection 6.4), Theorem 2.4 can be extended to functions u € H*(Q)
with possibly non-homogeneous Dirichlet boundary conditions.

3 Improved Carleman estimates: Proof of Theorem 2.4

This section is devoted to the proof of Theorem 2.4.

Although Theorem 2.4 looks rather close to Theorem 2.2, we will need to revise in depth the proof of
Theorem 2.2 given in [6] and incorporate some changes along the way.

The key step in the proof of Theorem 2.2 is to prove suitable estimates on the inverse of an operator of
the form

d
A=y NOF—2r00 + 77, (3.1)
j=2
in a vertical strip
Q = (Xo, X1) x R¥1 with Xy < 0 < X; and max{|Xo|, X1|} <1, (3.2)

where the coefficients (X)) eq1,... .ay € R? satisfy A\; = 0,

d
3co >0, Vi € [Xo, X1, V€ € RY, 7 <Y 1=z \)Ig1* < eglél, (3.3)
j=1
and
0<m,< min A\ < max A\ < M,. (3.4)
Jj€{2,-,d} Jj€{2,,d}

Here, 7 > 1 plays the role of the Carleman parameter, as the operator in (3.1) coincides with

d
e A -1 Z /\jaj? (e7 714,
j=2

This really is the main step of the proof of Theorem 2.2, as one can then use the local character of Carleman
estimates to recover Theorem 2.2 in its full generality (see [0] for details; this strategy will be briefly recalled
in Section 3.2).

Our proof of Theorem 2.4 follows the same path, and the key estimate is a refined estimate on the inverse
of the operator (3.1) in a strip, which will be done in Subsection 3.1. Ounce this will be done, the proof of
Theorem 2.4 can be deduced similarly as in [6] by a suitable localization process, which is rapidly explained
in Subsection 3.2 for the convenience of the reader.



3.1 Main step: Carleman estimates for solutions in a strip.

In all this section, € is a strip of the form (Xg, X;) x R%~! as in (3.2).
Our goal in this subsection is to prove the following Carleman estimate, which is a refined version of [6,
Theorem 2.2].

Theorem 3.1. Let Q = (Xo, X1) xR asin (3.2), withd > 3, and assume that the coefficients (X;)jeq1,... ay €
R? satisfy A1 = 0, (3.3) and (3.4). Then there exist constants C > 0 and 7o > 1 depending on ¢y, m. and
M., all independent of Xo, X1, such that for all T > 1o, for all w € H*(Q) compactly supported in Q and
satisfying

d
Aw — 2 Z Ajafw — 2701w + T?w = fo + fou + div(Fy + Fa,), n ), (3.5)
=2
with o .
fo € LA(Q), fow € LT2(Q), Fy € L*(CY), and Fy. € L##2(Q;CY N L3(Q;CY), (3.6)
we have

3 1
72 [|wl[z2() + 72| Vwl|L2(0)

3_ L 1
<0 (Ufaley + 7Faley + 7B el gty g + 7o, i, o) + 7P ey )« 61

and, and for all measurable subsets E of €,

1

3.1 3.1
T4+2d||w||L%(Q) + itz mm{7’|E<1171} (TH’U}HLz(E) + ||vaL2(E))

34 1 34 L
¢ (Il + el + 748 (Lol g + 1P g ) 474 N el ) (38)

(@)

The proof of Theorem 3.1 is of course very close to the one of [6, Theorem 2.2.], as Theorem 3.1 is an

improved version of Theorem 2.2 in [6] with respect to the same points as in Remark 2.5.

It will require several steps:

1. Construction of an explicit parametrix giving w solving (3.5) in terms of the source terms (fa, fou, F =
Fy + F5,), based on [6, Proposition 3.1], that we will recall hereafter in Subsubsection 3.1.1.

2. Estimates on the operators involved in the parametrix, which will be also mainly corresponding to the
ones in Section 6 of [6], which we also recall. New estimates will also be needed to get the complete
estimates of Theorem 3.1, relying on the decomposition of Fs,/ in its low and high frequency components,
see Subsubsection 3.1.2.

3. A suitable combination of the estimates on the various operators involved in the parametrix, see Sub-
subsection 3.1.3.

In particular, we will rely upon the following explicit parametrix giving w solution of (3.5) in terms of

the source terms (fa, fou, F' = Fy + Fou).

3.1.1 An explicit parametrix

We use the parametrix constructed in the work [6]. To do so, we introduce the function ¢ : Q — R defined
as follows:
d
Py, &) = (| D (1 —1)y) 21 € [Xo, X1, € e RN (3.9)
Jj=2

According to [6, Proposition 3.1], we then have the following explicit parametrix:

Proposition 3.2 ([6, Proposition 3.1]). Under the same setting of Theorem 3.1. For all 7 > 1, if w is
compactly supported and satisfies (3.5) with source terms (fa, fos, Fo, Fow) as in (3.6), then

d
w=K,o(f2+ four) + > Krj(F2 + Faw) - €5) + Ry (w), (3.10)
j=1



where the family of vectors (e;)jeq1,... .y is the canonical basis of R? and, using the partial Fourier transform,
the operators K. ;, for j € {0,---,d}, and R, are defined for f depending on (z1,2") € Q by

I?”'vj\f(xlvfl) = / (Xo.X )k‘r,j(‘rhylagl) A(ylagl) dyla (xlagl) € Qa (311)
Y1E€(Xo,X1

R f(21,€') = / . )n(acl,yl,s’f(yl,sﬁ dyr,  (21,€) €, (3.12)
Y1 0,81

with kernels given, for (x1,y1,£&") € [Xo, X1]? x RI™L by

, min{z1,y1} —71(y1—z1)— [ p(F1,&") dygi— [T v(@1,€") dy1 g~
kro(z1,1,8) = —1w(w17€’)>T/ e TwimT) =5 v L) din— 5 L) A ga
0

+ 1¢(I1,E’)<‘rly1>ﬂi1 /yl e*"’(y17w1)+ffll »(Y1,¢") dy1 — ;11 »(H1,¢") dy1 iy, (3.13)
1
k‘r,l(xla Y1, gl) = _1w(f17§/)<-rly1 >x16_‘r(yl_ml)+fj11 V(@47 4
+ Ly(onensrlyca e’ T TR VIO D g g €)(r +0(y1,€),  (3.14)
krj(z1,91,€") = i€k o(1,91,€), je{2,---,d}, (3.15)
(1, 91,€) = kro(w1,91,€)019(y1, ). (3.16)

The key to prove Proposition 3.2 is to remark that the partial Fourier transform of the operator in (3.1
is of the form

d
(@ — )% = ST IEP (L —21Ay) = (81— 7 — (1, €)) (B — T+ D(1,€")) — (a1, ).
j=2

It is then clear that the set in which the estimates may degenerate is the set {(z1,¢) € (Xo,X1) X
R with ¢(z1,£') = 7}. Accordingly, it is interesting to use a kind of projection operator P, on the
high-frequency components acting on L?(€2) and given in Fourier, for f € L?(£2), by the formula

Aot =0 () fore), ety xrL @

where 7 is a smooth function in €°°([0,00),R), taking value 0 in [0, 2], taking value 1 outside [0, 3], and
bounded by 1.

Note that since the operator Pjs, corresponds to a convolution in the 2’ variable with a L' kernel
2w 787y (r2") where n,(2') = W%wafl e En(y(Xy,€)) de, one can check through a simple

scaling argument that, for all p € [1, 00], there exists Cp, such that for all f € LP(Q),

| Pry,rfllee ) < Cpllfllnr)-

This operator presents the advantage of localizing in the frequencies & such that for all 21 € (Xy, X1),
P(x1,&) = (X1, €) > 27, and thus far away from the critical set {(z1,¢’) € (Xo, X1)xR¥™L with ¢(z,¢') =
7}. It is also easy to check that it commutes with all the operators (K7 ;) eqo,... a3 and R,.

This operator can be used in particular on Fs,/, that we will write as

Iy = th77—F2*’ + (I - th7T)F2*’-

Using the notations Fj,, to denote the last d — 1 components of Fb, and div’ to denote the divergence
operator on R% ! it is easy to check that div'((I — Pyy..)Fj,/) belongs to L?(12), and thus the identity (3.10)
can be written as

w= K, o(fo+ for +div'((I = Prpr)F3,.0)) + Kr1((Fo + Phy o Fou) - €1)
d
+ Kr1 (I = Pupr)FPaw) - e1) + Y Kr j((Fa+ PhprFaw) - €5) + Ro(w).  (3.18)

Jj=2



This is one of the formula that we will use next. Note that it involves all the operators K, ; and R,
appearing in Proposition 3.2, so that Theorem 3.1 will be derived using the known estimates on these
operators obtained in [6] and the suitable gains that we will have by considering how these operators act at
low and high-frequencies.

3.1.2 Boundedness of the operators K ;

Our proof will be based on estimates for each of the operators (K- ;);eqo,....d}-

Known estimates. Several estimates have already been obtained in [6] and are recalled here:

Proposition 3.3 (Proposition 6.2 in [6]). Under the setting of Theorem 3.1. There exist C >0 and 79 > 1
independent of Xo, X1 (and depending only on ¢y, m. and M, in (3.3) and (3.4)) such that for all T > 19,

for all f € L2 (Q),

K-, of||Lﬁ(Q) + 79 | Ko fllz2) + 101K 0f L2,y + 775 20|V K o fll2) < ClA, #s (@)’
(3 19)
and, for all f € L?(Q),
TS| Koo f || pay T Eroflizo) + TN EK o2, ) + T2V Ko flliz) < Cllfllrae),  (3:20)
with
Q1 ={(21,8) € (Xo, X1) x R with o(21,8') # 7). (3.21)

Proposition 3.4 (Proposition 6.7 and 6.10 in [6]). Under the setting of Theorem 3.1. There exist C > 0
and 19 > 1 independent of Xo, X1 (and depending only on co, m. and M, in (3.3) and (3.4)) such that for
all j € {1,--- . d}, for all T > 79 and for all f € L?(Q),

Tt ||K, ]| + T Krj fll 2oy + |01 K, f Fllzzcan ) + T2V K fll 2y < Cllflz2coy-

Ld 2( )
Proposition 3.5 (Proposition 6.13 in [6]). Under the setting of Theorem 3.1. There exist C > 0 and 19 > 1
independent of Xo, X1 (and depending only on co, m. and M, in (3.3) and (3.4)) such that for all T > T
and for all f € H*(Q),

E 3 = 1
Tit2 R, Il e, ot IR fll2(e) + TNOL R fll 20, ) + T2 IV R0 fllL2(0) < CIV fllL2 (-

It is natural to obtain better estimates for the operators (Phy,-Kr ;)je(o,...,ay than for the operators
(K7.j)jeq0, a}» since the high-frequency projection operator Py - is a projection which projects on the part
in which the conjugated operator in (3.1) is elliptic. Although such estimates are known and rather classical
in the Hilbertian setting, this needs to be made precise when trying to get estimates on these operators from
LP(Q) to L1(Q) when p or g is different from 2 (we refer to [9] for estimates of that kind in a closely related
context). This is precisely our next goal.

High-frequency estimates. We list below the new estimates we obtain on the operators (K7 ;);co,... ,d}
at high frequencies, to be compared with the ones in Propositions 3.3 and 3.4. These will be proved next.

Proposition 3.6. Under the setting of Theorem 3.1. There exist C > 0 and 19 > 1 independent of Xo, X1
(and depending only on cy, ms and M, in (3.3) and (3.4)) such that for all T > 79, for all f € L (Q),

T PnsrKrofllz@ + IV Phsr Krofllra@) < Ol 2, o (3.22)
and, for all f € L?(Q),

Tl Prsr Krofll | 2e, +72Hth, Kroflle2@) + TIVPrhrKrofllLz) < Cllfllp2o)- (3.23)



Remark 3.7. It is interesting to compare the estimates in Proposition 3.6 to the ones in Proposition 3.3.
In particular, one sees that for the Hilbertian estimates, i.e. for the Z(L*(Q), H'(?)) norm of Pyt Ky,
the estimates (3.23) are better than the ones in (3.23) for K, o by a factor 7. This improvement is weaker
for the estimates in the £ (H! (), Ld%(Q)) and .,f(Ldz*f2 (Q), HY(Q))-norms of Py K. o, which still gains a
factor 73722 compared to the L (H (), L% (Q)) and .,iﬂ(LulQTd2 (), HY(Q))-norms of K.

Proposition 3.8. Under the setting of Theorem 3.1. There exist C > 0 and 79 > 1 independent of Xg, X1
(and depending only on cq, m. and M, in (3.3) and (3.4)), such that for all j € {1,--- ,d}, for all T = 79
and for all f € L*(2),

Hth,rKr,ijL%(Q) + T Phsr Krj fllLz) + IV Prgr Ko fllrz) < Cllfllrze)- (3.24)

Remark 3.9. Here again, as in Remark 3.7, comparing the estimates in Proposition 3.8 to the ones in Propo-
sition 3.4, we see that, for j > 1, there is again of a factor 7521 when considering the £(L%(S), L%(Q))-
norm of the operator Pny, K. ; compared to the norm of K, ;, and of a factor 72 when considering the
L(L2(), HL(2))-norms.

Before going into the proofs of Propositions 3.6 and 3.8, we point out that each operator K ; for j €
{0,---,d} is a Fourier multiplier operator in the vertical variable. We can therefore use the Stein-Tomas
restriction Theorem [16] to estimate their behavior as an operator from LP(RY71) to L9(R?~!) for some
values of p and ¢. This approach is briefly recalled in Appendix A with a suitable parametrization of the
phase space ¢ € R¥! as ¢+ (¢(a, &), & /b(a,€')) for 1 as in (3.9) and a € [Xy, X1] adapted to the kernels
appearing in Proposition 3.2. The full details can be found in [6, Section 5].

Proof of Proposition 3.6. In view of the results in Proposition A.1, we first estimate weighted norms of
kro(z1,91,+) for 1 and y; in [Xo, X1] (vecall the definition of k, ¢ in (3.13)). We also identify ¢ € R4~1
with pairs (\,w’) € Ry x ¥,,, where ¥, = {0’ € R4 4(x,w’) = 1}, through the formula & = \w’, or
equivalently A = ¢(x1,¢’) and w’ = £’ /9(z1,£’). With a slight abuse of notations, we denote k, ¢ similarly
whether it is written in terms of ¢ € R4~! or in terms of (\,w’) € Ry x X,,.

From [6, Lemma 6.4], there exists a constant C' > 0 such that for all 7 > 1, A > 7, and all z1,y; € [X,, X1],

we have
C o= O-n)ler=ul-A@w1-3)*/C1

Xef if Y1 <,
[kro(z1,y1, A )| L= (z,,) < C (3.25)
X€—(A/C+T)\y1—x1\7 if Y1 > Xq.
Arguing as in [6, Lemma 6.6], we deduce
00 ) , 3 L
(/ ‘|]€T’0(.’E1, Y1, )\, ')”L‘X’(Zzl) Al_dd)\) < 06_7\91—$1|7—_E. (326)
2T

Accordingly, using Proposition A.l, Young’s inequality and the fact that for all 1 € [Xo,X1], A =
(1, &) = Y(X1, &) > 27 due to (3.4), we have, for f € L#2(Q) and 7 > 1,

[ PrsrKrofllr2@) < H”th,TKT,Of(xlﬂ')HLQ,(Rd—l) L2 (Xo.X1)
@ 7, (X0, X1

X o 2 1—2 %
< . —a .
<|[ 0 ( [ Wi A s, ddA) D
v L2, (Xo0,X1)
—7ly1|—3 .
<O (s e ) W
v L?, (Xo0,X1)

1
<C Hy1 — e Tlnlr—g

I,

O W g (B2D)

2d
T2 (52)

2d

L;;ﬂ (X0,X1)

LT (R)

10



Similarly, we get that for all f € L?(Q) and 7 > 1,

1PaseErod I, gy g < 7 1 gy (3.28)
Similarly, arguing as in [0, Lemma 6.6], we get

1

o 2
(/ Ak 01, i, A ) [, W‘gdk) < Clyy — |15 (3.29)
2 w! x]

T

Using Proposition A.1 and the Hardy-Littlewood-Sobolev theorem in 1-d, we then get, for all f € L%(Q)
and 7 > 1,

IV Pasr Krof 2@y < |1V Pagr Krof (@1, )l o)

2
L2, (Xo0,X1)

X1 o0 ) %
/ (/2 ||/\kr,o(3317y1,>\7')||2Lao(zm1)/\1_ddA) 1f(y1,+)

X() T

< dy:

| 2
LI¥E (Re-1)

L2, (Xo0,X1)

<C

d—1
I, g2 (B

_ 1
(2= a4 s 17 ,)

L2 (Xo0,X1)

d2d2
Y Ly1+ (XO ,Xl)

= CIAI, 2ty (3.30)

We conclude the estimate (3.22) by combining (3.27), (3.30) and (3.19) for the estimate of 0y Py, s K, of for
fe Lz (Q).

To conclude (3.23), in view of (3.28), we only need to estimate the Z(L?(Q2)) and £ (L?(Q2), H'(Q))-
norms of Py K. These are easier since the estimate (3.25) yields that there exists a constant C' > 0 such
that for all 7 > 1, A > 27, and all 21,41 € [Xo, X1], we have

(T4 Mkro(@i, 91, AL (s, ) < Cem 7wl (3.31)
We then immediately get, by Young’s inequality, that for f € L2(Q) and 7 > 1,

7| PrgKrofllzz) + IV Pog s Krofll2 o)

/
<7 ‘thf,‘rK‘r,Of(xl, -)HLi/(Rd—l) Lil (Xo.51) + H”V th,TKT,Of(:Elg -)HLi,(Rd—l) Lil(Xo,Xﬂ
X1
<C /X e Tir il I1f (1, ')HLi,(Rd*l) dy, <cort Hf||L2(Q) : (3.32)
0

2
L%, (Xo0,X1)

This estimate, together with (3.28) and the estimate (3.20) for the estimate of 9y Pns, K, of for f € L?(),
gives the estimate (3.23). O

Proof of Proposition 3.8. We only sketch the proof of Proposition 3.8 since it relies on similar arguments as
the ones used in the proof of Proposition 3.6.

Let us explain the main steps to get the estimate (3.24). Using [6, Lemma 6.8], we get a constant C' > 0
independent of Xy, X; (and depending only on ¢, m, and M, in (3.3) and (3.4)), such that for all z; and
y1 in [Xo, Xq], for all 7 > 1, and A > 0,

2
||kr,1($1,y1,>\,')||Loo(2m1) < Ce T Mlyi—z1|=Aly1—21)"/C C(r + )\)Hkr,o(ml;ylv)\»')‘lLC’C(Eml)' (3.33)
and, for j € {2,--- ,d},

krj(x1,y1, A )l (2,,) < CAlkro(z1,91, A )l (2, )- (3.34)

11



The estimate (3.29) then yields the existence of a constant C' > 0 such that for all 7 > 1, j € {2,--- ,d},
and all z1,y; € [Xo, X1],

(/ ||k7,j<x1,y1,x,.>||iw(gm)Al3dA> < Clyr — g |74 (3.35)
2 1

T

Similarly, one can derive from (3.33) that this also holds for j = 1.
Using Proposition A.1 and the Hardy-Littlewood-Sobolev theorem, we then deduce that there exists C' > 0
such that for all j € {1,---,d}, for all 7 > 1 and for all f € L?(),

||th,TKT,jf||Ld%(Q) <O fllz2@)-

The estimates on the .2 (L?(£2))-norms of Pry K, ; and V' Py . K, ; can be achieved more easily and are
left to the reader, and the £ (L?(2))-norm of 81 Py, K, ; follows from Proposition 3.4. O

Low-frequency estimates. In our arguments next, we will also need to understand the behavior of the
2d
operator (I — Ppr,)K; 1 and show how it acts on La+2 (£2):

Proposition 3.10. Under the setting of Theorem 3.1. There exist C > 0 and 79 > 1 independent of X, X1
(and depending only on co, m, and M, in (3.3) and (3.4)) such that for all T > 10 and for all f € L%(Q),

3, L
(1 — th,r)Kr,lfHL%(m + 7802 ||(I = Pyyr) Kr fllz2a)
F 0L = Pag) Ko fllpacon ) + 7 #4309/ = Pagr) K flluace) < CTIfIl sy 0 (3:36)

where Q4 + is the set defined in (3.21).

Proof. Similarly as in the previous proofs, we will use suitable bounds on the kernel k; ;. Namely, we will
use the bound (3.33), the bound (3.25) and the following bound, obtained in [6, Lemma 6.4]: There exist
constants C' > 0 and Cy > 0 independent of Xy, X7 (and depending only on ¢y, m, and M, in (3.3) and (3.4))
such that for all 27 and y; in [Xo, Xq], for all 7 > 1, and A < 7, the kernel k; o defined in (3.13) satisfies

Clyr — wy|e 1=l if Ayr — 1] <1,

. oo < .
kro(@1, 91, A )l () < %e—u—myl-zl|—A<y1—w1>2/cl7 £ Ays — 2] > 1. (3.37)

Lemma 6.9 in [0] states that there exists a constant C' > 0 independent of Xy, X7 (and depending only
on cg, m, and M, in (3.3) and (3.4)) such that for all z; and y; in [Xo, X1], for all 7 > 1,

1 ~

(/}\ 0 ||]€7—71(.T1,y1, )\’ )Hiw(zrl) )\1*% d)\) S CW + kT,l(zl - yl)a (338)
> 1~ d

with &, € L7 (R) and ”Eﬂ”m%(m < Cri—m,

Using then Proposition A.1, the Hardy-Littlewood-Sobolev theorem and Young’s inequality, we deduce that
the .Z(L#%2 (), L2(Q))-norm of (I — Pys.,) K- is bounded by Cri—2a.

To get a bound on the f(Ld%(Q),L%(Q))—norm of (I — Phy-)K;1 (recall that I — Py, localizes at
frequency &’ such that ¥(X7,¢’) < 37), we first show that there exists a constant C' > 0, such that for all a;
and y; in [Xo, X1], for all 7 > 1,

3c1T
/ ”kﬂl(ml’yh)‘»')“Lw(zzl))\l_%d)\
0

3e1T

3e1T 5 2
< C/ e—lr—/\llyl—mI—/\(yl—zl)2/c)\1—gd)\ +Tc/ Hkﬂo(xhyl’ A, ')||L°°(2$1)>\1_Ed)‘
0 0

<Ctlzy - y1|71+%,

12



where the bound on the first term on the right-hand side is derived through simple calculations similar to [0,
Section 6]. For the second term, we have used [0, Lemma 6.6], where ¢; is defined by

Cc1 = sup sup{d;(z:l,ﬁ’), s. t. d}(legl) = 1}

z1€[X0,X1]

Using then Proposition A.1 and the Hardy-Littlewood-Sobolev theorem, the E(L% (), L5 (©2))-norm of
(I — Pyy,r)K; 1 is bounded by Cr.

For the estimate on the E%(LdZTd2 (Q), L5 (Q))-norm V'(I — Pys ,)K- 1, the crucial point is to prove that
there exists a constant C' > 0 such that for all 21,y; € [X, X1], and for all 7 > 1,

1
2

31T
(/o lAw’kmxl,yl,xmligo,@“)Al3”“) e ] (3.30)

If so, using again Proposition A.1 and the Hardy-Littlewood-Sobolev inequality, the X(L% (Q), L% (Q))-
norm V'(I — Pps)K; 1 is bounded by risa,
To prove inequality (3.39), we can bound the term on the left-hand side using (3.33) as follows

2

T

1
3eiT R 2 3ciT N
C (A e—|‘r—>\||y1—:v1I—/\(yl—on)?/C)\?)—dd)\) +Or </O ||)\Wlkr,0(x1;yh)\»wl)”%fﬁ(z )Al_dd)\>

Then, using [0, Lemma 6.6], we obtain the desired estimate on the second term. A straightforward compu-
tation yields the same bound on the first term.

The estimate the X(Ld% (Q), L5 (Q))-norm of 01 (I — Ppy,+)K; 1 is more technical. First, we compute
the kernel of the operator 01K 1, denoted by k- 1,9,: for all (z1,£') € Q1 - and all y; € (Xo, X7),

k-r,l,c'}l (9017 i, 5/) _ _1¢(z1,§’)<~r1y1>11 (7_ . w(ml, g/))efT(ylle)Jrffll (G1,¢") dgr

T(z1—y1)— "1 Y (y1,¢") dija
+ 17’<¢($1,€’)1y1<zl (7— _ 7/}(57]1,5/))6 (r1—y1) fy1 Y(y1,€") dy
+ kr0,0, (1,91, E)(T + ¥ (y1,£)), (3.40)

where k- .9, is defined for z1, y; in [Xo, X1] and ¢’ € R4~1 by

kTO 0 (331 Y1 5/) = —135 <y eiT(ylizl)i‘ffll Y(@1.¢") din
,0,01 > d1 1<y1
min{z1,y1} B1 e s e YL e ey
- 1¢(37175')>T(7' - 1/’(:61, 6/))/ e—‘r(y1—11)—f511 V(1,87 di — 511 Y(@1,€") di1 dz,
Xo

VI rma)+ [T (@) dii— [Y $(50E) di e
+ 1w($1’£,)<71x1<y1 (1 — w(l‘hf’))/ e T(yi—z)+ [ Y@L din - [ v(31,8) V47,

1

The kernel of 01 (I — Pyy,-)K; 1, denoted by k; 1,5 is then given by

krpoyap(zi,y1,€) = (1 | <¢(X7_17§))> kra,00(x1,91,&). (3.41)

A tedious computation (similar to the ones in [6, Lemma 6.4]) then shows that there exists a constant
C > 0 independent of Xy and X7, such that for all 1 and y; in [Xo, X3], for all 7 > 1, and 0 < A < 3¢q7,

—|r= —z1|— —x1)?
||k7’1751,lf(x17y1,)\,~)||Loo(2w1) <Ot (e [T=Allyr—z1|=A(y1—z1) /C+ ||k7—,0,81(x17y17>‘a')HL‘X’(E“))'

As a consequence, using [6, Lemma 6.6] to bound the second term on the right-hand side of the last inequality,
we can prove

1
3ciT 2 2 1
(/ k71,0, (21,1, A, ')||2L°°(Zw1) Al—a d)\) < Crlry —y| e, (3.42)
0

Using the Hardy-Littlewood-Sobolev inequality then yields that the & (L%(Q), L%(Q))—norm of (I —
Pry-)K- 1 is bounded by Ct. This concludes the proof of Proposition 3.10. O
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3.1.3 Proof of Theorem 3.1

With the various estimates established in the propositions presented in the previous subsection, we are now
in a position to prove Theorem 3.1, that is the Carleman estimates in the strip.

Proof of Theorem 3.1. Using Proposition 3.2, if w is compactly supported and satisfies (3.5) for some source
terms (fa, fosr, Fo, Fo.) as in (3.6), then

d
w = K;o(f2+ four) + ZKT,j((FQ + o) - €j) + Rr(w).
j=1

Recall that the operator Py, commutes with all the operators (K ;)jcqo,... .y and R.. Accordingly, the
high-frequency part of wy,rr = Ppyrw satisfies

Whr = PhprKro(fo+ four) + Z Py K j(Fy + Fou) - €j) + Ry (why 7).

j=1

Using the various estimates in Propositions 3.6, 3.8, and 3.5, at high-frequency, we obtain

3 1
T2 |whyrllL2) + T2 Vwng -l 2 0)

<C(T W fall oy + 7, s +T%|F2+F2*/||Lz<m)+0||V’whf,7m), (3.43)

+2(Q)
and we have also (using also (3.19) and the fact that ||Pny | » < Cp for p =2d/(d — 2))

3, 1
TR wng

s¢ ( 7 | fall L2y + 7372 | fou| +rita|| Ry 4 szllwm) +CIV'whsrllL2()-  (3.44)

24
La+2(Q)
Accordingly, there exists 79 > 0 such that for all 7 > 7,

3 1
T2 lwng rllL2(0) + T2 Vwng -l L2 ()

<c (T-%nfzum A fo

1
LTd(Q) + 72 ||F2 + FQ*/”Lz(Q)) s (345)

and thus

34 L R S 34 L 34 L
P B gl gy < € (T B el + el ) B IR Faslia ) (3460

We then define the low frequency part wis, = (I — Pry,.)w of w: Using (3.18), we get

wif,r = Kro((I = Pugr)(fo+ fou) +div' (I = Pugr)Fs.)) + Kra (I — Prgr)Fa - €1)
d
+ (I = Popr)Kr1(Faw - €1) + Y Krj(I = Papr)Fa - €5) + Re(wig -).
j=2

Applying Bernstein’s inequality (see, for instance, [2, Lemma 2.1.]), we get that div'((I — Pns,)Fy,.) belongs
to L%(Q) and

1div"((I = Phg.r) Fa.0) | < CO7l| ||

L3 (@) 7 ()’

We then use Propositions 3.3, 3.4, 3.5, and 3.10 to obtain

3 1
T2 ||lwiy ol L2(0) + T2 | Vwiy -l 220
1

3_ 1
<0 (Ufaluoiey + 7Py + 7473 (1l o, o + 702l ) ) )+ OO gy, 4)
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and

§
4

L
TaT 2wy

| o
L d—2 (Q)

C(lllelmm+T||F2||L2(Q)+ t %(|f2* I, sy 7Nl ))+C||V/wlf,rL2(ﬂ)- (3.48)

7 () +2(9)

As before, we can then absorb the term [|[V'wiy ;| 12(q) in the right hand-side of (3.47) by choosing 7 large
enough: Taking 79 > 1 larger if necessary, we get, for 7 > 79,

72 wigr 2 (@) + T2 Vgl o)
3_ 1
¢ (Ifallzziay + 7Falzzcor + 7875 (1ol o) + 7Pl gt ) ) (349

and, consequently,

3

¢ (el + iy + 7443 (ool o) + 7Pl 2 ) ) - (350

+2(Q)

34
it

L
TaT2d [wyy L]

Ld 2(Q)

Combining estimates (3.45) and (3.49), we deduce the Carleman estimate (3.7). Similarly, combining
estimates (3.46) and (3.50), we deduce the Carleman estimate (3.8) except for the localized estimates on the
set E.

To proceed with (3.8), we thus focus on the localized estimates within the subset E C Q. In order to do
so, on one hand, at low frequencies, we use Holder and Bernstein estimates:

1
ot L2y + [V wig.e 2y < |EJ (T||wzf,f| i

1
< el 2
oy IV 015t ) < IV g, g

@’

3 1

Accordingly, multiplying the above estimate by 71%2¢ and using (3.50), we deduce

34 1 1
T3t (tllwgg || 2e) + IV'wigl2ey) < CIE[AT (| f2llL20) + T Fll L2 (o)

L
(ol gy 7l Foul g >>.

#2 () L2 ()

Mw

On the other hand, the estimates (3.45) give

341 341
71720 (7|lwngr L2y + IV 0l L2(m)) < T120 (Tllwngrllz2) + IV WRs 2l 22 (0)

N T 34 1 34 1
<C (T 20| fol L2 () + 73R Fy 4 Fowl| 2y + 732 ||f2*'||Lﬁ12(Q)> :

Finally, based on Propositions 3.3-3.5, we can derive the following estimate for the term 0;w:

3

§ L L
1720|010 L2y < TTT2|O1w] L2

T

3 3

[ ST 0 3 L 34+ L
<C<T 15| fall 2oy + 72 e + Faw [l 2y + 77 2d|f2*’Lffz(Q)>~

By combining the last three estimates, we conclude

EII 1
Ti+21d m]n{|1,1} (T||U}||L2(E) -+ ||Vw||L2(E))

T|E|d
341 3,1
<||f2||L2 (@) + TIF2] L2y + 73t (|f2*’ Ly T TIF +(Q)> +T4+2d||F2*’||L2(Q)> ;
and the proof of Theorem 3.1 is thus completed. O
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3.2 Proof of Theorem 2.4

The goal of this section is to deduce Theorem 2.4 in the case of a general geometry from Theorem 3.1 which
was considering only the case of a strip.
In order to do so, we rely on two main steps:

e A localization process, which allows through a suitable change of variables, to use Theorem 3.1 to
deduce a local Carleman estimate.

e A gluing argument to patch these local estimates.

This is the strategy used in [6, Section 7]. We only sketch it below for the convenience of the reader since it
does not involve any new difficulty compared to [0].

3.2.1 Local Carleman estimates
For 7 > 1, we introduce
w = e fu, j’é =e"?(fa— 7V  F), fg*/ = €% four, F=Fy+ Fyy:=e%F, + ¢ ¥ Fo,
so that the function w solves (2.7) if and only if w solves
Aw — 27V - Vw + 72| Vo|?w — TApw = fo+ four +div (ﬁ) in €, (3.51)

We now introduce a local version of (3.51). Namely, for 7o € Q \ w, we introduce 7,,(x) a cut-off function
defined by )

Nao () = (73 (x — x0)), z € RY, (3.52)
where 7 is a non-negative smooth radial function (in €>°(R%)) such that n(p) = 1 for |p| < 1/2 and vanishing
outside the unit ball. We set

waiu(m) = nﬂio(m)w(m)> HAS Q»
which solves
Awgy — 27V - Vg, + T2V Pway = fome + four wy +div (Fy, ), in Q, (3.53)
where
fom = nmof; — Vg, - ﬁz + TApwg, + 2V, - Vw + Ang,w — 27V - Vg w, (3.54)
f2*’,;vo = nzon*’ - Vﬁxo : ﬁQ*'a on = leoﬁ (355)

Recall that u is assumed to be compactly supported in some compact set K, such that K € 2. Accord-
ingly, there exists ¢ > 0 such that K. = {z € R¢, d(z, K) < €} is a subset of Q.
We then derive the following lemma, whose proof is similar to the one in [, Lemma 7.1].

Lemma 3.11. There exist constants C > 0 and 79 > 1 (depending only on «, (3, ||g0||cg(§), K, wand Q)
such that for all T > 19, for all xg € K. \ wo, for all (f2,2y, f2r' 20, Fro = Fo,mo + Four z,) satisfying

fowo € L2(Q),  fouray € L3 (Q), Fy .y € L2(Q;C%), and Fauw 4 € L (Q;C4) 0 L2(Q; CY),

and wy, satisfying (3.53) and supported in By, (773 ), we have
3 1
72 [[wagllL2(0) + 72 [[Vwa, [ 2()

3_ 1
<0 <||f2,xo||L2(Q) + Tl F,a0 [ L2() + 7772 (”fQ*/,mng(Q

1
L P B L P §
3

7 (@)
(3.56)

and, for all measurable sets E of €,

3
T4

1 3,1 1 3 1
i, gty g 78 min {1 (i e+ 19 l) 473 o 7 Vi an

34 1
<0 (Wasallzn + TPl + 735 (Mool g, )+ 7ol gt gy + ol ) )
(3.57)
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Sketch of the proof. The main idea is to build a suitable change of coordinates which allows to rewrite the
equation (3.53) under the form (3.5), up to some lower order terms which can be handled using the localization
properties of wy,.

Namely, let zg € K. \ wp, and introduce L; € R% and A; € R¥*4 ag follows:

L1 = Vp(zg) € RY, A = Hess (xo) € R,

The bilinear form
¢ € R — (Hess p(20))€ - &
is symmetric on R? and on Span {L1}+. Accordingly, there exists a family of orthogonal vectors (L;) e(2, . .d}
of Span {L;}* which diagonalizes this form, that we normalize so that for all j € {2,---,d}, |L;| = |L1].
Since the family (L;)jeq,...,ay of Span{L1}* diagonalizes the form & — (Hess ¢(x0))¢ - € in Span {L;}+, for
all j € {2,---,d}, there exist a;; and p; in R such that
(Hess p(w0))Lj = i Lj + a; L, jef2,,d}
Note that by symmetry of Hess ¢(x), we then necessarily have
(HGSS gp(a:o))Ll = [LlLl + Zoszk,
k>2

where

(Hess (20)) L - Ly = —— i (Hess p(a0)) V(o) - Vip(ao).

V(o)
For j € {2,---,d}, we then introduce the self-adjoint matrix A; € R¥¢ defined by

- 1
TP

Ale = —Othl - M]L37
Aij :Oszj —Oéij, if ke {2, ,d}\{j},

Aij = 7,U,jL1 + Z akLk.
k>2

(3.58)

(It is easy to check that each matrix A; defined that way is indeed symmetric.)
We then define the following change of coordinates for x in a neighbourhood of zy:

yi(z) = o(x) — p(x0),
yj(z) = L; - (x —xo) + %Aj(x —x9) - (x — xp) for j€{2,---,d}.

By construction, there exists a neighbourhood, whose size depends on the C? norm of ¢ only, such that
x — y(x) is a local diffeomorphism between a neighbourhood V of xp in Q \ w and a neighbourhood of 0,
that we call Q,.

For 7 large enough, we can ensure that the ball of center xy and radius 7 %, when intersected with €, is
included in a set on which z — y(z) is a diffeomorphism, and its image is included in a ball B()(CT_%).

Therefore, for w,, solving (3.53), we set

W(y) = way(x)  for y=y(x),

Tedious computations, detailed in [0, Section 7.2], show that w then satisfies
d
Aytb —yy Y N0 0 — 270y, + 77 = fo + fow + divy F in (Yp, Y1) x R&1L
j=2

where the coefficients ()\j)je{g’... .4} are given by

2
Aj = L2 (A1Ly - L1+ A L - L))
— m ((Hess p(20))Veo(zo) - Vip(xo) + (Hess ¢(x0))L; - Lj), (3.59)
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the source terms are
. 1 . . .
faly) = sz @0 Zay]PkJ 20,2,k (@) + f2,0(Y) + f2u(y) + f2,c (),

. 1
fowr(y) = Wﬁ*umo (z(y)) — Zayjpk,jFon*’,k(x(y))»

J.k

Zpk,] Fr 2, k(z(y) +Zpk7j Fag 20, k(@) jefl,-.d}

::Fj’Q :F

in which p is defined as

W)
Pikl¥) = 19 o(a )P

and fl27a, foun, f'27c and F, satisfy, due to the localization of w in B,, (T’%) (equivalently, of @ in By(C173)),

b _1 . b 1 . be .
[ f2,all2,) < CT7 3| Vydllrz,)s [ fepllzz,) < CT3 Vb2, I f2ellzz@,) < ClIVy@lLz@,),
I1Fullzo@,) < CT7 3|V 20,

Now, the condition (2.6) implies that all the A; in (3.59) are positive, i.e. that the condition (3.4)
is satisfied. Accordingly, the Carleman estimates in Theorem 3.1 apply, and we can readily deduce the
estimates in Lemma 3.11. Let us focus for instance on the proof of the Carleman estimate (3.57) (the proof
of the Carleman estimate (3.56) is completely similar and in fact easier and left to the reader).

For 7 > 1y and a measurable set E,, of §,,, we have from (3.7) and (3.8) that

E

Tt +7i720 mi

1 ; ; 3. 1 5
P o) {17 1} (Tl@ll L2 (e, + IVOl L2(,)) +72 @]l L2,y + 72 VD] L2(0,)

7—|Ey|3

¢ (Ifala, + sy + 7443 (1ol

Z(Q,) + THFZ*/HL%(QZJ) + ||F2*’|L2(Qy))> .

We then simply remark that, from the expression of fa, fo.r, and F' = Fy + Fh,,

3

el + el + 7545 (Lol )+ 712l g o+ WFelize, )

72 (o Y

Tl Eoar ol 2,

2(Q)

34 L
<C (Wamlizen + 71 P ey + 745 (1ol 1,

T m))
+78IVyiblliaga,) )

Accordingly, taking 79 > 1 larger if necessary, we get for all 7 > 7,

La=2(Qy)

T%*‘ﬁHuﬁH 2d 47132 min
TIEy|

. . 3 o 1 o
—, 1} (Tl®llL2(m,) + IVl L2e,)) +72 10] 2(0,) + 72 VD] 22(0,)

3

3 L
(||f2 ol + 7 Faso o2y + 74 3 (Ilfz*/ wll 2

s+ 1Pl ) + ooy ) ).

Undoing the change of variables on the left-hand side, we easily deduce the estimates (3.57) for 7 > 79 and
a measurable set E of Q.

The fact that the constants above do not depend on g € K, \ wp can be tracked in the above proof: it
comes from uniformity properties of the diffeomorphism x +— gy, and relies heavily on the uniform bounds
(2.5)—(2.6), on the fact that ¢ € C3(Q), and that the constants in Theorem 3.1 depend only on c¢g, m, and
M, in (3.3), and (3.4) for X¢ < 0 < X; with |Xo|,|X;| < 1. This ends the proof of Lemma 3.11. O
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3.2.2 A gluing argument

Here again, the proof closely follows the one in [6, Section 7.3], and we focus on the proof of the estimate
(2.13), as the estimate (2.12) can be done similarly and is thus left to the reader.

We start from (3.57): There exist constants C' > 0 and 79 > 1 such that for all g € K. \ wg and 7 > 79
and wy, solution of (3.53),

2
2

T3 wgy |2 2u
Ld-2(Q)

2
3.1 . 1
et min {2 1 (Pl + 19 e )+ oy 1 V0

341
<€ (Wl + W sy + 704 (Ufaoal? gy o+ 2Pl g, o+ o))
(3.60)

Using the explicit expressions of the source terms (3.54) and (3.55), we obtain

Right-Hand Side of (3.60) < C (||77w0f2||2L2(Q) + T2||7’]Z0ﬁ2‘|%2(g)

341 rs ot ot
#r (I Fool? g, o 72 Fac g, o+ Pl )

2
L2 () L2 (
+C (||V779co : FQH%Z(Q) + Tz”“’mo”%z(m + V1, - va%ﬁ(Q) + HA%OWH%Z(Q) + 72|||V77mo|w||2L2(Q)

+r3ta

~ 2
vnonQ*lHLm(Q) '

By taking 79 > 1 larger if necessary (which can be done uniformly in zg € K. \ wp), we can absorb the term
72 || we, ||%2(Q) by the left hand side of (3.60). Then, by integrating in zy on K, \ wp, using Fubini’s identity
for the Hilbertian norms, we get

2

7354 | [nepw] 2a

LI72(Q)

3.1 1 1 1
+72Tamin{ —,1 (2 2 0l12 o2 Va2 )
’ 1{72|E|z b (Pl + 6 Vo,

2 )
L2, (K. \wo)

512
+ llpg Four | 72(0)

L3, (K:\wo)

+ TSHPgU’H%z(Q) + T||ngw||%2(9)

o Pl 2,

iz 1~ 341
<C (HPS fallZz) + 117200 + pr1) 2 Fall72(q) + 7214 @

2 2

||77on2*' HL;_& (@)

+ 72
L2, (Kc\wo)

341 s
o (H”T’m”‘fz*'”Lﬁ?(m

12 (K.\wo)
1 1
4 (Ipra+ Por0) wlfagy + ok Volta )

where the weights pg, pr; are defined as follows:

polz) = / oo (@) 2 dzo, e () = / (Ve (@) dzo,  pra(a) = / | Aty ()2 dzo.
K:\wo K \wo Ke\wo

Minkowski’s integral inequality ([14, p.271]) for the non-Hilbertian norms then gives:
A pbul? e mind =L 1L (2wl g + llod Vol
Po LT3 () m2|E|i’ PoWliLz(m) T lIPo L2(E)

305, 112 3 2
+ 7l pg Wl 72e0) + Tllog Vw720
1~ 1 341, Lo~
<C (||P§ fallZz) + 117200 + pr1) 2 P2y + 7214 ||Pf,1F2*’iﬁfz(Q)>
C

2+

=

+CT

372 21 5 12
(193 22 g, o + 708 Fal? g

Ld+2

3 F, |12
(Q)+||Po 2 ||L2(Q)>

d

+C (II(pr,a +7%pr1)2 w72y + IIPENwII%Z(m) ’

19



It is easy to check from the choice (3.52) that, for 7 sufficiently large,

el

po(x) = 75 HnHiz, Ve e K\ w, po(x) <CT73, VYreQ,

2 _d
3

C
pra(z) < Cr3=s, VYzeq, and pr2(z) <CT373, VreQ.

ol

Thus, for 7 large enough,

2
2

]
Ld-2 (Q\w)

+75+ min {72|2|3= 1} (72||IUH2L2(Em(K\w)) + ||Vw||2L2(Em(K\w)))
+ e ) + 71Vl @)
<0 (Wl + 71 Beloiey + 747 (1P g o + 1Pl g, 4 1Faelo ) )
+C (rH e + THIVUllae) )

We then add

3.1 3,1 1
P g, i { o ] (Pl + I9la) + Pl + TITu

to both sides of the previous estimate and get

341, 9 341 . 1 200,112 2 311,002 2
273 ||wHL%(Q) + 7274 mln{72|E|3,1} (T ||wHL2(E) + ||Vw||L2(E)> + 7 ||wHL2(Q) + TvallL2(Q)

. ~ s [ ~ ~
<0 (Ifalfay + 71 Fallaiay + 7478 (1l g o + 71 g, o) )

2
L7 ()
3.1
+Crita (TszI%?(w) FIVeliaw + w”if—dw)) '

This concludes the proof of Theorem 2.4.

4 A specific geometric setting

In this section, we will focus on a specific geometric setting involving a ball with a radius R > 0 (recall that
By(r) denotes the ball centred at 0 and of radius r). Within this context, we aim to prove the following
lemma on quantitative unique continuation, as presented in Theorem 1.1.

Lemma 4.1. Let R > 0 and d > 3. We consider the following geometric setting (see Figure 1):

R 3R R R
Q= By(2R)N {xl < —4} , O =B (2) N {1‘1 < —3} , and w = (Bg(2R) \ Bo(R)) N {xl < —4} ,

There ezist constants C = C(R,d) > 0 and o € (0,1) depending only on R and d so that any solution
u € HY(Q) of (1.1) with (V,W1,Ws) as in (1.2) satisfies the quantitative unique continuation estimate (1.3)
with v and § as in (1.4).

Our goal is to explain how we can combine the Carleman estimates established in Theorem 2.4 and Wolff’s
argument (Lemma 2.1) in order to obtain the quantitative unique continuation estimate (1.3).

A key remark is that Wolff’s lemma applies for linear weight functions of the form y + k - y for k € R¢,
whereas our Carleman estimates are valid under appropriate subellipticity conditions on the weight function
((2.5)—(2.6)), while the parameter 7 is a positive real number.

To employ both tools simultaneously, we construct a family of weight functions that satisfy the subellip-
ticity conditions (2.5)—(2.6) and Wolff’s argument.
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Z1

Figure 1: The geometric setting of Lemma 4.1: Propagation of smallness from the left to the right.

Lemma 4.2. Within the same setting as in Lemma 4.1, for k € R%, we set
op(z) = kol + & -2, x €. (4.1)
Then there exists € > 0 such that

1. For all k € B, (¢€), the function ¢y, satisfy (2.5) and (2.6) with some positive constants o > 0 and
B > 0 independent of k € Be, (¢), and its C3 norm on § is bounded independently on k € B, (¢).

2. There exists p > 0 such that

inf  inf{px(z)} > (1+p) sup { sup {gok(x)}} . (4.2)

k€Be, () 2€0 k€Be, () (ze0n{ze(-Z8,—2)}

3. Setting X = {k € R?\ {0} with |k/|k| — e1| < €}, the family (pr)res, satisfies the following property:
If f is a positive compactly supported function in Q, we define the family duy(x) = e?*®) f(x)dx, then
for C C ¥ there exist a family (k;)jcs of elements of C and two by two disjoint sets (Ey;)jc included
in Q so that the measures duy; satisfy (2.2) with T'= 0 and the family (Ey,);es satisfy (2.3) with Cy
a positive constant depending only on d and 2.

Proof. Ttems 1 and 2 can be checked directly using immediate computations, the fact that ¢.,(z) = ?

satisfies (2.5) and (2.6), and
. R 7\ 2
bEfen @)= 0> s )= (o) R
e seQn{me(-H.-5)}

It remains to check item 3. In order to do so, let us denote by Y : x — y the diffeomorphism given by
y1(z) = 2%, and y = 2’ (this is clearly a diffeomorphism from € to Y (Q) since 2 is away from {z; = 0}),
and X the inverse of the map Y. Then remark that for all k& € R¢

orp(z) =k2? + kK -2’ = k-Y(z).
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Let then f be a positive compactly supported function in Q. Hence, in the new coordinates y, the family
of measures duy,(z) = e?*(®) f(x)dx becomes

dfir(y) = ¥ f(X ()] Jac(X)|dy, (4.3)

where Jac(X) is the Jacobian of the map X. Consequently, by Lemma 2.1, for C C R?, there is a family
(kj)jes of elements of C and disjoint convex sets (Ekj)jej such that the families (djix,)jes, (Kj)jes, and
(Ekj )jeu satisfy (2.2) and (2.3) with Cy a positive constant depending only on d. Consequently, we consider
the sets Ey, = X (Ekj), which are disjoint (not necessarily convex) and satisfy

| Bk, | < (| Jac(X)loo | B, -

Using this inequality, the summation property (2.3) for the sets Ej; holds, with the constant Cy =
| Jac(X)||5)Cw. On the other hand, the concentration property (2.2) with T = 0 on Ej, for each dpuy,
follows from the concentration property (2.2) for the family djix; on Ej, and the identity (4.3). O

As a consequence of the previous result, let us point that Theorem 2.4 holds for any ¢ with k € B(ey, €),
with constants which are uniform with respect to k € Be, (¢). Therefore, applying Theorem 2.4, we readily
deduce the following result:

Lemma 4.3. Let d > 3. Let

O = By(2R) N {zl < f} 0= B, (?) n {x1 < ?} and w = (Bo(2R) \ Bo(R)) N {m < f}

Then, for all compact subset K of Q) there exist C > 0 and 10 = 1 such that for all u € H*(Q) satisfying
suppu C K and (2.7) with (fa, foxr, F = Fo 4+ Four) as in (2.11), we have, for all k € X, with |k| > 70, with
wr as in (4.1),

3 1 1
(k2 [le? ullL2 o) + [K[2 le* VUl L2@) < C (Ile“"klelwm) + [Kll[e?* Foll L2 () + [KI> (7% Fawl| 2o

3_ L 3
S (e faol g, g + Wl Faorl g, )+ Pl ) (00)

and, for all measurable sets E of €,
§+L §+L . 1 .
k|3 2d||e‘pku||L%(Q) + |k|+ T2 mm{|k||E|37 1} (\k|||€mu||L2(E) + HeQDk:quLz(E))

X ET .
<0 (e falaay + IlIew Fllgay + 161330 (e ol g, o+ Wlle™ Fal, g, )
kI3 e P2y + K127 e ull ey ) - (45)

We are now in a position to prove Lemma 4.1.

Proof of Lemma 4.1. For sake of clarity, we divide the proof in several steps.

Step 1: Application of the Carleman estimates. For u € H'(Q) with
Au=Vu+W; - Vu+div(Weu) in Q,

we set v = nu, where 7 is a smooth cut-off function that takes 1 in Bo(3R/2) N{z1 < —7R/24} and vanishes
in a neighbourhood of 912, so that we have

Av=Vou+W; - Vu+div(Wev) + f, inQ,
where f, is defined by

fa=2Vn-Vu+ Anu— Wi - Vigu — Wa - Vu, (4.6)
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and thus satisfies
Supp f, CwU (QN{z1 € (-7TR/24,—R/4)}). (4.7)

Now, for V € L% (Q), Wy € L (;C%), and Wy € L9 (Q;C?), with g > d/2, ¢1 > d, and ¢z > d, we will
perform a decomposition of the form

V =V +Va+ Ve, with Vy € L (Q), Va € L4Q), Voo € L=(9),
Wi =Wiag+ Wi, with W 4 € L4YQ;CY), Wi o € L°(Q);CY),
Wy =Waq+ Wa oo, with Wa 4 € L4YQ); CY), Wy o € L®(Q;CY).

We will explain later, in Step 4 of the proof, the precise decomposition we will choose.
We then apply Lemma 4.3. The Carleman estimate (4.4) with fo. = V%v + Vgu+Wiq- Vo, fo =

Voo + Wi oo - VU + fiy, For = Wo qv, and Fy = W v yields that for all k € 3. with |k| > 7o,
3 1
k|2 le? v L2 () + [E]2 (|75 V]| L2(q) < C ([[VaollLoe @l 0]l L2(q) + Wi ol Lo [[€9 Vol L2 (0

1
+ e fallz2@) + [klIW2,c | Lo le¥* ]| 2(0) + [K]Z [W2,al | La(a)lleFv HLﬁ(Q)

+ || 2 ([0 11wy + K13~ (IIVdIILd(Q e vll L2 ) + Ve e 0] 2a

L2(Q)| Ld Z(Q))
3_ 1 R .
+U€|4 2d <||€LPI‘W1,,1 . VUHL%(Q) + |k|||€@kW27dU||Lderf2(Q))> .
Accordingly, there exists ¢y > 0 such that if
(Vac ooy + 1T H11Vall ey ) < colkl?,  and  (IWh,s @) + IWac (@) < colkl?,  (48)

for all k € X, with |k| > 70,

3 1 3
[k [le? vl L2 () + K[> [[e?* Vo]l L2(0) < Cr (He“”“fnlle(Q) + [k 2 (e w1 ()

+ (131 Waall ooy + 6122 Vg | P

L2(Q))| Ld Q(Q)

+ |k (||ev>kwld Vol ae o+ |k|||e¢kW27dv|Lm(Q)>) . (49)

72 (@)

Similarly, the Carleman estimate (2.13) with fo,, = Vdv + WiV, fo=Vev+Vogu+ Wi - Vo + f,
Four = Wy qu, and Fy = Wy v yields, that for all k € X, Wlth |k| > 70, and for all measurable set F;

3.1 1
‘k| +zd||e</’kv|| L 2(Q |k|4+2d mm{w,l} (|k|||QWkU‘|L2(E)+||eka’UHL2(E))
(||V o=@ lle?*vllz) + IVallLa@lle? ol 24, @) + [WheollLoe @ ll€7* Voll L2y + 167 fyll 2 (o)

R (Vg 20l g+ 1P Waa S0l o P Waaol, g, )

Lz(Q)” Ld-2(Q) ? Ld+2(Q)

341 741
+k W00 | Loe () ll€¥* 0]l 2 () + K] TF 2 ||W2,d||Ld(Q)Helk‘“p’WHL%(Q) + k|1 T2 ||6‘”U||H1(w)> .
Accordingly, there exists ¢; > 0 such that if

Vall 4. <et Vallzay <ealkl3t22,  and  [[Waalpe@) < o, (4.10)

L2(Q
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for all k € ¥, with |k| > 70, and for all measurable set E;
3, 1
HE B eehol] s, o+ IRE 5 min {k'E' U (ke olaace, + e Tol2ce)

Co (([IVooll oo () + [k Wa,00ll Lo () [l 0] L2 () + Wi 0ol Lo ) €75 VUl L2y + 1€ fyll L2(0)

34 1 741
[k (newwl,d V0l gty + |k||e%wz,dv||Lm(m) HRFH el ) - (411)

From now on, we will assume that conditions (4.8) and (4.10) are satisfied.

Step 2: Application of Wolff’s argument. Let n € R be larger than 79/(1 — €), with € as in Lemma 4.2.

We set C,, = {k € R?, such that |k — ne;| < en}, so that C, = nBe, (€) C .. For all k € C,,, we define the
measure

2d

dpr = (Iewk(z)WLd( ) - V()| 72 + |(1 4 €)ne?* O W,y g(x)v(z )|ﬁ> i

= e @) (JW 4(2) - V(@) 5 + (1 + nWaa(@)o(@)] # ) da.
Then Lemma 4.2 (applied to C,, = 2dC, /(d +2)) implies the existence of a constant Cyy > 0 such that for
all n € N, there exists a set of index J,, a family (k;,);es, of elements of C,, and a corresponding family of
pairwise disjoint sets (Ey; ,,)jes, such that for all j € J,,, we have
lle?ksn Wy g - Vol T2 + [n(1+ €)e*in Wa qv| T2 HLl(Q

+2
< 2[5 OWy (@) - Vo) 72 + |n(1 + ) Wy g(x)v()| 72 ||L1(Ek (4.12)

and p

_ 1 2d
> 1B > o ( = 2) nd. (4.13)
JE€JIn

Hence, we claim that if the conditions

4 +(1+e 1 ( 2d )d
(Il + t

(where Cy is the constant in (4.11)) are satisfied, then for all n € N, there exists j., € J, such that

1
W < . 415
| Waluocs, ,g) TR (4.15)

1+e€
>+( e) m))»

(where we use the elementary estimate (a + b)? < 2¢(a? + b9) for a,b > 0).
By summing these estimates over j € J,, and taking into account that the sets (Ey; ,)jecs, are pairwise
disjoint, we would get

1/ 2d \* _ 1+
@ <d+2) \ Z ‘Ek]n 1602(]_ +€) ) (“Wl d”Ld Q) + < ) ||W2 dHLd(Q >

JE€JIn

1+e

e (L

Indeed, if not, for all j € J,,, we would have

|Eg, 7" < (1605 (1 + €)n)* (

which would contradict (4.14).
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We thus assume condition (4.14). For n >

10/(1 —€), we set k, = kj, ,, where k;_ is such that (4.15)
holds, and we set E, = Ej, ,. We then deduce from (4.11) that

L 1
[kl 42 min { 1} (el €9 o35, + € Vol 2s,)
|kn||En| d
5 ((IVaellzoe (@) + [Enl W ool (@)) [l vll L2y + Wi 00| Lo () |€757 VU [ L2 (0) + €% fy]| 2

3, 1 7,1
+ kit (||emwld Vol g, g, + Rl Wa ol M(m) +|kn|4+zd||e%u||H1(w)). (4.16)

Using then the classical estimates |a|® + |b]* < 2(Ja| + |b])*

and (|a] + |b])* < |a|® + |b]* for « € [0,1] and
a,b € R, we obtain that

Pk . P,
|le® Wia VvHLdzifZ(Q) + |knl||e?* Wz,dU” %(Q)
_2d_ _2d_ +2
< 2||eTHz#rn (|W17d -Vo|#+2 4+ (n(1 +€))|Wa, d”U| ) ||L1(Q)
< llez e (IWa- Vol 5 + (n(1 + €) [ Wa,qv] 75 [

Phn Pkn
4]|e®* W1 4 - Vv ||Ld+2(E )+4n( + €)||e¥*n Wo qu|
4 (

1 1
— mind ——— 14 ((1 - Pin + [le?*n v ,
s G f (0= el + e Ve, )

N

L2 (B,)
e Vol Lz +n(1+ )| Wadl L, €75 vl L2(8,.))

N

/N

where we used (4.12), and the fact that, from (4.15),

1 1 1—ce¢ 1
% C———  and  4(1+0)|W <-——° -
Wl < o Jima (ot OlWadlim) < 56, g,

and, from (4.14)2),

1 1—e€

UWrallpas,) < HWiallLe) < 55 and 41+ 6)[[Wallpae,) < 41+ e)[Waal ) < S~
2C5 2C5

Accordingly, from (4.16), we deduce that

§+L Pk . Pkn
432 (He Wi Vol gy g Rallle Waavll, g, <m>
<202 ((IVasll= () + [kl W2l o= @) €75 vl 2(0) + W ool oe ol Vol 12

T 1
e fyllzaen + kal ¥ H e ull s ) - (417)

Step 3: Combining the Carleman estimates (4.9) and (4.11), and the estimate (4.17). Using (4.9), (4.11)
and (4.17), we get that there exists a constant C' > 0 such that for all n > 70/(1 — ¢)

3 1 3
[knl2[le? vl L2(q) + k|2 [|€?* Vol 2(0) < C (H@“"’“"fnllw(n) + [kn| 2 (e ull 1 0

o (I B 1Waall gy + el 331V g g ) Pl g
_1
+ knl ™7 (Voo ll oo @) + knllWa,o0 [l Lo @) l€P5 0]l L2(0) + W1 00| oo () [l€75n V| L2(0)

T 1
e Fyllzaey + kal ¥ F e ullipn ), (4.18)
and

[ | 47 21|41

[ty < C((Waellimy + el W el e ) e vl 220

T4 1
+ W ,00ll oo () 1€ V| 2y + [le¥* foll 2y + [kn| 7723 ||€“0’“"U||H1(w)>' (4.19)
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Note in particular that, in view of the assumptions (4.8), we get from (4.18) that there exists 71 > 70/(1—¢)
such that, for all n > 71,

|kon| 2 [|€#n v

1 7,1
L2 + |n 2 [|€97 V0| 20y < C (He‘a’“"‘anL?(Q) o 59 [P0 | g1

+ Ikl 1724

3_ 1
ey + ka3 F V1 g o ) e ol g, (m) . (420)
Thus, combining (4.19) and (4.20), we obtain, for all n > 7,

3 1 Ty 1
[knl2[le? vl L2(q) + k|2 [|€?* Vol L2(0) < C (He“”“"fnllmm) + | 3727 [l e®*n | g1 )

1 3_ L _3_ L
+<|kn|2||W2,d||Ld(Q)+|kn‘4 2|V [on| =572 (([[Vasllzo (@) + [l Wa,00 [ ow () e v

Lg(m) |2 ()

3
HIWi ool oo @€ Vull L2 () + [[€5 foll L2 @) + [knl? II6“""‘"UI|H1<w>) - (421)

With the constraints (4.8), (4.10) and (4.14), there exists C such that

M‘,_\

1 3_ 1 _3_ _1
(12 Il gy + eal $737 Vgl ) ool =730 < Clal 74,

and
3 1
(IVacll o0 + Rl W ollzoe (@) < 2c0lknl2,  and  [[Wieo|lpeo () < colknl?.
Accordingly, we deduce from (4.21) that there exists 7o > 71 such that for all n > 7,

3 1 741
il e 0] 2oy + Bl €7 Vol oy < C (e fyll oy + Ven F 3 Pl ). (4:22)

Step 4: Quantification. To quantify the unique continuation property, we simply need to choose appro-
priate values for n (recall that k, is of the order of n) and suitable decompositions of V', Wy and W5 as
Va + Vi + Voo, Wia 4 Wiee, Wa,a 4 Wase.

We thus recall the constraints needed so far (see (4.8), (4.10), (4.14)), which we sum up as follows:

3_ 1 3 3
HV%HL%(Q) 1, [n|172a ||Vgl|pao) < n?, Vool Lo () K n 2, (4.23)
Wiallpagy <1, [Wisollpee ) << n?, (4.24)
[Wa,all Lag) << 1, [Wa, ool oo () << N2 (4.25)

Satisfying conditions (4.24)—(4.25). For Wy € LT (Q) and Wy € L%(Q), with ¢; and ¢o in [d, o0], and for
positive numbers A;, A2 yet to be determined, we set W14 = Wiljw,>x, Wi = Wiljw,<ny, Waa =
Waliw, >a,, and Wa oo = Waljw,|<»,. Conditions (4.24)—(4.25) then read:

-4 4 _1

)‘1 ||W1||Lq1 Q) XK 1, AanT? k1
1-4 <4 _1

A TWall o) €1, o2 1L

If we choose A and Ay such that A;_TJHWJ-HLTJ% @ = A~z (5 € {1,2}), that is

7 a
A= ||W1||LQ1(Q)77,2<11 and Ay = ||W2HL‘12(Q)TL2€'2,

then this yields the conditions

1__d 1_ _d
né 291 3> ||W1HLL11(Q), and né 292 3> ||W2HL<12(Q). (426)

Satisfying conditions (4.23). Now, we consider the following two cases for the potential V:
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Case V € L9(Q) with gy € [d,00]. For A\g > 0 to be chosen later, we set V% =0, and Vg = V1jy|sags
Veo = V1| <)o 80 that the conditions (4.23) read

1-4 +4

Ao 7||V||Lq0 @ <K nitaa, )y < nl.
. . 40 (3-LHy4
With the choice Ay = ”V”qu(g)n 1734)70 , this gives

) G720 o |1V oo . (4.27)

Case V. € L®(Q) with gy € (d/2,d]. For Ao > 0 to be determined later, we set Voo = 0, and Vi =
V1visags Va=V1jyi<a,, so that the conditions (4.23) read

NIV < NTE VA, <ntta,
. . o (3+5H)2 . .
With the choice A\g = ||V||paon *™ 24’0 | this gives
_dy3y 1
n(mag) (G za) s V]| 2o () (4.28)

In the following, we assume that the conditions (4.26)—(4.28) are satisfied, that is, with the notations
(1.4),

5
(V. Wi, Wa) i= C (14 V3500, + WIS ) + W2l )
for some sufficiently large C, so that in particular the estimate (4.22) holds for all n > m5(V, Wy, Wa).
Step 5. Gelting a stability estimate. We start by estimating the term [|e¥*~ f, | 12(q) as follows (recall
(46)*(47)) for n Z 7'3(V, Wl, WQ),

e fullLzc) < C (1 + Wl L) + Wl Loz (0)) €75l 1 w)

7R 7%){#71%}

sup
+C (L4 Willzn @) + Wellm@) e  <CH

qule(—%,—%){w’“n}

||UHH1(Q)
1 1S
< Cn|2[[e? u|| g1,y + Clnlze llull 1 (),

where we used the localization properties of the gradient of the cut-off function 7 and the bound (4.26).
Bounding the weight function e®*» from above and from below in (4.22), we get for all n > 75(V, Wy, W3)
such that

(7%,7§){ﬂ9kn}

. . supm
emfoleent |lo]| g1 o) < Cln|it2aes Pelend |y ) + Ce 7 ull 111 (52

Using then properties (4.2), we deduce that there exist two positive constants A and B such that for all
n>7—3(Va W17W2)7 N 5
[ull o) < Ce™ ||ull gy + Ce™ 7" ||ull 1 (a)-

Optimizing the right hand side with respect to n > 75(V, Wy, W3), we obtain
B
lullmr o) < Cllull gic, IIUHE}TBQ) exp(Crs(V, Wi, Wy)).
This concludes the proof of Lemma 4.1. O

Remark 4.4. It is clear from the above proof that, if V is the finite sum of potentials V; € LPi(Q), the

estimate (1.3) still holds by replacing ||V||2E,p(Q by >, ||V||z,fl(Q

5 Other geometries and proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1. We will do that using several geometrical settings, up
to a quantitative three balls estimate.
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5.1 An annulus observed from a neighbourhood of its external boundary

Lemma 5.1. Let R > 0 and d > 3. We consider the following geometric setting (see Figure 2):
R R
Q:.AO (4,2R>, O:.AO (2,2R>, w:Ao(R,2R).

(Here, Ag(r1,72) denotes the annulus Bo(ra) \ Bo(r1).)

There ezist constants C = C(R,d) > 0 and o € (0,1) depending only on R and d so that any solution
u € HY(Q) of (1.1) with (V,W1,Ws) as in (1.2) satisfies the quantitative unique continuation estimate (1.3)
with v and § as in (1.4).

Figure 2: The geometric setting of Lemma 5.1: Propagation of smallness from a neighborhood of a sphere to
its interior.

Proof. The proof of Lemma, 5.1 directly follows from Lemma 4.1. Let 2o € S¢~!, and apply Lemma 4.1 with

Q.. = By(2R) N {x~x0 < —f}, 0., = Bo (32R> \ {x~x0 < —1;}, way = (Bo(2R) \ Bo(R)) N Q.

Accordingly, for all 79 € S?~1, there exists a constant C,, > 0 such that

s s
oo (VI8 0, HIWAISE o) HIWa115820,)) 1-a

||U||H1(Oz0)) < Oy, L490/() L91 () ||u||(;11(%0) ||u||H1(QmO)

VIS0 HIW L 0+ 15520 )
The constant Cy, is in fact independent of z( due to the invariance by rotation of the problem. Accordingly,
we simply denote it by C' in the following. Consequently, the right-hand side of the previous estimate does
not depend on zy. Accordingly, taking the square and integrating this inequality with respect to xg over the
sphere S~1, we obtain an estimate on

Ca 1-
< Oyl lull5rs o) el it -

ul® + | Vul® x)dx,
/JEEB()(S;)\Bo(';)( FE At

where pr(z) = fxoesd—l Ly 2t (zo)dxo. It is then easy to check that pg is a radial function, vanishing for
|z| € (0, R/3), and increasing. Consequently, we derive

s 5
C o(IVIZas, HIwalzey +\|w2|\;;’222m)|

lellans (mo(2p o 2) € 75 e [l o el ey -
Pr(3)
The estimate on u in H'(By(2R) \ Bo(3R/2)) is straightforward since By(2R) \ Bo(3R/2) C w C Q. O
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5.2 A three balls estimate
In this part, we prove a quantitative three balls inequality:

Lemma 5.2 (Three balls estimate). Let R > 0 and d > 3. We consider the following geometric setting (see
Figure 3):

Q= By(4R), O = By(2R), and w = By(R);

Then there exist constants C = C(R,d) > 0 and « € (0, 1) depending only on R and d so that any solution
u € HY Q) of (1.1) with (V,W1,W2) as in (1.2) satisfies the quantitative unique continuation estimate (1.3)
with v and § as in (1.4).

Figure 3: The geometric setting of Lemma 5.2: Propagation of smallness from a ball to its exterior.

Proof. Step 1: Conformal reflection. First, we consider the following geometric setting

QOZ.AQ <§,4R>, OOZAO (12%,2]‘2) 5 wO:.Ao (S,R)

We denote by T the conformal reflection with respect to the sphere Sy(R), given by:

R2

T
The images of the sets Qy, Op and wy are then given by:
~ R ~ R -
Q=TQ = Ay Z,?R , O=TOy= A 5,2R , w=Twy=A(R,2R). (5.2)
Therefore, for u € H*(2) a solution of (1.1) with (V, Wy, W3) as in (1.2), we consider the Kelvin transform
of u (see, for example, [17]),
» R (d—2) R2 .
upr(z) = () u (az) ) x €. (5.3)
|z |z[?
By a classical computation, using the chain rule, we can verify that for all i € {1,--- ,d},

- d—2)z; . R\ Ti;
Oriin(e) = — L= 2D g0 0) + <||) > (% - 27
j=1

|z[?

2 ~
) O ;u <|§|2z> , x €,
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and

(d+2) 2 N
Aug(z) = <|a:R|> Au (Rw) , x €.

We then consider the following potentials

- R2 R2 R? x .
WRJ(LU) = W (W] <|$|2$> — 2x - Wj <|Z‘|2$> |ZE|2> ) S {172}’

Vi(z) = |f|44 ( <RQ$>) +(d|x_|22);v- (WRJ(%‘) + WR,z(x)) .

|2

<

l

=:Vr1

Consequently, u € H'(Q2) is a solution of (1.1) with (V, Wy, W) if and only if ug given by (5.3) solves

Atig = Viiig + Wg - Viig + div (WR,QaR) in €.

Step 2: Application of Lemma 5.1. Applying Lemma 5.1 to tr with the geometric setting defined in (5.2)
(together with Remark 4.4), there exists C' > 0 depending only on d and R such that
CGC(”‘;R’IHW((IOL +||"W’R)1||’Y(Q1)~ +HWR,2||‘Y(q2>~ +||WR,1||5(“)~ +||WR,2||6((1 2) )

L90 () L91 () L92 () L91 () L92 ()

liirll o 0) < il IRl s,

with v and ¢ as defined in (1.4). Then, using the change of variables y = (R/|z|)%x, one can verify that

(Wi oo = Wil - J € {121

L% (Q)

[V, ) = 1V 00

||17R|‘H1(ﬁ) ~ ull gy (p-ay, T € {Q,0,0},

where we have used that the Jacobian determinant of the map T~! (= T) is bounded.

Since v(q) < d(q) for all ¢ € (d, o0], there exists a positive constant C' depending only on d and R, such
that
06 (VG agy HIWAISE o HIWa 115820 )

1ull 1 05 < By el G

c(IvInGo WG i wal
< Ce (

L90 (Q) L91(Q) La2 (Q))

lall % o el 7y -
To conclude Lemma 5.2, one should also get a similar estimate for ||ul ;1 p, (g 4y this latter estimate is
straightforward as Bo(R/4) C w C Q. The proof of Lemma 5.2 is thus completed. O

5.3 The general case: Proof of Theorem 1.1

Proof of Theorem 1.1. The strategy follows the same lines as the one of [11, Theorem 5.6], see also [8,
Theorem 1.2], and is based on the classical ideas that three balls estimates allow to propagate the information.

Step 1: Propagation of smallness in neighborhoods of points y in O. Recall the geometric condition
(GC): For all y € O, there exist zg € w, r, > 0 and a smooth path -, of finite length such that 7, (0) = o,
’yy(l) =y, and Use[o,l]B'yy(s)(Ty) c Q.

Accordingly, for y € O, we take such path 7,, and define R, = min{r,/4,r¢}, where r is such that
Bwo (7“0) C w.

We define a sequence (x(;));, for j > 0, by x(;y = 7, (t;) where to = 0 and, for j > 1,

infA; if A; #0,
tj = { 1 J lf A; i ®7 Where Aj = {0’ S (tjflv]-] ,’yy(O') ¢ B:vu-,l)(Ry)} .
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The sequence (z(;); is finite since the length of 7, is finite. Let (x(o), e ,x(Ny)) be such a sequence with
z(n,) = y- Note that we have By, (Ry) C By, (2Ry) C By, (4R,) C Q for j =0,---, N, — 1, because of
the choice we made for R, above. By Lemma 5.2 there exist C' > 0 and « € (0,1) such that

(q0) 8(a1) 5(a2)
< 0O (IVIZGR ) HIWAIL G g, +IW215520)

(e}
”u”Hl (Bz(j+1)(Ry)) s ||U||H1(Bz(j>(23y)) b HUHHI(Q ”uHHl(B“”(j)(R”))’

for j =0,..., N — 1. Iterating this estimate we obtain

szgoajec( i ) (IVI750), +IVa |"L’%(211(29))+HW1H‘;(;ll(m-i-l\WzHLqQ(m)”u”l o y” Ham

<
ull 2 (5, (r,) H' (B, (R,))

< Cyec'y(HVHZ((I%O()Q)+”V2HZ%(2P(2Q))+HW1Ili(‘fll()g)+‘lw2Hi(‘f;()g)) Hu”};l?gyz) ”uHinl(w)’
for some C, > 0 and oy, € (0, 1). B

Step 2: Compactness argument. Because of the compactness of O, we can choose a finite number of
balls (B, (Ry,/2))jeq1,... py With y; € O and R, as above such that O C Ujeqa,... py By, (Ry;/2). We then
construct a partition of unity of O by choosing smooth functions (x;)o<j<n, €ach one being supported in

By, (R,,), such that

X; = 1 in a neighborhood of O, 0< x; <L

.
M-
i

Therefore,
p p
||u||H1(O) g Cz; ||u||H1(suprj) < CZ; Hu”Hl(ByJ (Ryj))
j= Jj=
< C@C(HV|\’LYE;{)0(>Q)+\|V2HZ%(;(%;)HlWl|\5L<qq11(>m+|\WzHqu(m) ”uH )HUH?{l( ¥
w
with a = minjeqy ... py{ay, }. This concludes the proof of Theorem 1.1. O

A [P-L9 estimates for Fourier multipliers

In this section, we present the machinery used to get estimates on the operators (K- ;)jeqo,... a}, and that
was developed in [0, Section 5].
Let n > 2. We consider Xy < X; and coefficients (\;);cq1,... n} satisfying

1 n
Jep >0, Va e [Xo, X1], VE € R”, %W <Y (1= a)) g < colél?. (A1)
Jj=1
We also introduce the function v defined by

> (1 -ar)E, a € [Xo, X1], € €R™. (A.2)
j=1

and X, the ellipsoid defined for a € [Xy, X;] by

Yo ={§ €R™,1(a,§) =1} (A-3)
For a € [Xo, X1] and k € L>®(R,, L*>®(X,)), we consider operators given as follows:
Ko TR PR, given by KD =k (w00 o5 ) Fo. gern (4
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In other words, K, ; is defined as a Fourier multiplier, and we look at the multiplier in some kind of radial
coordinates associated to ¥,: 1¥(a, &) is a positive real number corresponding to a radius, and £/ (a,§) is an
element of the ellipsoid X,. Also note that for @ = 0, this coincides with the classical radial coordinates for
R™.
We have the following result:
Proposition A.1 (Proposition 5.3. [0]). Let n € N, n > 2. Let Xo < X1, and the coefficients (\j)jeq1,... n}
satisfy (A.1). For a € [Xo, X1], let ¢ and L, be as in (A3) —(A.2). Then there exists a constant C > 0 such
that
o for all a € [Xo, X1], for all k € L®(Ry, L*>®°(%,)), the Fourier multiplier operator K, 1 in (A.4) maps
L?(R™) to itself and
||Ka,k||g(L2(Rn)) < Hk||L°°(R+,L°°(Ea))' (A.5)

e for all a € [Xo,X1], for all k € L>® (R4, L>®(%,)) satisfying

/ 16O ) 5, ASF dA < o0,
0

(nt1)
the Fourier multiplier operator K, i in (A.4) belongs to X(Ll}”:@ (R™), L= = (R™)) and

>
—
>
D
=

||Ka,k|| 2(n+1) 2(n+1) C/ ||k HLOO(E )\"“rl dM.
f(L (n+3) (Rn) [ (n=1) (Rn

e for all a € [Xo, X1], for all k € L>® (R, L>=(X,)) satisfying

o n—
/0 1O e, AT A < 00,

the Fourier multiplier operator K, j in (A.4) belongs to

LLEF (R, L2(R™) N L(LARY), LT (R™)),

and

o n—1

T <C / 1A 2,y AFFE A (A7)
L(L 0TS (Rr),L2(R™)) .

n—1
K, . <C EOS )2 o s ARTT A A8
|| ’k”ng(LQ(R”),Lz(("jll)) (R")) \// H ||L (2a) ( )
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