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We present the first successful trapping of single erbium atoms in an array of optical tweezers.
Using a single narrow-line optical transition, we achieve deep cooling for direct tweezer loading,
pairwise ejection, and continous imaging without additional recoil suppression techniques. Our
tweezer wavelength choice enables us to reach the magic trapping condition by tuning the ellipticity
of the trapping light. Additionally, we implement an ultrafast high-fidelity fluorescence imaging
scheme using a broad transition, allowing time-resolved study of the tweezer population dynamics
from many to single atoms during light-assisted collisions. In particular, we extract a pair-ejection
rate that qualitatively agrees with the semiclassical predictions by the Gallagher-Pritchard model.
This work represents a promising starting point for the exploration of erbium as a powerful resource
for quantum simulation in optical tweezers.

In recent years, there has been rapid progress towards
the establishment of scalable many-body quantum plat-
forms. These platforms allow comprehensive control over
both the external and internal degrees of freedom of
each constituent particle, as well as their mutual interac-
tions [1]. Powerful architectures include the use of neu-
tral atoms [2, 3], ions [4], and molecules [5], in which the
regime of single-atom control is achieved using tailored
potentials and high-resolution imaging systems.

Among the various realizations, neutral atoms trapped
in optical tweezer arrays are gaining significant momen-
tum as a means to create quantum simulators assem-
bled atom-by-atom [6, 7]. So far alkali atoms have been
the preferred choice for such platforms due to their sim-
ple single-valence-electron spectrum, which facilitates the
creation of these arrays [8–15]. However, this simplicity
also presents limitations, as it restricts the range of avail-
able properties and tools available for control and manip-
ulation. Currently, the field is expanding to more com-
plex particles such as the two-valence-electron alkaline-
earth atoms (AEAs) [16–20], the AEA-like Yb [21–23],
and even diatomic [24–26] and polyatomic molecules [27],
whose increased electronic complexity opens up unprece-
dented research directions.

By moving from two- to many-valence-electron atoms,
as seen in open-shell lanthanides, we reach a situation
where the opportunities offered by AEAs are not only
preserved, but significantly amplified. This includes an
even richer range of optical transitions [28] suitable for
e. g. reaching the desired regime of deep laser cooling in
shallow traps, isolated core excitations, narrow-line or
ultrafast imaging [29, 30], as well as simple two-photon
pathways for creating Rydberg states with large orbital
momentum [31, 32]. Moreover, these atoms exhibit a
strongly optically active ionic core [33] and an anisotropic

character in their interaction with light due to their sub-
merged 4f shell [34–37]. Significant progress has recently
been made in the establishment of a lanthanide atom-by-
atom assembler with the trapping of single dysprosium
atoms in tweezer arrays [38], while erbium, for which the
Rydberg series has been recently mapped out [31], has
yet to be loaded, trapped, and manipulated in optical
tweezers.

In this work, we demonstrate trapping of individual
bosonic 166Er atoms in a linear tweezer array. Similar to
alkali atoms, we use a single optical transition for laser
cooling, pairwise ejection, and imaging. However, unlike
alkali atoms, this transition has a narrow-line character,
allowing us to directly achieve deep enough cooling for ef-
ficient tweezer loading at shallow trap depths and contin-
uous quasi-non-destructive imaging without the need to
implement additional techniques to suppress recoil heat-
ing. For narrow lines, the scattering rate in a two-level
cycling transition is sensitive to the differential light shift
caused by the tweezer light. At our choice of tweezer
wavelength, the magic condition can be reached by a sim-
ple tuning of the light ellipticity. We observe a loading
peak and good imaging efficiencies at the magic condi-
tion, where this differential shift is nullified. Finally, we
implement an ultrafast high-fidelity imaging scheme by
flashing blue light on a microsecond time scale to drive
a broad transition. This technique lets us to disentan-
gle in-trap dynamics from imaging, allowing to study the
evolution of the tweezer population under light-assisted
collision pulse, including pairwise and single-atom ejec-
tion, with high resolution in time. Due to its simplic-
ity, high level of controllability, and broad opportunities,
we identify this novel platform as a highly promising re-
source for many quantum science goals.

Figure 1(a) presents the relevant erbium optical transi-
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FIG. 1. Optical properties of erbium, experimental setup and
sequence. (a) Energy states and relevant optical transitions.
(b) Schematic of the science chamber and the optical setup
for trapping and imaging. (c) Typical experimental sequence;
see text. The tweezer light is kept on for the whole duration
of each experimental sequence. (d) Calculated α as a function
of χ for fixed θp = π/2 and θk = π and λt = 488 nm. The
parameter χ is defined as depicted in the inset in the Poincaré
sphere. Magic conditions occur when the curves of an excited
(blue and yellow line) and the ground state (black line) cross
each other.

tions from the mJ = −6 ground state [28]. These include
the broad 401-nm [Γ/(2π) = 29.7MHz] blue line, which
we use for transversal cooling, Zeeman-slowing and ul-
trafast imaging, and the narrow-line yellow transition at
583 nm [Γ/(2π) = 186 kHz], employed for our five-beam
MOT [39], light-assisted collisions, and non-destructive
imaging. We also show the 841-nm [Γ/(2π) = 8 kHz] and
the clock-like 1299-nm [Γ/(2π) = 0.9Hz] transition. The
former is a promising candidate for resolved sideband and
Sisyphus cooling in tweezers [16], the latter for shelving
and quantum computation [40, 41].

Our experimental approach to single-atom tweezers
consists of three main steps: tweezer loading from the
MOT, pair-wise ejection of atoms via light-assisted col-
lisions (LAC), and imaging. The first two are per-
formed using the yellow narrow-line transition, whereas
to probe the atoms we have the option to use either

yellow or blue fluorescence, as illustrated in Fig. 1(b-c).
For tweezer loading, we first prepare a laser-cooled spin-
polarized (mJ = −6) cloud in a five-beam narrow-line
MOT [39, 42, 43]. We then load the tweezer array by
overlapping the MOT cloud with it for 20ms, before
switching off the MOT. For this work, we use a sim-
ple linear array of 5 optical tweezers, generated from
laser light at λt = 488 nm, passing through an acousto-
optic deflector. We then focus the beams onto the atoms
using a custom objective with a numerical aperture of
NA= 0.45 and an effective focal length of 65mm, cre-
ating microtraps each with a waist of about 1µm and a
power of 2.5mW. The low MOT temperature of about
10 µK allows for a direct trapping of atoms into com-
paratively shallow optical tweezers (trap depth of about
150 µK) without the need for additional cooling. At the
end of the loading phase, we end up with a few atoms
in each trap, necessitating a dedicated stage of LAC, as
discussed later. Finally, we perform fluorescence imaging
of the trapped sample and collect the scattered photons
through the aforementioned objective. Remarkably, er-
bium offers the possibility to obtain fluorescence images
in two different regimes. The first is based on the yel-
low light for continuous non-destructive imaging [44, 45].
The second relies on the strong blue transition, which
allows to collect blue fluorescence at µs-short exposure
times [29], recently observed in lattice-confined erbium
systems [46]. To compensate for the photon recoil during
absorption, we use two counter-propagating blue beams.
Additionally, to avoid unwanted interference and other
broadening effects [46] between the beams, we activate
them in an alternating fashion, resulting in a 30µs-long
train of pulses, each lasting 2.5 µs; see Fig. 1(c).

In tweezer experiments, a crucial effect arises when
trapped atoms are exposed to near-resonant light, such
as during loading, cooling, and imaging. The tweezer
light induces a position-dependent quadratic AC-Stark
shift of the bare energy levels [7]. The strength of the
light shift depends on the dynamic polarizability α of the
atoms and varies for each atomic level. When the shift
gets comparable to the linewidth of the near-resonant
excited state of the transition, it often becomes essential
to reach the so-called magic condition, where the corre-
sponding differential light shift is zero. In alkali species,
where only the scalar polarizability is normally signif-
icant, the magic condition is quite restrictive as it re-
quires a specific value of λt for each two-level system.
In contrast, anisotropic atomic species like erbium of-
fer much greater flexibility due to α being a complex
anisotropic tensor [35, 47]. Here, α additionally depends
on several tweezer-light parameters: the angle θk (θp)
between the light-propagation direction êk (polarization
vector u) and the quantization axis, and the ellipticity
parameter χ, where i sin(2χ) = (u∗ × u) · êk [48]. For
λt = 488 nm, our calculations show magic conditions can
be found by varying χ for both the blue and yellow cy-
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FIG. 2. Polarizability of erbium and magic condition (a)
Measured AC-Stark shift of the 583 nm transition as a func-
tion of the trapping light power for various χ. Solid lines
are linear fits to the data, with the intercept fixed to zero.
The images on the right show the radial dependence of the
ground and excited levels when the resonance has a positive
(a1), zero (a2) and negative (a3) shift. (b) Differential polar-
izability, obtained from the slopes of the linear fits in (a), as
a function of χ. The solid line is a theoretical calculation, the
gray line indicates the magic condition, and the dotted line is
a linear fit.

cling transitions; see Fig. 1(d).

We experimentally determine the magic condition for
the yellow transition via fluorescence spectroscopy. Af-
ter loading the tweezer and switching off the MOT, we
set the desired value of χ within 300ms using a pair of
motorized waveplates. We then shine a single horizontal
yellow probe beam of intensity I = 0.4 Isat on the trapped
atoms for 1ms. When scanning the probe frequency, we
find a peak in the number of collected fluorescence pho-
tons. By repeating the measurement at different tweezer
powers, we observe the expected linear shift of the peak,
whose slope directly gives the differential light shift, as
shown in Fig. 2(a). By taking similar scans for different
values of χ, we are able to identify the magic condition
– where the light shift is zero – close to χ∗ = 26.86(5)◦,
as shown in Fig. 2(b). Note that we observe a substan-
tial mismatch between the theoretically predicted and
the experimentally observed magic χ. Potential reasons
for the mismatch include the inherent difficulty in cal-
culating α for lanthanides, uncertainties in determining
the tweezer beam waist and ellipticity, and effects re-
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FIG. 3. Narrow-line and ultrafast imaging. (a) Histogram
obtained from 2000 repetitions with the narrow-line yellow
imaging on the central trap of the 5-site array with tLAC =
70ms, ∆LAC = −1.4Γ, and I = 0.4 Isat. For the imaging,
we illuminate the atoms during 70ms with I = 0.25 Isat and
∆ = −1.2Γ. (b-c) Histograms obtained with the ultrafast
blue imaging for (b) tLAC = 30ms and (c) tLAC = 70ms.
Here, we use imaging parameters I ≈ 5 Isat and ∆ = 0. In
(a-c), the solid black line shows the result of the multi-peak
fit, while the dotted lines show separate contributions from
noise and atoms. The vertical lines indicate the classification
thresholds. The insets shows the average image of the arrays,
where the different size of the point-spread-function is related
to the atom diffusion during imaging.

lated to the breakdown of the paraxial approximation
that may emerge for tightly focused beams [49]. Notably,
similar mismatches have recently been observed with dys-
prosium [37], suggesting that further dedicated investiga-
tions may be necessary. Henceforth the measurements
are performed with optical tweezers in the experimen-
tally determined magic condition.

As previously mentioned, to achieve single-atom oc-
cupancy, we apply a dedicated stage of LAC, triggering
pairwise ejection [50–52]. For this, we illuminate the sys-
tem with a single near-resonant beam of yellow light for
a duration tLAC of tens of milliseconds. As also observed
in AEAs [16, 17, 21] and dysprosium [38], such an addi-
tional stage is necessary because the regime of collisional
blockade, common in alkali, is not fully reached when
operating with narrow-line MOTs and µm-waist tweez-
ers [51]. After tLAC, we perform fluorescence imaging and
collect scattered photons over a given exposure time. We
then construct a cumulative histogram from thousands
of repetitions to probe the atom-number occupancy.

In a first set of experiments, we use yellow fluorescence
imaging for probing. The narrow-line character of the
yellow transition allows for long exposure times during
which the trapped atoms undergo continuous absorption-
emission cycles with minimal loss due to recoil heat-
ing. From the histogram shown in Fig. 3(a), we observe
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FIG. 4. Evolution of tweezer population as a function of
LAC pulse duration and detuning, at fixed I = 0.4 Isat. (a)
Probability of having an empty trap (gray), single atom (yel-
low), two atoms (blue) and more than two atoms (red) as
a function of tLAC at ∆LAC = −0.7Γ. Each data point is
derived from 200 runs. Solid lines indicate exponential fits
to the one and two atom probabilities and the result of the
rate equation fit for the empty trap. The insets show the his-
tograms of the atom number probability at tLAC = 1ms and
tLAC = 50ms. (b) Extracted decay rates γ1b (yellow) and γ2b
(blue) from the exponential fits (circles) and from the rate
equation fits (squares). The solid line depicts the (rescaled)
Gallagher-Pritchard collision rate. (c) Extracted LAC time
t∗LAC (squares) where the probability for one atom is max-
imal, together with the corresponding probability P1(t

∗
LAC)

(circles) as a function of ∆LAC. (a-c) Shaded areas indicate
the 1-σ confidence interval.

two distinct peaks: a zero-atom background peak and a
single-atom peak [43]. The absence of a two-atom signal
indicates successful LAC-induced pair ejection, whereas
the flat photon distribution, bridging the zero- and single-
atom peaks, suggests that a small fraction of single atoms
is lost before the end of the imaging process [16, 38]. The
area of the bridge depends on the imaging exposure time,
which, for the measurements of Fig. 3(a), is purposefully
chosen to be long (70ms) to highlight this effect. We an-
alyze the histogram using a multi-peak fitting function
from which we extract the relevant parameters, including
the peak positions, amplitudes, and the height of the loss
bridge [43]. The optimal threshold position to categorize
the number of atoms present in each image is retrieved by
minimizing the estimated wrong classifications given by
the overlap between the peaks. This method also maxi-
mizes the fidelity F0,1, which quantifies the accuracy in
classifying zero or one atom [16, 17, 43]. For the parame-

ters of Fig. 3(a), we detect a single atom with a probabil-
ity of P1 = 43(1)% and a fidelity of F0,1 = 0.94(1). One-
body losses responsible for the bridge and the P1 < 50%
might be due to recoil heating during LAC and imaging
[16], which could be compensated in future experiments
with additional cooling stages, or to two-photon transi-
tions driven by the yellow and tweezer light [38].

In a second set of experiments, we use the ultrafast
blue imaging; see Fig. 1. Figure 3(b-c) show examples
of histograms for (b) tLAC = 30ms and (c) 70ms. The
first histogram demonstrates the capability to image and
resolve multiple atoms. To separate the contributions
from one, two and more atoms, we extract the corre-
sponding thresholds from the multi-peak fit. These will
be used later to convert the number of photons from a
single image into the number of atoms. Here, we obtain
a single-atom classification fidelity of F1 = 0.91(1) [43]
and a probability of successfully loading a single atom
of P1 = 41(1)%, with a residual chance P≥2 = 21(1)%
of loading more than one atom. By increasing the dura-
tion of the LAC pulse we can progressively decrease the
probability of loading multiple atoms; see e. g. Fig. 3(c)
for tLAC = 70ms.

The ultrafast blue imaging allows us to disregard pro-
cesses occurring during detection, enabling a study of
the atom-number occupation dynamics during exposure
to yellow light with high temporal resolution. This capa-
bility allows to trace the relative contributions of single-
and pairwise ejections, which are crucial for single-atom-
tweezer operations. Using the aforementioned catego-
rization protocol based on a blue histogram, Fig. 4(a)
shows the occupation probabilities for zero, one, two, and
more than two atoms as a function of tLAC for a detuning
∆LAC = −0.7Γ. Initially, we observe the expected high
probability of having multiple atoms, which decreases
over time. As this happens, the probabilities for sin-
gle and double atom occupations increase. The double-
atom one reaches its maximum first and then gradually
decreases, while the single-atom probability continues to
rise, peaking at a later time t∗LAC. After their respec-
tive maxima, both the single and double atom probabili-
ties exhibit exponential tails, which for the former arises
mainly from the one-body recoil heating whereas the lat-
ter additionally undergoes pair-ejection losses.

To quantify the strength of both processes, we extract
the one- and two-body loss rates, γ1b and γ2b using two
different techniques. In the first, we simply fit an ex-
ponential decay to the tails of P1 and P2, whereas for
the second, we fit a rate-equation model [53] to P0, as
detailed in Ref. [43]. Both methods agree to each other
within the error bars. Additionally, we repeat the above
measurement and the analysis as a function of ∆LAC. As
shown in Fig. 4(b), we see that γ2b dominates over γ1b
at large detuning. When approaching the resonance, the
pair-ejection rate reaches its maximum and rapidly de-
creases. Remarkably, this behavior is qualitatively well
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reproduced by the Gallagher-Pritchard model [54]; see
solid line. The rate γ1b instead undergoes a rapid in-
crease while approaching resonance. The inversion of the
strength of the two rates suggest the existence of an opti-
mal detuning. Interestingly, while the optimal LAC du-
ration t∗LAC strongly depends on the detuning, we observe
that the maximum one-body occupancy P1(t

∗
LAC) is close

to the stochastic 50% limit for a large range of ∆LAC, as
shown in Fig. 4(c). This is a very promising starting con-
dition for implementing reconfigurable tweezer arrays.

In this work, we realized a new platform for quan-
tum simulation and quantum information processing by
demonstrating trapping and imaging of single erbium
atoms in a tweezer array. We are able to reach magic con-
ditions for our narrow 583-nm transition at our tweezer
trapping wavelength by employing the anisotropic po-
larizability present for lanthanides, and we characterized
the population dynamics during the LAC pulse using ul-
trafast imaging. The combination of tweezers with ultra-
fast number-resolved imaging will allow us to investigate
the interplay between LAC, different cooling/imaging
schemes and other loss processes in an unique way. Ad-
ditionally, the rich optical spectrum of erbium opens the
door to many fascinating possibilities, ranging from trap-
pable Rydberg atoms and direct excitation routes to high
angular momentum states, to direct imaging of Rydberg
atoms.
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SUPPLEMENTAL MATERIAL

Experimental Sequence

Our vacuum setup is similar to that described in
Ref. [42]. In short, a high temperature oven (CreaTec
Dual Filament Cell) emits a beam of erbium vapour
through an aperture into the transversal cooling cham-
ber, where the atomic beam is cooled transversely using
two retro-reflected 401 nm beams slightly red detuned
from the atomic resonance. It continues into the Zee-
man slower, where the longitudinal velocity of the atoms
is decreased to the capture velocity of the narrow-line
MOT using again the broad 401 nm transition. The
slowed atoms are captured in the main chamber by a
narrow-line five-beam MOT operating on the intercom-
bination line at 583 nm. After 50ms of MOT loading, we
smoothly compress the MOT (cMOT) in ≃ 230ms. Af-
ter the compression, the cMOT cloud, containing ∼ 106

spin-polarized (mJ = −6) atoms at about 10 µK, spa-
tially overlaps with the tweezer array. The five-beam
geometry allows the direct placement of a high numer-
ical aperture objective (Special Optics) with NA= 0.45
directly above the chamber. This objective is used for
both tweezer generation and fluorescence imaging. Ad-
ditionally, though not used in this work, an array of eight
in-vacuum electrodes for electric field control, two multi-
channel plate detectors (Hamamatsu F4655-10S184) for
the simultaneous detection of ions and electrons, and two
circular and two dipole antennas are located within the
chamber. The electrodes slightly reduce the available nu-
merical aperture to NA= 0.42.

Tweezer generation

Our tweezer light at 488 nm (generated by an
AzurLight Systems ALS-BL-488-2-E-CP-SF) is split into
several beams using an acousto-optic deflector (AA Opto-
electronics DTS-400-488), driven with a multi-tone signal
generated by an arbitrary waveform generator (Spectrum
Instrumentation M4i6631-x8). The resultant beams are
expanded to a diameter of about 40mm before being re-
flected into the objective using a custom 4” dichroic mir-
ror (LENS-Optics) designed to be reflective in a small
neighbourhood around 488 nm and highly transmissive at
our imaging wavelengths of 401 nm and 583 nm. We typ-
ically load the traps with a power of 2.5mW per tweezer.
Assuming the ground state polarizability at 488 nm to be
αGS = 430 a.u., we measure a waist of about 1µm from
parametric heating measurements, which translates into
a calculated trap depth of U0/kB ∼ 150 µK.

Anisotropic polarizability

The total polarizability can be decomposed in the sum
of three contributions proportional to the scalar, vecto-
rial, and tensorial components represented as αs, αv and
αt respectively [35, 55]:

α(λt) = αs(λt)− i (u∗ × u) · êk cos θk
mJ

2J
αv(λt)

+
3m2

J − J(J + 1)

J(2J − 1)

3 cos2 θp − 1

2
αt(λt). (S1)

The angles θk and θp are between the quantization axis
and the propagation direction êk, and the polarization
of the light, respectively. The dependence on u can
be replaced by the ellipticity parameter χ, given by
(u∗ × u) · êk = i sin(2χ) [48]. The multi-parameter de-
pendence of polarizability offers significant flexibility in
achieving the magic condition.
To calculate the polarizability of the states of inter-

est, we numerically evaluate Eq. S1 using the theoreti-
cally predicted coefficients for the scalar, vectorial and
tensorial polarizabilities. Figure S1 plots α(λ) for the
ground state and excited state of the 583-nm transition
within a region of interest around the trapping wave-
length λt = 488 nm with θk and θp, resembling our ex-
perimental configuration, and an ellipticity angle χ = 0◦.
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FIG. S1. Calculated polarizability of the groundstate and
excited state of the 583-nm transition of erbium as a function
of the wavelength. Parameters used are θk = π, θp = π/2,
and χ = 0◦. The dashed line indicates our trapping light
wavelength.

Here, we can identify – beside many narrow resonant
features – the slowly varying background behavior which
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resemble the magic condition close to our chosen trap
wavelength. Additional tuning of χ allows us to fine tune
the relative polarizability, as shown in Fig. 1(d) in the
main article.

Polarizability measurement procedure

For the measurement of the differential polarizability
presented in Fig. 2 in the main article, we perform fluo-
rescence spectroscopy of the atoms while trapped in the
tweezers. For this, the tweezer traps are loaded with
many atoms at a fixed power and ellipticity of the trap-
ping light to ensure stable starting conditions. After-
wards, the power and ellipticity of the trapping light
are ramped to the final values within a few hundreds
of ms (limited by the rotation speed of the motorized
waveplates) and then illuminated by our 583-nm imag-
ing beam for 1ms. We record the captured fluorescence
signal as a function of the detuning from resonance for
various trap powers, see Fig. S2 for an example of such
a measurement series. From these data we extract the
relative AC Stark shift induced by the trapping light as
the shift in peak position, derived from a Gaussian fit to
the data, at different powers.
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FIG. S2. Polarizability measurement. Series of fluorescence
spectra of erbium taken at various trap powers at ellipticity
value χ = 29◦. Solid lines denote Gaussian fits to the data
with which we extract the peak positions.

We calibrate the ellipticity of the trap light by mea-
suring its polarization after it passes through the main
chamber using a commercial polarimeter (ThorLabs
PAX1000VIS/M) for different configurations of the mo-
torised λ/4 and λ/2 waveplates. Note that we observe
a minor dependence of the measured light shift on the
azimuth angle of the polarization ellipse. This can be ex-
plained by experimental imperfections e.g. an angle devi-

ation between the B-field and the tweezer light propaga-
tion direction, and a possible breakdown of the paraxial
approximation in the focus of the objective. We there-
fore use a range of waveplate configurations where we are
able to vary the elliptical component of the polarisation
with a minimal variation of the azimuthal component.

Fluorescence imaging

We perform fluorescence imaging by collecting scat-
tered photons from the atoms. For the continuous imag-
ing at 583 nm, we use a single imaging beam with hori-
zontal polarization and an inclination of 10◦ to the hor-
izontal plane. In case of the fast imaging at 401 nm, we
implemented a pair of two counter-propagating beams in
the horizontal plane both having horizontal polarization.
During imaging, we ensure that the applied magnetic
field along the vertical direction is sufficiently strong to
isolate the σ− transition. This configuration maximises
the fluorescence signal collected through the objective
due to the resulting dipole emission pattern.

After separating the emitted fluorescence signal from
the tweezer light via the dichroic mirror, we guide the
light through a system of achromatic lenses and reflective
angle-tunable filters (Semrock TLP01-628 and TSP01-
628). Those filters form a bandpass filter around 583 nm
with a calculated full width at half maximum (FWHM)
of less than 4 nm while reflecting more than 99% of the
light at 401 nm. The separated wavelengths are then fo-
cused onto the cameras. For blue imaging we always use
an EMCCD camera (Andor iXon Ultra 897). For yel-
low imaging, we normally use a sCMOS camera (Andor
Zyla 4.2P), apart from Fig. 3(a) in the main text which
was also taken with the EMCCD. We place bandpass fil-
ters with a FWHM of 10 nm over the apertures of both
cameras (ThorLabs FBH400-10 and FBH580-10 for the
iXon and Zyla camera respectively) in order to reduce
background light.

Image processing

Every histogram or e.g. datapoint in Fig. 4(a) of the
main article is derived from one measurement containing
from several hundreds up to a few thousands single shot
images. First, we calculate the average image of the mea-
surement and extract the rough positions of each tweezer
by fitting Gaussians to the integrated densities. Next, for
each trap, we define a region-of-interest (ROI) whose po-
sition is optimized further by maximizing the integrated
signal strength within. We optimized the size of the ROI
with respect to maximizing the signal while minimizing
the background noise, and set it to 5× 5 pixels for both
imaging schemes.
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Finally, we extract the integrated signal strength
Ncounts per image and trap by summing up the counts
of the corresponding ROI, and derive the detected pho-
ton number n via

n =
Ncounts −Noffset

Ccam

with Noffset a fixed offset added by the camera
and Ccam a conversion factor, taking into account
the camera’s quantum efficiency, the EM-gain and
the conversion factor of electrons to counts, giving
Ccam = 34.53 counts/photon for 401-nm imaging and
Ccam = 43.17 counts/photon for 583-nm imaging. We
cross-check that the number of detected photons is con-
sistent within our experimental uncertainties with the ex-
pected number of photons scattered from the atoms when
taking into account the finite solid angle of the collected
light (NA= 0.42), losses due to absorption/reflection on
the optical path to the camera, the detuning and inten-
sity of the imaging light as well as the radiation emission
pattern of the atoms.

Histogram analysis

In this work, we present histograms of the accumu-
lated photon number n per trap extracted from many
experimental repetitions. We fit the envelope of the his-
togram with a function composed of several terms: First,
the background noise peak is modelled by a convolution
of a Gaussian with amplitude a0, mean µ0 and standard
deviation σ0, with an exponential tail of constant c:

f0(n) = a0
c

2
e

c
2 (2µ0+cσ2

0−2n) erf

(
µ0 + cσ2

0 − n√
2σ0

)
.

The signal of each atom gives a Poissonian distribu-
tion, broadened by a Gaussian due to the camera read-
out noise. We model the first peak with a Gaussian with
amplitude a1, mean µ1 and standard deviation σ1

f1(n) = a1 e
− 1

2 [(n−µ1)/σ1]
2

.

For a peak corresponding to a higher number of atoms
k, we still consider a Gaussian shape, but with mean and
width which are functions of the noise and first peak pa-
rameters, while its amplitude ak is left free. Namely, the
mean will be a multiple of the single-atom mean signal,
after taking into account the noise median µ0 + log 2/c
and the Poissonian broadening

√
k.

fk(n) =

ak exp

{
−1

2

[
n− kµ1 + (k − 1)(µ0 + log 2/c)

σ1

√
k

]2}
.

For the 583-nm imaging histograms, we additionally
model a bridge of loss by integrating the single-atom
Gaussian over a mean µ1 that varies homogeneously be-
tween the 1-atom peak and the noise peak [38],

fb(n) = ab erf

(
n− µ1√

2σ1

)
erf

(
µ0 + cσ2

0 − n√
2σ0

)
.

The final fitting function for the whole histogram is
given by

f(n) = f0(n) + fb(n) +

kmax∑
k=1

fk(n),

where kmax is the maximum number of atoms we ex-
pect to be present.
To identify the number of atoms from the number

of detected photons for individual images, we extract
thresholds between the peaks corresponding to the noise,
1-atom, and 2-atom signals. Each threshold xk, distin-
guishing between k − 1 and k atoms, is found by maxi-
mizing the fidelity

Fk−1,k =
1

C
max
xk

∫ xk

−∞

k−1∑
j=0

fj(n) dn+

∫ ∞

xk

kmax∑
j=k

fj(n) dn

 .

with C =
∫∞
−∞

∑kmax

k=0 fk(n) dn the normalization con-
stant. For the threshold between noise and one atom x1

in case of 583-nm imaging we additionally include the
loss bridge function. Note that e.g. F0,1 gives the fidelity
to have a correct classification between an occupied and
an empty tweezer. In general, the fidelity of correctly
classifying N atoms is given by the ratio of correct clas-
sifications to all classifications within the corresponding
threshold interval:

FN =

∫ xN+1

xN
fN (n) dn∑kmax

j=0

∫ xN+1

xN
fj(n) dn

.

For the analysis of Fig. 4 in the main article we use
fixed thresholds for all values of tLAC and ∆LAC. The
thresholds are obtained from a histogram consisting of
about 2000 images collected for tLAC = 45ms and
∆LAC = −Γ, shown in Fig. S3. This particular tLAC was
chosen so to be at the beginning of the range used for the
fits. ∆LAC was chosen instead to be at the center of the
range of detuning values we used.
For each experimental run we extract the detected

atom number according to those thresholds and derive
the probability of detecting k atoms Pk as the ratio of
experimental runs with k atoms to the total number of
runs for the same conditions. The error of this probabil-
ity is estimated by the 68% binomial proportion confi-
dence interval.
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FIG. S3. Reference histogram for the thresholds used to
calculate the occupation probabilities in Fig. 4 in the article.
Bright blue dashed lines show the single fitted components of
the noise and the signal of 1 and 2 atomic occupation num-
ber. Together, they result in the fitted black curve. The gray
vertical lines show the thresholds x1 = 17 photons (solid),
x2 = 61 photons (dashed) and x3 = 108 photons (dotted).

Loss rate extraction

The analysis of the loss rates in Fig. 4 in the main arti-
cle is done with two independent fitting processes. First,
we directly fit the long-time behavior of the one-atom
probability P1 and the two-atom probability P2 using
exponential decay equations to get rates γ1b and γ. For
fitting P1, we include data from the time where the prob-
ability to have two atoms falls below P2 < 0.02, while
for fitting P2, we include only data where P≥2 < 0.05.
This ensures that the dynamics do not include growth
terms from higher atom states. The loss rate γ out of the
two-body state should be a combination of two-body and
one-body processes. We therefore derive γ2b = γ − 2γ1b,
assuming independent loss for each single atom present.

Second, we derived a rate equation that describes the
direct increase of the zero-atom signal coming from the
two-atom state via light-assisted collisions with rate γ2b
and from the one-atom state with rate γ1b:

Ṗ0 = γ2b · P2 + γ1b · P1

We numerically integrate this rate equation using the
experimentally measured single and two-atom probabili-
ties P1 and P2, and use γ1b and γ2b as the fitting param-
eters for a fit to the experimental data in P0. We start
the fit from the time where the probability to have more
than two atoms falls below P≥2 < 0.5, as our error in
classification reduces with the mean atom number.
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