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GROUND STATES ON A FRACTURED STRIP
AND ONE DIMENSIONAL REDUCTION

STEFAN LE COZ AND BORIS SHAKAROV

Abstract. We consider the nonlinear Schrödinger equation on a strip with Neumann
boundary conditions and a delta condition on the x-axis. First, we show the existence
of ground states as minimizers of the action or of the energy under suitable constraints.
Second, we prove that the energy minimizers converge to the ground state on the line with
a delta condition as the amplitude of the strip shrinks to zero.

1. Introduction

In many modeling situations, it is common to consider one-dimensional models as sim-
plified versions of higher-dimensional models, with the belief that the 1-d model will keep
the major features of the higher-dimensional model while being simpler to analyze. While
it indeed often appears that 1-d models are more amenable to analysis, the connection with
their higher dimensional counterparts is rarely investigated.

Among simplified 1-d models, quantum graphs stand out and have been the subject of
intense analysis. Higher dimensional counterparts of quantum graphs can be constructed in
the form of fat graphs (also called graph-like manifolds, tubular branched manifolds, inflated
graphs, etc., see e.g. [18, 32]), but the connections between the two types of models are
highly non-trivial, even in linear situations.

In recent years, nonlinear quantum graphs, i.e. quantum graphs endowed with a nonlinear
Schrödinger equation, have been the object of extensive investigations, in particular for the
question of the existence of minimizers for the energy at fixed mass. However, to the authors’
knowledge, there are no studies establishing connections of nonlinear quantum graphs with
higher dimensional counterparts, with the notable exception of the works of Kosugi [27, 28].
In [27, 28], Kosugi established the convergence of solutions to a semilinear equation on thin
network-shaped domains to their counterparts on the network. The works [27, 28] are devoted
to compact domains, and the assumptions made on the nonlinearity exclude the common
model nonlinearities for nonlinear quantum graphs such as the power type nonlinearity.
Several related studies are devoted to product spaces. Terracini, Tzvetkov, and Visciglia [33]
considered the nonlinear Schrödinger equation on product spaces of the type Rd ×M, where
M is a compact manifold. In [33], they have established a connection between energy/mass
minimizers on the product space with ground states on Rd. The Gross-Pitaevskii equation on
R×T with a general nonlinearity was recently considered by Mariş and Mur in [31], where it
was shown in particular that energy/momentum minimizers become one dimensional when
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the size of the torus T shrinks to 0 (see also [14] for the cubic nonlinearity case). The
bifurcation from a 1-d line soliton and a full 2-d soliton on the cylinder R × T was studied
by Akahori, Bahri, Ibrahim, and Kikuchi in [3] (see also [35] for earlier work).

The present paper aims to start the exploration of the connection between nonlinear
quantum graphs and higher dimensional equivalents. We consider the simplest possible
setting beyond the strip: a fractured strip, modeled by a strip with a δ distribution in the
transverse direction at the origin. In the shrinking limit, such a strip converges formally
towards the line with a δ distribution at the origin, which might be interpreted as a 2-star
graph with δ vertex condition.

Let L > 0. We denote the strip with width L as SL, that is SL = R × [0, L] with the
convention that S = SL=1. We search for solutions to the equation

(1)

−∂xxu− ∂yyu+ ωu+ γδ0(x)u− |u|p−1u = 0, (x, y) ∈ SL,

∂νu = 0 on ∂SL = R × {0, L},

in H1(SL), where ω > 0, γ ∈ R, the symbol δ0(x) ∈ H−1(SL) is defined for u, v ∈ H1(SL) by

(δ0(x)u, v) :=
∫ L

0
Re

(
u(0, y)v(0, y)

)
dy,

and ∂ν denotes the normal derivative on the borders and could be replaced by ∂y in the
present context. By the trace theorem (see e.g. [7, p. 315] or Section 2), δ0(x) is well
defined. We will refer to the case γ > 0 as the repulsive case, and γ < 0 as the attractive
case. Solutions of (1) are regular and exponentially decaying (see Appendix A).

The first part of this work is dedicated to finding solutions to (1). The existence of positive
solutions to (1) can be addressed by variational methods in at least two different ways, which
we now describe. For any u ∈ H1(SL) and ω ∈ R, we define the action, the Nehari functional,
the energy, and the mass by

Sω,γ(u) = 1
2∥∇u∥2

L2(SL) + ω

2 ∥u∥2
L2(SL) + γ

2

∫ L

0
|u(0, y)|2dy − 1

p+ 1∥u∥p+1
Lp+1(SL),(2)

Iω,γ(u) = ∥∇u∥2
L2(SL) + ω∥u∥2

L2(SL) + γ
∫ L

0
|u(0, y)|2dy − ∥u∥p+1

Lp+1(SL),(3)

Eγ(u) = 1
2∥∇u∥2

L2(SL) + γ

2

∫ L

0
|u(0, y)|2dy − 1

p+ 1∥u∥p+1
Lp+1(SL),(4)

M(u) = ∥u∥2
L2(SL).(5)

Sobolev embeddings and the trace theorem ensure that the functionals above are well defined
for any u ∈ H1(SL). We consider the following minimization problems

sω,γ = inf{Sω,γ(u) : u ∈ H1(SL) \ {0}, Iω,γ(u) = 0},(6)
em,γ = inf{Eγ(u) : u ∈ H1(SL), M(u) = m}, m > 0.(7)

The minimizers of (6) are referred to as action ground states and the set {u ∈ H1(SL) :
I(u) = 0} is called Nehari manifold. The minimizers of (7) are called energy ground states;
in this context, ω appears as a Lagrange multiplier. In physical settings, it is often interesting
to obtain energy ground states, which also have the advantage of being expected to be stable
for the Schrödinger dynamics. However, it has long been known since the seminal works of
Berestycki, Cazenave, and Lions [4, 11] that energy ground states do not exist for supercritical
power (i.e p larger than a threshold depending on the dimension of the problem). On the
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other hand, action ground states should exist for any H1-subcritical p, at least for ω in a
given frequency range, but, their stability is, a priori, undetermined.

The relationship between the energy and the action ground states is not yet fully un-
derstood. It is established that generically all energy ground states are also action ground
states. However, the conditions under which the reverse is true remain unclear. For further
details, we refer to the works of Dovetta, Serra, and Tilli [15], Jeanjean and Lu [25], as well
as De Coster, Dovetta, Galant and Serra [13].

We will show the following in the attractive case γ < 0.

Theorem 1.1. Let γ < 0, p > 1, and ω > γ2

4 . Then there exists a real-valued and positive
action ground state, i.e., a minimizer for (6). This minimizer satisfies Equation (1).

Theorem 1.2. Let γ < 0, 1 < p < 3, and m > 0. Then there exists a real-valued and positive
energy ground state, i.e. a minimizer for (7). Moreover, there exists ω = ω(m) > γ2

4 such
that this minimizer satisfies Equation (1).

The existence of minimizers in the repulsive case γ > 0 requires additional assumptions
due to the possibility of the run-away behavior, i.e. minimizing sequences escaping on one
side of the strip. This behavior also occurs in the one-dimensional case, which is why results
in that case are restricted to minimization over radial (even) functions (see Proposition 2.3).
On the strip, we define the space of functions symmetric with respect to the origin in the x
variable by
(8) H1

sym(SL) = {f ∈ H1(SL) : ∀x ∈ R, f(x, y) = f(−x, y)},
and the corresponding minimization problems are denoted in the following way:

ssym
ω,γ = inf{Sω,γ(u), u ∈ H1

sym(SL) \ {0}, Iω,γ(u) = 0},(9)
esym

m,γ = inf{Eγ(u) : u ∈ H1
sym(SL), M(u) = m}, m > 0.(10)

In one dimension, explicit expressions for the minimizers could be obtained by simple surgery
from the formula of the ground state on the line. No such feature is present in higher
dimensions, and this generates additional complications in the study of the repulsive case.
We obtained the existence of action minimizers for small values of the parameters L > 0 or
γ > 0.

Theorem 1.3. Let γ > 0, p > 1, and ω > γ2

4 . There exists γ∗ = γ∗(ω, L) > 0 and
L† = L†(ω) such that if 0 < γ < γ∗ or L < L†, then there exists a real-valued and positive
symmetric action ground state, i.e. a minimizer for (9). This minimizer satisfies Equation
(1).

In the statement of Theorem 1.3, the threshold parameter γ∗ depends on L, but the
threshold parameter L† does not depend on γ. We provide different proofs to cover each
case.

Theorem 1.3 deals with problem (9). As similar result is expected to hold for problem
(10). We do not provide a precise statement for (10) and refer to Section 4.2 for a discussion
of this problem.

The minimizers obtained in the previous results are regular, exponentially decaying, sym-
metric with respect to the line y = 0 and monotonic in y (see Appendix A).

In the second part of this work, our scope is two-fold. On the one hand, we study the
behavior of the ground states when the amplitude L shrinks to 0. In this case, we will show
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that there exists a threshold L∗ > 0 such that for any 0 < L < L∗ the non-negative ground
state does not depend on the transverse variable y.

Theorem 1.4. Let γ < 0. Then for any m̃ > 0, there exists L∗ = L∗(m̃) > 0 such that for
any 0 < L < L∗ the energy minimizer with mass m = m̃L found in Theorem 1.2 does not
depend on the transverse variable y.

On the other hand, we will also show that there exists a second threshold L∗∗ such that for
L > L∗∗ the ground state is truly two-dimensional, as a one-dimensional profile will always
be energetically unfavorable.

Theorem 1.5. Let γ < 0, Then for any m̃ > 0, there exists L∗∗ = L∗∗(m̃) > 0 such that for
any L > L∗∗ the energy minimizer with mass m = m̃L found in Theorem 1.2 depends on the
transverse variable y in a nontrivial way.

The proof of Theorem 1.4 relies on a delicate rigidity argument for the minimizers on the
strip. To work in comparable settings, we renormalized the problems in such a way that
the length of the strip is fixed (the parameter L appearing now in the energy). We then
establish convergence of minimizers on the strip to the extended 1-d minimizers when L → 0,
and derive the rate of convergence. The rigidity argument consists then in showing that the
obtained rate of convergence implies that the solutions do not depend on the transverse
variable for small L.

Minimization problems are very amenable to numerical simulations. We performed several
numerical experiments which agreed with the theoretical results obtained in the present
work. The full details of the algorithms and experiments will be reported in future work.
We give two illustrations of the outcome of a minimization algorithm for the action over
the Nehari manifold in the case of a short amplitude strip and a wider amplitude strip, see
Figure 1. We observe that in the short amplitude case, the numerical minimizer is indeed
one dimensional, while in the large amplitude case, the numerical minimizer is truly two-
dimensional, symmetric with respect to x = 0, monotonic in y, and decaying fastly in x.
These numerical observations confirm the theoretical results.

This work is structured as follows. Section 2 recalls preliminary results and introduces
notation. In Section 3 we find solutions to (1) as action minimizers on the Nehari constraint.
In Section 4, we show the existence of energy minimizers under the mass constraint. In
Section 5 we study the limits as the amplitude of the strip shrinks to zero or grows to
infinity. In Appendix A, we establish qualitative properties of solutions of (1) and action
and energy ground states.

2. Preliminaries

In this section, we introduce the notation and recall results used throughout this work.
Functions in L1

loc(Ω) (for Ω ⊂ Rd) will always be substituted by their precise representative,
where the precise representative (see e.g. [17]) of f ∈ L1

loc(Ω) is the function f ∗ defined for
every x ∈ Ω by

f ∗(x) =

limr→0
1

|B(x,r)|
∫

B(x,r) f(y)dy if the limit exists,
0 otherwise.
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Figure 1. Outcomes of numerical minimization over the Nehari manifold
when γ = −1 for a strip of length 2.5 (left picture) and length 6 (right picture)

2.1. The trace theorem. In this section, we define rigorously the traces that are used
along the work and present the properties needed for the proofs. We start by defining the
trace of the functions projected on the hyperplane x = 0. Let us denote by

(τf)(x, y) = f(0, y)

for f a continuous function in SL. The trace τu is well defined as soon as u ∈ W s,p(SL) when
s > 1/p and the map τ : W s,p(SL) → W s−1/p,p(0, L) is bounded, see [23, Theorem 1.5.1.1]
for example. For completeness, we give here a short proof of this fact when p = 2.

Lemma 2.1. For any s > 1
2 the trace operator τ is a bounded operator τ : Hs(SL) →

Hs− 1
2 (0, L). Moreover, τ : H1(SL) → L2(0, L) is a compact operator.

Proof. Given any u ∈ H1(SL) we first perform the mirrored continuation and then extend it
to a periodic function in the transverse variable y. Precisely, define

ũ(x, y) =

u(x, y), y ∈ [0, L],
u(x,−y), y ∈ [−L, 0],

so that ũ ∈ H1(R × [−L,L]) is symmetric with respect to the x - axis. Then let v be the
periodic continuation of u, that is if Jk = [−L + 2kL, L + 2kL) for k ∈ Z then v(x, y) =
ũ(x, y − 2kL) for any x and y ∈ Jk.

Now suppose that v ∈ S := {v ∈ C∞(R2) : ∀α, β ≥ 0, supx∈R |xα∂β
xv(x, y)| < ∞}. We

have

v(0, y) =
∫
R

∫
R
e−2πixξv(x, y)dxdξ.
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We denote by ·̂n the Fourier coefficients in y and by ·̃ the Fourier transform in x. By Cauchy
Schwarz inequality, we obtain

v̂n(0) = 1
L

∫ L

−L
e−2πyin/Lv(0, y)dy = 1

L

∫
R

∫
R

∫ L

−L
e−2πiyn/Le−2πixξv(x, y)dydxdξ

=
∫
R

ˆ̃vn(ξ)dξ ≤
(∫

R
(1 + n2 + ξ2)s|ˆ̃vn(ξ)|2dξ

) 1
2
(∫

R
(1 + n2 + ξ2)−sdξ

) 1
2

for any n ∈ Z and s > 0. By the change of variable ξ = t
√

1 + n2 we have∫
R
(1 + n2 + ξ2)−sdξ = (1 + n2)1/2−s

∫
R

1
(1 + t2)s

dt ≲ (1 + n2)1/2−s

for s > 1
2 . Consequently, we get∑

n∈Z
(1 + n2)s−1/2|v̂n(0)|2 ≤

∑
n∈Z

∫
R
(1 + n2 + ξ2)s|ˆ̃vn(ξ)|2dξ

≲
∑
n∈Z

(1 + n2)s
∫
R
(1 + ξ2)s|ˆ̃vn(ξ)|2dξ

which implies the result for v ∈ S. The conclusion for the first part of the Lemma follows
by density and noticing that ∥u∥Hs(SL) = 1

2∥ũ∥Hs(R×[−L,L]) = 1
2∥v∥Hs(R×T2L).

For the compactness statement we observe that τ : H1(SL) → H1/2(0, L) is bounded. By
Rellich-Kondrachov theorem and Sobolev embedding theorem, the embeddingH1/2([0, L]) ↪→
Lp(0, L) is compact for any p ∈ [1,∞), which gives the desired result. □

With abuse of notations, we will write u(0, y) for τu(x, y) for u ∈ H1(SL). We notice the
following weaker inequality which will be used in the following.

Lemma 2.2. There exists C > 0 such that

(11)
∣∣∣∣∣
∫ L

0
|v(0, y)|2dy

∣∣∣∣∣ ≤ C
∫ L

0

(∫
R

|v|2dx
) 1

2
(∫

R
|∂xv|2dx

) 1
2
dy

for any v ∈ H1(SL).

Proof. Let v ∈ C1
c (SL) be such that supp(v) ⊂ R2 is compact (as a subset of R2). Then we

have

|v(0, y)|2 =
∫ 0

−∞
∂x|v(x, y)|2dx = 2

∫ 0

−∞
Re(v(x, y)∂xv(x, y))dx

≤ 2
∫ ∞

−∞
|v(x, y)||∂xv(x, y)|dx.

Then (11) follows by integration in y. The conclusion holds for any v ∈ H1(SL) by density.
□

2.2. One-dimensional ground states. The one-dimensional counterpart of the two-dimensional
model (1) is the equation
(12) −∂xxu+ ωu+ γδ0u− |u|p−1u = 0.
Here, δ0 is the Dirac distribution at the origin, namely, ⟨δ0, v⟩ = v(0) for v ∈ H1(R).

In the case γ = 0, the set of solutions of (12) is given by
{eiαϕω,0(.− z) : α ∈ [0, 2π), z ∈ R}
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where the profile ϕω,0 is explicitly calculated by direct integration of the equation and is
given by

(13) ϕω,0(x) =
(

(p+ 1)ω
2 sech2

(
(p− 1)

√
ω

2 |x|
)) 1

p−1

.

Note that we are in the framework of Schrödinger equations and therefore the functions that
we consider are a priori complex valued.

When γ ̸= 0, solutions of (12) and their relations to the nonlinear Schrödinger dynamics
have been thoroughly investigated, from the initial work of Goodman, Holmes and Weinstein
[22], and the stability studies of Fukuizumi and co. [19, 20, 29], up to more recent advanced
studies such as the classification of global dynamics of even solutions by Gustafson and Inui
[24] or the construction of a minimal blow-up mass solution by Genoud, Le Coz, and Royer
[21].

Most of the results on solutions to (12) that we are going to use in the present paper have
been established in [19, 20, 29]. Bounded solutions to (12) exist only when

ω >
γ2

4 ,

in which case they can be obtained explicitly by surgery from (13). Precisely, given ω > γ2

4 ,
there exists a unique positive solution to (12) given by

(14) ϕω,γ(x) =
(

(p+ 1)ω
2 sech2

(
(p− 1)

√
ω

2 |x| − tanh−1
(

γ

2
√
ω

))) 1
p−1

.

The function given by (14) can be characterized as a minimizer of certain variational
problems. We define the one-dimensional action, Nehari functional, energy, and mass by
(respectively)

S1D
ω,γ(u) = 1

2

∫
R

|∂xu|2dx+ ω

2

∫
R

|u|2dx+ γ

2 |u(0)|2 − 1
p+ 1

∫
R

|u|p+1dx,(15)

I1D
ω,γ(u) =

∫
R

|∂xu|2dx+ ω
∫
R

|u|2dx+ γ|u(0)|2 −
∫
R

|u|p+1dx,(16)

E1D
γ (u) = 1

2

∫
R

|∂xu|2dx+ γ

2 |u(0)|2 − 1
p+ 1

∫
R

|u|p+1dx,(17)

M1D(u) =
∫
R

|u|2dx.(18)

The profile given in (14) was characterized as action ground state in [19, 20, 22]. Moreover, it
has also been characterized as an energy ground state by Adami, Noja, and Visciglia [2] when
γ < 0. The case γ > 0 for energy ground states has been treated by Boni and Carlone [6] in
the case of the half-line. Their results can be transferred directly to symmetric functions on
the line. The results can be summarized as follows.

Proposition 2.3. Let γ ∈ R and ω > γ2/4.
• Let p > 1. The profile defined in (14) is the unique positive minimizer of

(19)

s1D
ω,γ = inf{S1D

ω,γ(u) : u ∈ H1(R) \ {0}, I1D
ω,γ(u) = 0} if γ ≤ 0,

s1D
ω,γ,sym = inf{S1D

ω,γ(u) : u ∈ H1
rad(R) \ {0}, I1D

ω,γ(u) = 0} if γ > 0.
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• Let 1 < p < 5, m > 0. There exists m∗ = m∗(γ), with m∗(γ) = 0 if γ < 0 and
m∗(γ) > 0 if γ > 0, such that the following hold. Assume that m > m∗. Then there
exists a unique ω(m) > γ2/4 such that the function ϕω(m),γ defined in (14) is the
unique real-valued and positive minimizer of

(20)

e1D
m,γ = inf{E1D

γ (u) : u ∈ H1(R), M1D(u) = m} if γ ≤ 0,
e1D

m,γ,sym = inf{E1D
γ (u) : u ∈ H1

rad(R), M1D(u) = m} if γ > 0.
If m ≤ m∗, then the problems do not admit a minimizer.

Notice that in the repulsive case γ > 0, symmetry with respect to the origin is required.
This originates from the fact that a minimizing sequence may not be compact and may
exhibit a run-away behavior at infinity on one side of the line, as shown by Fukuizumi and
Jeanjean [19].

Notice also that, even in the symmetric case, minimization of the energy at fixed mass
can fail, as it becomes energetically favorable for small masses to divide the sequence into
two parts traveling away from the origin.

Using (14), we can obtain an explicit relation between ω and M1D(ϕω,γ). We have

(21)

M1D(ϕω,γ) =
(

(p+ 1)ω
2

) 2
p−1 ∫

R
sech

4
p−1

(
(p− 1)

√
ω

2 |x| − tanh−1
(

γ

2
√
ω

))
dx

=
(

(p+ 1)ω
2

) 2
p−1 4

(p− 1)
√
ω

∫ ∞

tanh−1
(

γ
2

√
ω

) sech
4

p−1 (x) dx

=: Q(ω, γ)ω
5−p

2(p−1) ,

where

(22) Q(ω, γ) =
(

(p+ 1)
2

) 2
p−1 4

(p− 1)

∫ ∞

tanh−1
(

γ
2

√
ω

) sech
4

p−1 (x) dx

is well defined and uniformly bounded for (ω, γ) ∈ [γ2

4 ,∞) × R by

Q(ω, γ) ≤
(

(p+ 1)
2

) 2
p−1 4

(p− 1)

∫
R

sech
4

p−1 (x) dx < ∞.

We use the following identity.
Lemma 2.4. Any solution u ∈ H1(R) to (12) satisfies

2(p+ 3)E1D
γ (u) = −(5 − p)ωM1D(u) + (p− 1)γ|u(0)|2.(23)

Proof. The unique solutions to (12) are given by{
eiαϕω,γ : α ∈ [0, 2π)

}
where ϕω,γ is defined in (14). In particular, the following duality products are well-defined.
Taking the scalar product of equation (12) with u and x∂xu, we get the following two
identities

(24)
γ|u(0)|2 +

∫
R

|∂xu|2dx+ ω
∫
R

|u|2dx−
∫
R

|u|p+1dx = 0,∫
R

|∂xu|2dx− ω
∫
R

|u|2dx+ 2
p+ 1

∫
R

|u|p+1dx = 0.
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Multiplying the first equation by 4
p+3 , the second by p−1

p+3 and summing, we obtain

γ
4

p+ 3 |u(0)|2 +
∫
R

|∂xu|2dx− 2
p+ 1

∫
R

|u|p+1dx+ ω
5 − p

p+ 3

∫
R

|u|2dx = 0.

The result follows. □

As a direct consequence, we have the following.

Lemma 2.5. For any ϕω,γ in (14), we have

ϕω,γ(0) =
(
p+ 1

2

(
ω − γ2

4

)) 1
p−1

,(25)

2(p+ 3)E1D
γ (ϕω,γ) = −(5 − p)Q(ω, γ)ω

p+3
2p−2 + (p− 1)γ

(
p+ 1

2

(
ω − γ2

4

)) 2
p−1

.(26)

Proof. The relation (25) follows from the algebraic identity sech(tanh−1(x)) =
√

1 − x2.
Combined with (21) and (23), this implies (26). □

Finally, the sign of ∂ωM
1D(ϕω,γ) has been previously determined by direct calculations

(see [19, 20, 29]).

Lemma 2.6. If γ < 0, then the following holds.
(1) If 1 < p ≤ 5, then ∂ωM

1D(ϕω,γ) > 0.
(2) If p > 5, then there exists ω1 > γ2/4 such that ∂ωM

1D(ϕω,γ) > 0 for γ2/4 < ω < ω1
and ∂ωM

1D(ϕω,γ) < 0 for ω > ω1.
If γ > 0, then the following holds.

(1) If 1 < p ≤ 3, then ∂ωM
1D(ϕω,γ) > 0.

(2) If 3 < p < 5, then there exists ω2 > γ2/4 such that ∂ωM
1D(ϕω,γ) > 0 for ω > ω2 and

∂ωM
1D(ϕω,γ) < 0 for γ2/4 < ω < ω2.

(3) If p > 5, then ∂ωM
1D(ϕω,γ) < 0.

3. Existence of action minimizers

In this section, we prove that solutions to (1) exist as minimizers of the action over the
Nehari manifold.

The existence of the minimum depends on the choices of ω and γ. It is connected with
the coercivity of the following operator
(27) Lω,γ = −∆ + γδ0(x) + ω

which we will now analyse in further details.
The following result follows from direct computations.

Lemma 3.1. Let γ < 0, fγ(x, y) =
√

−γ
2L
e

γ|x|
2 . Then we have

(28)
∥fγ∥L2(SL) = 1, ∥∇fγ∥2

L2(SL) = γ2

4 , γ
∫ L

0
|fγ(0, y)|2dy = −γ2

2 ,

∥fγ∥p+1
Lp+1(SL) = 2 3−p

2

(p+ 1)L p−1
2

(−γ)
p−1

2 .
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Remark 3.2. The function f(x) =
√

−γ
2 e

γ|x|
2 is the normalized eigenfunction for the smallest

eigenvalue −γ2/4 of the one-dimensional operator −∂xx + γδ.

As a consequence of Lemma 3.1, we obtain the following.

Lemma 3.3. Suppose γ < 0. For any L > 0 and h > 0, define

(29) λγ,h := inf
{u∈H1(SL):∥u∥L2(SL)=1}

{∫ L

0

(∫
R

|∂xu(x, y)|2 + h|∂yu(x, y)|2dx
)

+ γ|u(0, y)|2dy
}
.

Then

(30) λγ,h = −γ2

4 .

Proof. On one hand, from (28) we get

λγ,h ≤ ∥∇fγ∥2
L2(SL) + γ

∫ L

0
|fγ(0, y)|2dy = −γ2

4 .

On the other hand, we have

λγ,h ≥ µγ = inf
{∫ L

0

(∫
R

|∂xu(x, y)|2dx+ γ|u(0, y)|2
)
dy : u ∈ H1(SL),

∫ L

0
M1D(u(y)) dy = 1

}
.

Let u ∈ H1(SL) be such that ∥u∥L2(SL) = 1. Define θ : [0, L] → [0,∞] by

θ(y) =
∫
R

|u(x, y)|2dx.

Then
∫ L

0 |θ(y)|2dy = 1. In particular, |θ(y)| < ∞ for almost every y ∈ [0, L]. Let y ∈ [0, L]
be such that 0 ≤ θ(y) < ∞. Consider the one-dimensional problem

mθ(y) = inf
{∫

R
|∂xg|2dx+ γ|g(0)|2 : g ∈ H1(R), M1D(g) = θ(y)2

}
.

The minimum mθ(y) is achieved in θ(y)fγ, and it is

mθ(y) = −θ(y)2γ
2

4 = −M1D(θ(y)fγ)γ
2

4 .

This implies that∫ L

0

(∫
R

|∂xu(x, y)|2dx+ γ|u(0, y)|2
)
dy ≥ −

∫ L

0
M1D(θ(y)fγ)γ

2

4 dy,

and consequently

µγ ≥ inf
{

−γ2

4

∫ L

0
M1D(θ(y)fγ) dy :

∫ L

0
M1D(θ(y)fγ) dy = 1

}
= −γ2

4 .

This concludes the proof. □

Remark 3.4. When γ > 0, then we notice that λγ,h = 0 in (29). Indeed, for any u ∈ H1(S)
such that ∥u∥L2(SL) = 1, define uλ by uλ(x, y) = λ

1
2u(λx, y). Then ∥uλ∥L2(SL) = ∥u∥L2(SL)

while ∥∇uλ∥2
L2(SL) = λ2∥∂xu∥L2(SL) + ∥∂yu∥2

L2(SL), and∫ L

0
|uλ(0, y)|2dy = λ

∫ L

0
|u(0, y)|2dy.

So, by taking u not depending on y and taking the limit λ → 0, we obtain that λγ,h = 0.
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Lemma 3.5. Let γ ≥ 0 and ω > 0 or γ < 0 and ω > γ2

4 . Then there exists K(ω, γ) = K > 0
such that
(31) ⟨Lω,γv, v⟩ ≥ K∥v∥2

H1(SL)

for any v ∈ H1(SL).

Proof. For γ ≥ 0, ω > 0, the statement is immediate. For γ < 0, Lemma 3.3 implies that

(32) ⟨Lω,γv, v⟩ ≥ (ω − γ2

4 )∥v∥2
L2(SL).

Now suppose (31) is false. Then there exists a sequence (vn) ⊂ H1(SL) such that ∥vn∥H1(SL) →
ϵ > 0 and ⟨Lω,γvn, vn⟩ → 0. Thus, from (32) we have ∥vn∥L2(SL) → 0, and

(33) 0 = lim
n→∞

⟨Lω,γvn, vn⟩ = ε+ lim
n→∞

γ
∫ L

0
|vn(0, y)|2dy.

From (11) and Young inequality, we have that for any η > 0,

γ

∣∣∣∣∣
∫ L

0
|vn(0, y)|2dy

∣∣∣∣∣ ≲
∫ L

0
∥vn∥L2

x(R)∥∂xvn∥L2
x(R)dy ≲

1
η

∥vn∥2
L2(SL) + η∥∇vn∥2

L2(SL) → ηε

as n → ∞. This contradicts (33) for η small enough. □

With the help of the function fγ, we may also prove the following non-existence result.

Proposition 3.6. Let ω ∈ R and γ < 0. Assume that ω ≤ γ2

4 . Then there does not exist a
non-trivial non-negative solution to (1).

Proof. Let u be a non-trivial non-negative solution of (1). Multiplying (1) by fγ and using
the self-adjointness of Lω,γ, we obtain the following identity:

⟨u, Lω,γfγ⟩ −
∫
SL

|u|p−1ufγdxdy = 0

We now use the fact that Lω,γfγ =
(
ω − γ2

4

)
fγ to get(

ω − γ2

4

)∫
SL

ufγdxdy =
∫
SL

|u|p−1ufγdxdy.

As fγ > 0 and u ≥ 0, u ̸= 0, this identity can hold only when ω > γ2

4 . □

We now discuss the minimization problems.
It is easily seen that a constraint is necessary to obtain a minimizer. Indeed, the un-

constrained action does not admit a lower bound: for any u ∈ H1(SL), given λ ∈ R, we
have

Sω,γ(λu) = λ2

2

(
∥∇u∥2

L2(SL) + ω∥u∥2
L2(SL) + γ

∫ L

0
|u(0, y)|2dy

)
− λp+1

p+ 1∥u∥p+1
Lp+1(SL).

By taking λ → ∞, as p > 1, one see that Sω,γ(λu) → −∞.
The action restricted to the Nehari manifold is bounded from below. In fact, the mini-

mization problem (6) can be rewritten as minimization of the potential part of the action
over the Nehari manifold:

(34) sω,γ = p− 1
2(p+ 1) inf

{
∥u∥p+1

Lp+1(SL) : u ∈ H1(SL) \ {0}, Iω,γ(u) = 0
}
.
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Remark that the Nehari constraint is a natural constraint for (1), i.e. all the solutions to (1)
verify it. In particular, a minimizer of sω,γ is a critical point of the unconstrained function
Sω,γ, i.e. the associated Lagrange multiplier is 0. Indeed, a constrained minimizer ψ satisfies
the Euler-Lagrange equation

S ′
ω,γ(ψ) = ΛI ′

ω,γ(ψ)
for some Lagrange multiplier Λ ∈ R. This implies that

⟨S ′
ω,γ(ψ), ψ⟩ = Iω,γ(ψ) = 0 = Λ⟨I ′

ω,γ(ψ), ψ⟩ = Λ(p− 1)∥ψ∥p+1
Lp+1(SL),

which leads to the desired conclusion.
We now show that the variational problem (34) is equivalent to

(35) p− 1
2(p+ 1) inf

{
∥u∥p+1

Lp+1(SL), u ∈ H1(SL) \ {0}, Iω,γ(u) ≤ 0
}
,

and that a minimizer can be chosen to be real-valued and non-negative.

Lemma 3.7. Assume that ψ ∈ H1(SL) is a minimizer for (35). Then Iω,γ(ψ) = 0, |ψ| is
also a minimizer, and problem (34) is equivalent to problem (35).

Proof. Assume, by contradiction, that ψ is a minimizer for (35) and Iω,γ(ψ) < 0. Let
t : H1(SL) → R be defined by

(36) t(ψ) =
∥∇ψ∥2

L2(SL) + ω∥u∥2
L2(SL) + γ

∫ L
0 |ψ(0, y)|2dy

∥ψ∥p+1
Lp+1(SL)

 1
p−1

=
1 + Iω,γ(ψ)

∥ψ∥p+1
Lp+1(SL)

 1
p−1

.

We have that Iω,γ(t(ψ)ψ) = 0, t(ψ) < 1 and
p− 1

2(p+ 1)∥t(ψ)ψ∥p+1
Lp+1(SL) <

p− 1
2(p+ 1)∥ψ∥p+1

Lp+1(SL)

contradicting the definition of ψ as a minimizer for (35).
We show that |ψ| is also a minimizer. Indeed, since ∥∇|ψ|∥L2(SL) ≤ ∥∇ψ∥L2(SL), |ψ| ≥ 0 is

a real minimizer for (35) and Iω,γ(|ψ|) ≤ Iω,γ(ψ) = 0. As before, if Iω,γ(|ψ|) < Iω,γ(ψ), then
t(|ψ|)|ψ| satisfies

p− 1
2(p+ 1)∥t(|ψ|)|ψ|∥p+1

Lp+1(SL) <
p− 1

2(p+ 1)∥ψ∥p+1
Lp+1(SL)

which is a contradiction. Therefore Iω,γ(|ψ|) = 0, ∥∇|ψ|∥L2(SL) = ∥∇ψ∥L2(SL), and |ψ| is also
a minimizer for (35). □

The rest of this section is separated into two cases, γ > 0 and γ < 0. This is due to the
different approaches employed to show the existence of minimizers. Indeed, γ > 0 yields
additional difficulties due to the possibility of minimizing sequences escaping to infinity on
one side of the strip, see Remark 3.12 below.

3.1. Action minimizers in the attractive case. In this section, we show Theorem 1.1.
As we often make use of the existence of a minimizer for sω,0, we show the following result,

which does not seem to have been previously established in the literature.

Proposition 3.8. For any ω > 0, 1 < p, there exists a non-negative minimizer for the
problem sω,0.
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Proof. Let (un) be a minimizing sequence for sω,0. Then (|un|) is also a minimizing sequence,
thus we suppose un to be non-negative. Then
(37) ∥∇un∥2

L2(SL) + ω∥un∥2
L2(SL) ≤ ∥un∥p+1

Lp+1(SL) → sω,0 < ∞,

thus (un) is bounded in H1(SL). Then, up to a subsequence, un ⇀ u in H1(SL) and un → u
a.e.. If by contradiction un → 0 in Lp+1(SL), then from (37) ∥un∥H1(SL) → 0 which is absurd
because, by Gagliardo-Nirenberg inequality

min(ω, 1)∥un∥2
H1(SL) ≤ ∥∇un∥2

L2(SL) + ω∥un∥2
L2(SL) = ∥un∥p+1

Lp+1(SL) ≤ ∥un∥p+1
H1(SL)

thus
(38) 0 < min(ω, 1) ≤ ∥un∥p−1

H1(SL).

So un ̸→ 0 in Lp+1(SL) and thus from Lions’ Lemma [34, Lemma 1.21] it follows that∫
B(zn, L

4 )
u2

ndxdy ≥ ε

for some ε > 0, zn ∈ SL (up to a subsequence). By translating un with respect to the
variable x and passing to a subsequence if necessary, we assume that (zn) is bounded and
un ⇀ u ̸≡ 0. We conclude that Iω,0(u) ≤ 0 and sω,0 = Sω,0(u) by the Brezis-Lieb lemma (see
[8]) (see the second part of the proof of Lemma 3.11 for more details on this argument in
the generic case γ ∈ R). □

We show the following preliminary result.

Lemma 3.9. Let γ < 0 and ω > γ2/4. Then
(39) sω,γ < sω,0.

Proof. Let ψ ̸≡ 0 be a minimizer for sω,0. Up to a space translation, we may assume that
ψ(0, y) ̸≡ 0. Thus, we have that

Iω,γ(ψ) = Iω,0(ψ) + γ
∫ L

0
|ψ(0, y)|2dy < 0.

This implies that t(ψ) < 1 and Iω,γ(t(ψ)ψ) = 0 where t(ψ) is defined in (36). As a conse-
quence, we obtain

sω,γ ≤ p− 1
2(p+ 1)∥t(ψ)ψ∥p+1

Lp+1(SL) < sω,0.

This shows the desired statement. □

Lemma 3.10. For any γ < 0 and ω > γ2/4, we have sω,γ > 0.

Proof. From (31) and Gagliardo-Nirenberg inequality, for any u ∈ H1(SL) \ {0} such that
Iω,γ(u) = 0, there exist c1, C2 > 0 such that

c1∥u∥2
H1(SL) ≤ ⟨Lω,γu, u⟩ = ∥u∥p+1

Lp+1(SL) ≤ C2∥u∥p+1
H1(SL).

This yields the uniform bound ∥u∥p−1
H1(SL) ≥ c1/C2 > 0 and ⟨Lω,γu, u⟩ ≥ c1(c1/C2)2/(p−1) > 0.

Since Iω,γ(u) = 0, we also obtain that ∥u∥p+1
Lp+1(SL) ≥ c1(c1/C2)2/(p−1) > 0. □

We now show the main proposition of this section.

Lemma 3.11. Let γ < 0 and ω > γ2/4. Then (35) admits a nontrivial minimum.
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Proof. Let (un) ⊂ H1(SL)\{0} be a minimizing sequence for sω,γ. Remark that by construc-
tion, ∥un∥Lp+1(SL) is bounded. Without loss of generality, we assume that Iω,γ(un) = 0. This
implies that (un) is bounded in H1(SL). Thus, up to a subsequence, there exists u ∈ H1(SL)
such that un ⇀ u in H1(SL).

Next, we prove that u ̸≡ 0. Assume by contradiction that u ≡ 0. Let t̃ : H1(SL) → R be
defined by

t̃(ψ) =
1 + Iω,γ(ψ) − γ

∫ L
0 |ψ(0, y)|2dy

∥ψ∥p+1
Lp+1(SL)

 1
p−1

.

We know that
(40) Iω,γ(un) = 0.
Moreover, from Lemma 2.1, we obtain that, up to a subsequence,∫ L

0
|un(0, y)|2dy → 0.

Consequently t̃(un) → 1 as n → ∞. Thus, on the one hand, we obtain that
p− 1

2(p+ 1)∥t̃(un)un∥p+1
Lp+1(SL) → sω,γ

and on the other hand

sω,γ < sω,0 ≤ p− 1
2(p+ 1)∥t̃(un)un∥p+1

Lp+1(SL) → sω,γ,

where the first inequality is (39) while the second follows from Iω,0(t̃(un)un) = 0. This is a
contradiction and implies that we cannot have u ≡ 0.

Now we prove that Iω,γ(u) ≤ 0. From Lemma 2.1 and the Brezis-Lieb lemma (see [8]) we
obtain that

Iω,γ(un) − Iω,γ(un − u) − Iω,γ(u) → 0
as n → ∞. Suppose that Iω,γ(u) > 0. Then, from (40) we get that

lim
n→∞

Iω,γ(un − u) = lim
n→∞

Iω,γ(un) − Iω,γ(u) = −Iω,γ(u) < 0.

Thus, there exists N ∈ N such that for any n > N , we have Iω,γ(un − u) < 0. This implies
that, for n > N ,

(41) sω,γ ≤ p− 1
2(p+ 1)∥un − u∥p+1

Lp+1(SL).

Since u ̸≡ 0, from the Brezis-Lieb lemma, we obtain

lim
n→∞

p− 1
2(p+ 1)∥un − u∥p+1

Lp+1(SL) = lim
n→∞

p− 1
2(p+ 1)∥un∥p+1

Lp+1(SL) − p− 1
2(p+ 1)∥u∥p+1

Lp+1(SL) < sω,γ

which contradicts (41). Consequently we have that Iω,γ(u) ≤ 0 and sω,γ ≤ Sω,γ(u). On the
other hand, from the weak lower semicontinuity, we get

p− 1
2(p+ 1)∥u∥p+1

Lp+1(SL) ≤ lim
n→∞

p− 1
2(p+ 1)∥un∥p+1

Lp+1(SL) = sω,γ,

implying that
p− 1

2(p+ 1)∥u∥p+1
Lp+1(SL) = sω,γ.
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Hence u is a non-trivial minimizer for (35), which concludes the proof. □

Proof of Theorem 1.1. The theorem is a direct consequence of Lemma 3.7 and Lemma 3.11.
□

3.2. Action minimizers in the repulsive case.

Remark 3.12. In the repulsive case, a minimizer does not exist in H1(SL). Indeed, se-
quences of functions that achieve the minimum escape to infinity. More precisely, let γ > 0
and suppose that ψ is a real-valued minimizer for (35). Since ψ satisfies equation (1), we
conclude that ψ ∈ C(SL), and it decays exponentially to zero as |x| → ∞ (see Appendix A).
Thus, we may choose z ∈ R large enough such that I(τzψ) < I(ψ), where τzψ(x) = ψ(x−z).
This implies that t(τzψ) < 1 where t(.) is defined in (36), I(t(τzψ)τzψ) = 0 and

sω,γ ≤ p− 1
2(p+ 1)∥sτzψ∥p+1

Lp+1(SL) <
p− 1

2(p+ 1)∥ψ∥p+1
Lp+1(SL) = sω,γ.

This is in contradiction with the minimizing nature of ψ.

To avoid the issue explained in Remark 3.12, we develop our analysis in H1
sym(SL), the

subset of H1(SL) given by symmetrical with respect to x functions, defined in (8).
We consider the following variational problem

(42) sω,γ,sym = inf
{

p− 1
2(p+ 1)∥v∥p+1

Lp+1(SL) : v ∈ H1
sym(SL) \ {0} : Iω,γ(v) ≤ 0

}
.

Lemma 3.13. Let γ > 0 and ω > 0. Assume that ψ ∈ H1(SL) is a minimizer for (42).
Then Iω,γ(ψ) = 0, |ψ| is also a minimizer, and problem (42) is equivalent to problem (9).

Proof. The proof follows the same line of arguments as the one of Lemma 3.7. □

We have the following relation between the Nehari minimum sω,γ and the symmetric
Nehari minimum sω,γ,sym.

Lemma 3.14. Let γ > 0 and ω > 0. Then sω,γ ≤ sω,0 ≤ sω,γ,sym.

Proof. On one hand, assume that ψ is a minimizer for sω,γ,sym, that is

sω,γ,sym = p− 1
2(p+ 1)∥ψ∥p+1

Lp+1(SL)

and Iω,γ(ψ) = 0. Therefore

Iω,0(ψ) = −γ
∫ L

0
|ψ(0, y)|2dy ≤ 0.

Let

s =
1 + Iω,0(ψ)

∥ψ∥p+1
Lp+1(SL)

 1
p−1

.

Then s ≤ 1, Iω,0(sψ) = 0 and

sω,0 ≤ p− 1
2(p+ 1)∥sψ∥p+1

Lp+1(SL) ≤ sω,γ,sym.
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On the other hand, let ϕ be the minimizer for sω,0. From the classical elliptic theory (see
Appendix A for details), we know that ϕ ∈ H1(SL) is a C1(SL) function, ϕ ≥ 0 and ϕ → 0
as |x| → ∞. Since Iω,0(ϕ) = 0, it follows that

Iω,γ(ϕ) = γ
∫ L

0
|ϕ(0, y)|2dy > 0.

Let τzϕ = ϕ(x− z, y). Then Iω,0(τzϕ) = 0, while

Iω,γ(τzϕ) = γ
∫ L

0
|ϕ(−z, y)|2dy → 0

as |z| → ∞. Thus, denoting

mz =
1 + Iω,γ(τzψ)

∥τzψ∥p+1
Lp+1(SL)

 1
p−1

,

we have mz → 1, Iω,γ(mzτzψ) = 0 and

sω,γ ≤ m
p+1
p−1
z sω,0 → sω,0

as z → ∞. □

We employ the following profile decomposition lemma, see [26, Theorem 5.1]. The proof
given in [26] is in the Rd setting but is easily generalizable to SL.

Lemma 3.15. Let (un) be a minimizing sequence for sω,γ. Then, there exist a subsequence,
still denoted by (un), a solution u to (1), k ∈ N, (xi

n) ⊂ R and a set {vi}i=1,..,k of nontrivial
minimizers for sω,0, such that

un ⇀ u0 in H1(SL),
Sγ(un) → sω,γ = Sγ(u0) + ksω,0,

un −
(
u0 +

k∑
i=1

vi(x− xi
n, y)

)
→ 0 in H1(SL),

|xi
n| → ∞, |xi

n − xj
n| → ∞ for i ̸= j.

We shall also use the following result.

Lemma 3.16. Let γ = 0. Then there exists L†(ω) > 0 such that for any 0 < L < L†,
sω,0,sym is achieved in a function that does not depend on y, which is up to translation and
phase shift the profile ϕω,0 trivially extended in y.

Proof. This result can proved following a similar reasoning to the one of Section 5, we omit
the details here. □

Lemma 3.17. Let γ > 0, ω > γ2/4 and L† = L†(ω) > 0 given by Lemma 3.16. For any
0 < L < L†, sω,γ,sym defined in (42) is achieved.

Proof. Let (un) be a minimizing sequence for sω,γ,sym. By the definition of sω,γ,sym and since
Iω,γ(un) ≤ 0, we obtain that un is uniformly bounded, and converges, up to a subsequence,
weakly in H1(SL). Assume by contradiction that there does not exist a strongly convergent
subsequence. We apply Lemma 3.15 to this sequence. The case k = 0 corresponds to a
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converging sequence, which we excluded by assumption. By symmetry in x, k must be an
even number and therefore k ≥ 2. This implies that

sω,γ,sym ≥ Sγ(u0) + 2sω,0

where we used the notations of Lemma 3.15. Since Sγ(u0) ≥ 0, this implies
(43) sω,γ,sym ≥ 2sω,0.

On the other hand, we have Iω,γ(ϕω,γ) = 0 where ϕω,γ is defined in (14) and thus

sω,γ,sym ≤ p− 1
2(p+ 1)∥ϕω,γ∥p+1

Lp+1(SL).

From Lemma 3.16, we know that there exists L† such that sω,0,sym = p−1
2(p+1)∥ϕω,0∥p+1

Lp+1(SL) for
any 0 < L ≤ L†. Since

∥ϕω,γ∥p+1
Lp+1(SL) < 2∥ϕω,0∥p+1

Lp+1(SL),

we obtain a contradiction with (43). □

Next, we show that for any ω > 0, there exists γ∗(ω, L) > 0 such that for any 0 < γ < γ∗,
there exists a minimizer for (42).

To give the proof, we fix ω > 0, and let ψ be the minimizer for sω,0. The function ψ is
symmetric with respect to x, see Appendix A.

We define
(44) ψσ(x, y) = ψ(|x| + σ, y).
We start by observing the following.

Lemma 3.18. For any σ > 0, we have Iω,0(ψσ) > 0 and Iω,0(ψ−σ) < 0.

Proof. We notice that
(45) 0 = 2Iω,0(ψ) = Iω,0(ψσ) + Iω,0(ψ−σ).
Indeed, the function ψ is symmetric with respect to x. This implies that |ψ|p and |∂xψ|2 are
symmetric with respect to x for any p ≥ 1. Thus we use the following two identities∫

R
|ψ|2dx =

∫ ∞

σ
|ψ|2dx+

∫ σ

−∞
|ψ|2dx

=
∫ ∞

σ
|ψ|2dx+

∫ ∞

−σ
|ψ|2dx

=
∫ ∞

0
|ψ(x+ σ)|2dx+

∫ ∞

0
|ψ(x− σ)|2dx

and ∫
R

|ψ(|x| + σ)|2dx = 2
∫ ∞

0
|ψ(x+ σ)|2dx

for any σ ∈ R with their counterparts for the Lp+1(R) and Ḣ1(R)-norms to obtain (45).
Thus it remains to prove that Iω,0(ψσ) > 0 for any σ > 0. If the opposite is true, that is

if there exists σ̃ > 0 such that Iω,0(ψσ̃) ≤ 0, then

∥ψσ∥p+1
Lp+1(SL) = 2

∫ L

0

∫ ∞

σ̃
|ψ|p+1 dx dy < 2

∫ L

0

∫ ∞

0
|ψ|p+1 dx dy = ∥ψ∥p+1

Lp+1(SL),

which contradicts the definition of ψ as minimizer for sω,0. □

Next, we prove the following.
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Lemma 3.19. For any ω > 0, there exists 0 < γ∗ = γ∗(ω, L) < 2
√
ω, such that for any

0 ≤ γ < γ∗, there exists σ = σ(γ) > 0 such that Iω,γ(ψ−σ) ≤ 0.

Proof. We fix ω > 0. Let σ∗(ω) > 0 be defined by

Iω,0(ψ−σ∗) = inf
σ>0

Iω,0(ψ−σ) < 0,

where the last inequality follows from Lemma 3.18. Now, for any γ ∈ R, we have

Iω,γ(ψ−σ∗) = Iω,0(ψ−σ∗) + γ
∫ L

0
|ψ(−σ∗, y)|2 dy.

It follows that Iω,γ(ψ−σ∗) ≤ 0 for any γ < γ∗ where

γ∗ = −Iω,0(ψ−σ∗)∫ L
0 |ψ(−σ∗, y)|2 dy

.

This concludes the proof. □

Next, we prove the existence of a ground state for γ < γ∗.

Lemma 3.20. For γ∗ defined in Lemma 3.19, and for any 0 < γ < γ∗, there exists a
minimizer for the problem (42).

Proof. Let (un) be a minimizing sequence for sω,γ,sym. Then, as in the proof of Lemma 3.17,
either a subsequence, still denoted by (un) converges strongly to some u, or the decomposition
in Lemma 3.15 is true with k even and k ≥ 2. We show that the second case yields a
contradiction. Indeed, if it is true, then on one hand we obtain sω,γ,sym > 2sω,0. But on the
other, let ψσ be defined as in (44). Then, by Lemma 3.19, there exists σ∗ > 0 such that ψ−σ∗

verifies Iω,γ(ψ−σ∗) ≤ 0. Consequently, by the definition of sω,γ,sym, we have

2(p+ 1)
p− 1 sω,γ,sym ≤ ∥ψ−σ∗∥p+1

Lp+1(SL) = 2
∫ L

0

∫ ∞

−σ∗
|ψ|p+1dxdy

< 2
∫ L

0

(∫ ∞

−σ∗
|ψ|p+1dx+

∫ −σ∗

−∞
|ψ|p+1dx

)
dy = 2∥ψ∥p+1

Lp+1(SL) = 22(p+ 1)
p− 1 sω,0.

Thus we reach a contradiction. □

Proof of Theorem 1.3. The theorem is a direct consequence of Lemma 3.17 and Lemma
3.20. □

4. Existence of energy minimizers

In this section, we show that solutions to (1) exist as minimizers of the energy under a
constraint on the L2(SL)-norm, i.e as solutions of the minimization problem (7).

As before, we divide the rest of the section into two parts depending on the sign of γ. In the
case γ < 0, the run-away soliton is energetically non-favorable compared to the concentrated
one and we establish the existence of an energy ground state for any given mass. Conversely,
in the case γ > 0, we show the occurrence of run-away behavior.
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4.1. Energy minimizers in the attractive case.
Lemma 4.1. Let m > 0, γ < 0 and 1 < p < 3. Then −∞ < em,γ < 0.

Proof. As in Lemma 3.1, we use the function fγ(x, y) =
√

−γ
2L
e

γ|x|
2 . We have ∥

√
mf∥2

L2(SL) = m

and

Eγ(
√
mf) = −mγ2

4 − m
p+1

2 2 3−p
2

(p+ 1)L p−1
2

(−γ)
p−1

2 < 0.

On the other hand, Gagliardo-Nirenberg inequality and Lemma 3.3 imply that −∞ < em,γ.
□

Lemma 4.2. The function m → em,γ is continuous.
Proof. Let m > 0 and (mn) ⊂ (0,∞) be such that mn → m as n → ∞. Let (un) be a
minimizing sequence for em,γ. Then it follows

(46) emn,γ ≤ Eγ

(√
mn√
m
un

)
= E(un)

+ mn

m(p+ 1)

1 −
(√

mn√
m

)p−1
 ∥un∥p+1

Lp+1(SL) +
(
mn

m
− 1

)
Eγ(un)

and thus
lim sup

n→∞
emn,γ ≤ em,γ.

On the other hand, we fix a sequence vn such that M(vn) = mn and E(vn) ≤ emn,γ + ϵn with
ϵn → 0. Then, as in (46), we obtain

em,γ ≤ emn,γ + ϵn + m

mn(p+ 1)

1 −
( √

m
√
mn

)p−1
 ∥vn∥p+1

Lp+1(SL) +
(
m

mn

− 1
)
E(vn),

which implies
em,γ ≤ lim inf

n→∞
emn,γ.

This concludes the proof. □

The proof of Theorem 1.2 relies on concentration-compactness arguments. Such arguments
are classical in the case of homogeneous spaces but should be adapted when the problem is
inhomogeneous as for the fractured strip. While classical concentration compactness features
only three cases: compactness up to translation, dichotomy, and vanishing, in the present
context of a strip with an inhomogeneity we need a version of the concentration compactness
principle where the usual compactness case is divided into two sub-possibilities: compactness
and run-away sequences. Such a version is provided in the context of graphs in [1, Lemma
3.3] and can be adapted mutatis mutandis to the strip. The statement is the following.
Lemma 4.3. Let m > 0 and (un) ⊂ H1(SL) be such that:

∥un∥2
L2(SL) = m, sup

n
∥∇un∥L2(SL) < ∞.

Let
(47) µ = lim

R→∞
lim inf

n→∞
sup
z∈SL

∫
B(z,R)

|un|2dx ∈ [0,m]

where B(z, R) = {z′ ∈ SL : |z′ − z| < R}. Then there exists a subsequence (unk
) such that:
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(i) (Compactness) If µ = m then one of the following occurs:
(i1) (Convergence) There exists a function u ∈ E such that unk

→ u in Lp as k → ∞ for all
2 ≤ p < ∞.

(i2) (Runaway) ∀R > 0 and 2 ≤ p,
∥unk

∥Lp(B(0,R)) → 0.
(ii) (Vanishing) If µ = 0, then unk

→ 0 in Lp as k → ∞ for all 2 < p < ∞.
(iii) (Dichotomy) If 0 < µ < m, then there exist two sequences {Vk}k∈N and {Wk}k∈N such that

suppVk ∩ suppWk = ∅,

∥Vk∥H1(SL) + ∥Wk∥H1(SL) ≤ c∥unk
∥H1(SL),

lim
k→∞

∥Vk∥2
L2(SL) = µ, lim

k→∞
∥Wk∥2

L2(SL) = m− µ,

lim inf
k→∞

(
∥∇Ψnk

∥2
L2(SL) − ∥∇Vk∥2

L2(SL) − ∥∇Wk∥2
L2(SL)

)
≥ 0,

lim
k→∞

(
∥unk

∥p
Lp(SL) − ∥Vk∥p

Lp(SL) − ∥Wk∥p
Lp(SL)

)
= 0, 2 ≤ p < ∞.

Proof of Theorem 1.2. Let (un) ⊂ H1(SL) be a minimizing sequence for em,γ. Since em,γ < 0,
we have Eγ(un) ≤ 0 for n large enough. Thus, using E(un) ≤ 0, Gagliardo-Nirenberg
inequality, the trace estimate (11) and Young inequality, we have

∥∇un∥2
L2(SL) ≲ ∥un∥p+1

Lp+1(SL) +
∫ 1

0
|un(0, y)|2dy

≲ ∥un∥2
L2(SL)∥∇un∥p−1

L2(SL) +
∫ L

0

∫
|un||∇un|dxdy

≲ ∥∇un∥p−1
L2(SL) + ε∥∇un∥2

L2(SL) + 1
ε

∥un∥2
L2(SL)

for any ε > 0. Since p − 1 < 2, choosing ϵ small enough we can prove that (∥un∥H1(SL)) is
bounded. Thus, up to a subsequence, there exists u ∈ H1(SL) such that un ⇀ u in H1(SL).

We employ the concentration-compactness theorem to show that un → u ̸= 0 strongly in
H1(SL). Let µ be defined as in (47). We show that µ = m.

Step 1: We have
(48) lim inf

n→∞
∥un∥Lp+1(SL) > 0.

Indeed, assume the opposite. Then, by weak lower semicontinuity, we obtain ∥u∥Lp+1(SL) ≤
lim infn→∞ ∥un∥Lp+1(SL) = 0 and consequently un ⇀ 0 in H1(SL). By Lemma 2.1, we obtain

γ
∫ L

0
|un(0, 1)|2dy → 0.

By Lemma 4.1 we have em,γ < 0 which implies

0 > lim
n→∞

Eγ(un) > − 1
p+ 1 lim

n→∞
∥un∥p+1

Lp+1(SL),

which is a contradiction.
Step 2: By contradiction, assume that µ = 0. Then there exists a subsequence (unk

) such
that unk

→ 0 in Lp+1(SL) (see e.g. [10, Proposition 1.7.6]). This contradicts (48) and we get
µ > 0.
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Step 3: For any µ ∈ (0,m), we have

(49) eµ,γ

µ
>
em,γ

m
.

Let (vn) be a minimizing sequence for eµ,γ. Then we have

em,γ ≤ Eγ

(√
m

√
µ
vn

)
= m

µ
Eγ(vn) + m

µ(p+ 1)

1 −
(√

m
√
µ

)p−1
 ∥vn∥p+1

Lp+1(SL).

Taking the limit, we obtain

em,γ ≤ m

µ
eµ,γ + m

µ(p+ 1)

1 −
(√

m
√
µ

)p−1
 lim inf

n
∥vn∥p+1

Lp+1(SL).

Exploiting the equivalent of (48) for (vn), we obtain (49).
Step 4: Suppose 0 < µ < m and let θ = ∥u∥2

L2 ∈ [0, µ]. We notice that θ = 0 is ruled out
in the next step as it will yield un ⇀ 0 in L2(SL). Then by the Brezis-Lieb inequality and
Lemma 2.1 we get

∥un − u∥2
L2(SL) = ∥un∥2

L2(SL) − ∥u∥2
L2(SL) + o(1) = m− θ + o(1),

Eγ(un) = Eγ(un − u) + Eγ(u) + o(1) ≥ em−θ+o(1),γ + eθ,γ + o(1).(50)

By Lemma 4.2 and (50), we get

em,γ ≥ em−θ,γ + eθ,γ.

After a scaling, and using property (49), we obtain

em,γ >
m− θ

m
em,γ + θ

m
em,γ = em,γ

which is absurd.
Step 5: It remains to rule out the run-away behavior, that is the case µ = m and such

that there exists a subsequence (unk
) such that∫

B(0,R)
|unk

|pdx → 0

for any p ∈ [2,∞) and any R > 0. By contradiction, suppose that this is the case. Then
unk

⇀ 0 in L2(SL). Indeed if unk
⇀ u ̸≡ 0, then

0 <
∫

B(0,R)
|u|2dx ≤ lim

n→∞

∣∣∣∣∣Re
∫

B(0,R)
unk

ūdx

∣∣∣∣∣ ≤ lim
n→∞

(∫
B(0,R)

|unk
|2
)1/2

∥u∥L2(SL) → 0

for any R > 0, which is absurd.
We show that unk

⇀ 0 in H1(SL) leads to a contradiction. Indeed, since

Eγ(unk
) = E0(unk

) + γ

2

∫ L

0
|unk

(0, y)|2dy

then, by Lemma 2.1, we obtain that

em,γ = lim
k→∞

Eγ(unk
) = lim

k→∞
E0(unk

) ≥ E0(ψm)
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where ψm is the ground state for the minimizing problem em,0, centered in x = 0. The
existence of ψm can be shown following the same arguments as in [33, Appendix]. We reach
a contradiction since

em,γ ≤ Eγ(ψm) < E0(ψm).
Thus, we obtain µ = m, un → u in L2(SL) and, by interpolation, un → u in Lp+1(SL).
Moreover

γ
∫ L

0
|un(0, y)|2dy → γ

∫ L

0
|u(0, y)|2 dy

by Lemma 2.1. Since
∥∇u∥2

L2(SL) ≤ lim inf
n→∞

∥∇un∥2
L2(SL),

the definition of em,γ implies that un → u in H1(SL). This proves the existence of a minimizer
for (7). Replacing u by |u|, we still have a minimizer, hence we can assume without loss of
generality that u ≥ 0. The existence of ω(m) follows from a classical Lagrange multiplier
argument. □

4.2. Energy minimizers in the repulsive case. In the case γ > 0, the energy minimizers
with fixed mass in the whole space H1(SL) do not exist, as shown in the following lemma.

Lemma 4.4. For any m > 0 and γ > 0, problem (7) does not admit a minimizer.

Proof. Suppose, by contradiction, that a minimizer ψm,γ ≥ 0 for em,γ with γ > 0 exists. As a
minimizer, this profile satisfies the elliptic equation (1) and thus enjoys the properties shown
in Appendix A. Moreover, ψm,γ(0, y) = 0 for almost every y as∫ L

0
|ψm,γ(0, y)|2 = 0.

Indeed, by contradiction, suppose that this is not true. Then there exists T > 0 such that
for any τ > T

Eγ(ψm,γ(.− τ, .)) < Eγ(ψm,γ)
by the exponential decay in x. This contradicts the definition of ψm,γ.

We can create a family of minimizers in the following way: for any t > 0, we define

ψm,γ,t(x, y) =


0 x ∈ [−t, t]
ψm,γ(x− t, y) x ≥ t

ψm,γ(x+ t, y) x ≤ −t.

Then for any t > 0, ψm,γ,t(x, y) ∈ C(SL) ∩H1((SL), ψm,γ,t(x, y) ≥ 0 and it is a minimizer for
em,γ. In particular, ψm,γ,t(x, y) also satisfies (1). This implies that ψm,γ,t(x, y) > 0 for any
x ̸= 0, y ̸∈ {0, L} by Harnack’s inequality, which is a contradiction. □

It would therefore be natural to search for a minimizer of the problem restricted to sym-
metric functions esym

m,γ defined in (10). As we have seen for action minimizers in Section 3.2,
the lack of explicit expressions for the candidate minimizers renders the analysis delicate,
and restrictions on the parameters γ or L had to be made. Similar restrictions are needed for
energy minimization. We do not provide a fully rigorous result but just give a few comments
on what is expected.

Using equation (49) we give some idea on the restriction on γ in terms of m. In the
symmetric case, the run-away on one side cannot happen, and on both sides, the best option
for energy minimization is to escape as two ground states for the problem e0,m/2. We denote
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by ψm/2 a minimizer of e0,m/2. Thus one ground state should exist if there exists a symmetric
test function ϕm ∈ H1(SL) with mass m and

Eγ(ϕm) < 2E0(ψm/2).
Such a function exists for any m > 0 when γ > 0 is small enough. Indeed (49) yields

E0(ψm) < 2E0(ψm/2).
For γ > 0 small enough, we have

γ
∫ L

0
|ψm(0, y)|2dy < 2E0(ψm/2) − E0(ψm),

and therefore ψm verifies
Eγ(ψm) < 2E0(ψm/2),

which gives us the desired test function.

5. The shrinkage limit

In this section, we show that the normalized energy ground states in the attractive case
do not depend on the transverse variable y ∈ [0, L] when the amplitude L is small enough.

We start by rescaling the problem in such a way that we work on a fixed-length strip. For
any fixed length L > 0 and ψ ∈ H1(SL), define u ∈ H1(S) by ψ(x, y) = u(x, y/L). Then we
have

Eγ(ψ) = L
∫ 1

0

∫
R

(
1
2 |∂xu|2 + 1

2L2 |∂yu|2 − 1
p+ 1 |u|p+1

)
dxdy + γL

2

∫ 1

0
|u(0, y)|2dy,

∥ψ∥2
L2(SL) = L∥u∥2

L2(S).

For u ∈ H1(S), we introduce the notation

ẼL,γ(u) =
∫ 1

0

∫
R

(
1
2 |∂xu|2 + 1

2L2 |∂yu|2 − 1
p+ 1 |u|p+1

)
dxdy + γ

2

∫ 1

0
|u(0, y)|2dy.

For any m > 0 the minimizing problem em,γ defined in (7) on the strip SL of length L is
equivalent on the normalized strip S to

inf
{
ẼL,γ(u) : u ∈ H1(S), ∥u∥2

L2(S) = m

L

}
.

The existence of non-negative minimizers to this second problem can be deduced from the
same arguments as in Theorem 1.2. For the sake of simplicity, we normalize m

L
to 1 by

choosing m = L and we consider the normalized problem
(51) ẽ1,γ(L) = inf{ẼL,γ(u) : u ∈ H1(S), ∥u∥2

L2(S) = 1}.
Our scope is to first show that the non-negative minimizers of the problem (51) are given

by functions that do not depend on the transverse variable y ∈ [0, 1] for L > 0 small enough.
We will also identify precisely the minimizers as being the one-dimensional ground state
extended to the strip S.

First, we show that, as the length approaches zero, the energy levels of the minimizers of
ẽ1,γ(L) approach those of the one-dimensional normalized ground state. To this end, recall
that we denote by e1D

1,γ the energy of the normalized one-dimensional energy ground state
(see (20)). As stated in Section 2.2, there exists a unique real-valued and positive profile
minimizing e1D

1,γ. It is given by the profile ϕω̃,γ defined in formula (14) with ω̃ = ω̃(γ) that
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can be explicitly computed using formulas (21) and (22). We extend this profile to the strip
in the following way. We define ϕ̃ω̃,γ(x, y) = ϕω̃,γ(x) for (x, y) ∈ S. By construction, we have
(52) ẼL(ϕ̃ω̃,γ) = E1D

γ (ϕω̃,γ), ∥ϕ̃ω̃,γ∥2
L2(S) = 1.

Moreover, by Theorem 1.2, for any L > 0, there exists a real-valued and non-negative
minimizer of the problem (51) which we denote by uL, i.e.

uL ∈ H1(S), ẼL,γ(uL) = ẽ1,γ(L), ∥uL∥L2(S) = 1.
In the next lemma, we show that ẽ1,γ(L) → e1D

1,γ as L → 0.

Lemma 5.1. For any γ < 0 and 1 < p < 3, we have
(53) lim

L→0
ẽ1,γ(L) = e1D

1,γ.

Moreover, the positive minimizers uL of ẽ1,γ(L) verify

(54) lim
L→0

1
L2 ∥∂yuL∥2

L2(S) = 0.

Proof. On one hand, from (52), we obtain the upper bound
(55) ẽ1,γ(L) ≤ ẼL,γ(ϕ̃ω̃,γ) = e1D

1,γ.

Since uL minimizes ẽ1,γ(L), by (55), the Gagliardo-Nirenberg inequality and the Trace in-
equality (11) we obtain

∥∂xuL∥2
L2(S) + 1

L2 ∥∂yuL∥2
L2(S) ≤ 2e1D

1,γ + 2
p+ 1∥uL∥p+1

Lp+1(S) − γ
∫ 1

0
|uL(0, y)|2dy

≤ 2e1D
1,γ + 2C

p+ 1∥uL∥2
L2(S)∥∇uL∥p−1

L2(S) + γC∥uL∥L2(S)∥∇uL∥L2(S).

Since ∥uL∥L2(S) = 1, by Young inequality, we arrive to

∥∂xuL∥2
L2(S) + 1

L2 ∥∂yuL∥2
L2(S) ≤ C + 1

ε
+ Cε∥∇uL∥2

L2(S)

for some ε > 0. Choosing ε so that Cε ≤ min
(
1, 1

L2

)
we obtain that there exists C > 0 such

that

(56) sup
L∈[0,∞)

1
L2 ∥∂yuL∥2

L2(S) ≤ C.

On the other hand, we observe that for any L > 0 we have

ẽ1,γ(L) ≥
∫ 1

0
E1D

γ (uL(y)) dy,
∫ 1

0
M1D(uL(y))dy = 1,(57)

where E1D
γ and M1D are the one-dimensional energy and mass, defined respectively in (17)

and (18). We define mL(y) = M1D(uL(y)) ∈ L1(0, 1). We denote by ϕωL(y),γ the one-
dimensional soliton defined in (14) with ωL(y) adjusted so that it satisfies∫

R
|ϕωL(y),γ(x)|2dx = mL(y).

Notice that ωL(y) depends only on mL(y) and γ by formula (21). Then, by Proposition 2.3
we have

(58)
∫ 1

0
E1D

γ (uL(y)) dy ≥
∫ 1

0
E1D

γ (ϕωL(y),γ)dy.
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Exploiting equation (26) we obtain

(59) ẽ1,γ(L) ≥
∫ 1

0
m

p+3
5−p

L (y)k1(mL(y)) +m
4

5−p

L (y)k2(mL(y)) dy,

where k1, k2 ∈ L∞([0, 1]) are given by

k1(mL(y)) = − 5 − p

(p+ 3)Q(ωL(y), γ) ,(60)

k2(mL(y)) = γ(p+ 1)3

4(p+ 3)Q(ωL(y), γ)
2

p−1
sech

2
p−1

tanh−1

 γ

2
√
ωL(y)

(61)

and Q(ωL(y), γ) is defined in (22). Since ∥uL∥L2(S) = 1, we have

(62)
∫ 1

0
mL(y) dy = 1.

On the other hand, we also have

(63)
∫ 1

0

∣∣∣∣∣ ddymL(y)
∣∣∣∣∣ dy ≤ 1

2

∫ 1

0

∫
R

|uL||∂yuL| dx dy ≲ ∥uL∥L2(S)∥∂yuL∥L2(S) → 0

as L → 0 from (56). Thus, by the Rellich compactness theorem, we have

(64) lim
L→0

∫ 1

0
|mL(y) − 1|qdy → 0,

that is mL → 1 in Lq(0, 1) for any q ∈ [1,∞) as L → ∞. Now, from (59), (60), (61) and
(64) we obtain that

lim
L→0

ẽ1,γ(L) ≥ lim
L→0

∫ 1

0
m

p+3
5−p

L (y)k1(mL(y)) +m
4

5−p

L (y)k2(mL(y)) dy

=
∫ 1

0
E1D

γ (ϕ̃ω̃,γ(y)) dy = e1D
1,γ.

Combined with (55), this proves (53). Finally, we prove (54). We observe that

ẽ1,γ(L) =
∫ 1

0
E1D

γ (uL) dy + 1
2L2 ∥∂yuL∥2

L2(S) ≥
∫ 1

0
E1D

γ (ϕmL(y),γ)dy + 1
2L2 ∥∂yuL∥2

L2(S).

Thus
lim
L→0

1
L2 ∥∂yuL∥2

L2(S) ≤ 2 lim
L→0

ẽ1,γ(L) − 2 lim
L→0

∫ 1

0
Eγ

1D(ϕmL(y),γ)dy = 0.

This finishes the proof. □

From now on, we take a sequence (Ln), Ln → 0+ and a corresponding sequence of positive
minimizers (un) = (uLn).

In the next lemma, we show that up to a subsequence, the minimizers of the normalized
problem on the strip S converge strongly in H1(S) to the transversely extended soliton ϕ̃ω̃,γ.

Lemma 5.2. Let γ < 0. There exist a subsequence of (un), still denoted by (un), such that

(65) lim
n→∞

∥un − ϕ̃ω̃,γ∥H1(S) = 0.
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Proof. For any n, un = uLn is a positive minimizer of (51) and as such it satisfies the elliptic
equation

(66) −∂xxun − 1
L2

n

∂yyun + ωnun + γδ0(x)un − up
n = 0,

for some Lagrange multiplier ωn >
γ2

4 . From the definition and (55) it follows that (un) is
bounded in H1(S). Therefore, there exists a subsequence, still denoted by (un) and there
exists u ∈ H1(S) such that un ⇀ u in H1(S). We observe that u ≥ 0 and that u is
independent of the transverse variable y from (54). From (53) we get ELn(un) → e1D

1,γ < 0,
it follows that
(67) lim inf

n→∞
∥un∥p+1

Lp+1(S) > 0.

As in the proof of Theorem 1.2, this implies that the sequence (un) does not vanish and
∥u∥L2(S) > 0.

By the Pohozaev identities, we obtain

(68)
∥∂xun∥2

L2(S) + 1
L2

n

∥∂yun∥2
L2(S) + ωn − ∥u∥p+1

Lp+1(S) + γ
∫ 1

0
|un(0, y)|2dy = 0,

∥∂xun∥2
L2(S) − 1

L2
n

∥∂yun∥2
L2(S) − ωn + 2

p+ 1∥u∥p+1
Lp+1(S) = 0,

which implies after a rearrangement that

(69) ωn = −2(p+ 3)
5 − p

ẼL,γ(un) + p− 1
5 − p

γ
∫ 1

0
|un(0, y)|2dy − 4

5 − p

1
L2

n

∥∂yun∥2
L2(S).

In particular, by Lemma 2.1, (53) and (54) we obtain

(70) ωn → −2(p+ 3)
5 − p

e1D
1,γ + p− 1

5 − p
γ|u(0)|2 =: ω∞.

By combining (70), (54) and passing to the limit in the distributional sense in (66), we see
that u ∈ H1(S) satisfies for any y ∈ [0, 1]
(71) −∂xxu+ ω∞u+ γδ0u− |u|p−1u = 0, u(x) ≥ 0, u ̸≡ 0.
By the uniqueness of positive solutions to (71) we can conclude that u(x, y) = ϕω∞,γ(x),
where ϕω∞,γ is the one-dimensional ground state defined in (14). From (24) we get
(72) (5 − p)ω∞∥ϕω∞,γ∥2

L2(S) = −2(p+ 3)E1D
γ (ϕω∞,γ) − (p− 1)γ|ϕω∞,γ(0)|2.

We recall that e1D
1,γ = E1D(ϕω̃,γ). Combining (70) and (72), we obtain

(5 − p)ω∞(1 − ∥ϕω∞,γ∥2
L2(S)) + 2(p+ 3)(E1D

γ (ϕω̃,γ) − E1D
γ (ϕω∞,γ)) = 0.

Exploiting (23), we get
(5 − p)(ω∞ − ω̃) + (p− 1)γ(|ϕω̃,γ(0)|2 − |ϕω∞,γ(0)|2) = 0.

By (25), it follows that

(73) (5 − p)(ω∞ − ω̃) + (p− 1)γ
(
p+ 1

2

) 2
p−1

(ω̃ − γ2

4

) 2
p−1

−
(
ω∞ − γ2

4

) 2
p−1
 = 0.

Since γ < 0, (73) implies that ω∞ = ω̃.
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Thus we have obtained that un ⇀ ϕω̃,γ in H1(S), un → ϕω̃,γ in L2(S) and ωn → ω̃. Finally,
from (68) and (24) we have
p− 1
p+ 1∥∂xun∥2

L2(S) = 2E2D
γ (un) + 2

p+ 1∥un∥2
L2(S) − p− 1

p+ 1

(
1
L2

n

∥un∥2
L2(S) + γ

∫ 1

0
|un(0, y)|2 dy

)

→ 2E1D
γ (ϕω̃,γ) + 2

p+ 1∥ϕ̃ω̃,γ∥2
L2(S) − p− 1

p+ 1γ|ϕ̃ω̃,γ(0, y)|2 = p− 1
p+ 1∥∂xϕ̃ω̃,γ∥2

L2(S)

as n → ∞. Thus we obtain (65). □

We now show that, for n large enough, un does not depend on the transverse variable y.
Lemma 5.3. Let γ < 0. There exist a subsequence of (un), still denoted by (un), and N∗ ∈ N
such that for any n ≥ N∗ un does not depend on the transverse variable y.
Proof. For any n > 0, un is C2 on the strip, except when x = 0, the traces un(·, 0) and
un(·, 1) are C1, and ∂yun(·, 0) = ∂yun(·, 1) = 0 (see Appendix A for a precise statement and
proof).

First, we notice the following

⟨δ0(x)un,−∂yyun⟩ = −
∫ 1

0
un(0, y)∂yyun(0, y)dy =

∫ 1

0
|∂yun(0, y)|2dy

+ un(0, 0)∂yun(0, 0) − un(0, 1)∂yun(0, 1).
By regularity of un we obtain that un(0, 0)∂yun(0, 0)−un(0, 1)∂yun(0, 1) = 0. Let wn = ∂yun.
Taking the duality product of (66) with −∂yyun, we see that

(74)

0 =
(

1
L2

n

− 1
)

∥∂ywn∥2
L2(S) +

(
ωn∥wn∥2

L2(S) + ∥∇wn∥2
L2(S) + γ

∫ 1

0
|wn(0, y)|2dy

)

− p
∫ 1

0

∫
R

|ϕ̃ω̃,γ|p−1|∂yun|2 dx dy

− p
∫ 1

0

∫
R
(|un|p−1 − |ϕ̃ω̃,γ|p−1)|∂yun|2 dx dy.

Notice that the terms in the above equation are well-defined because of the regularity of un.
We now show that un does not depend on y for n large enough. For the first line on the
right-hand side of (74), we notice that, due to (32) and ωn > γ2/4 for Proposition 3.6, we
obtain

ωn∥wn∥2
L2(S) + ∥∇wn∥2

L2(S) + γ
∫ 1

0
|wn(0, y)|2dy ≥ C∥wn∥2

L2(S)

for some C > 0. For the second line, we get

−p
∫ 1

0

∫
R

|ϕ̃ω̃,γ|p−1|∂yun|2 dx dy ≥ −p∥ϕ̃ω̃,γ∥p−1
L∞(R)∥wn∥2

L2(S).

Since ∂yun = 0 on the boundaries of the strip, by Poincaré inequality we have ∥wn∥L2(S) ≲
∥∂ywn∥L2(S) and the first two lines in (74) are eventually positive.

Finally, the third line in (74) converges to zero as we have∫ 1

0

∫
R
(|un|p−1 − |ϕ̃ω̃,γ|p−1)|∂yun|2 dx dy

≤ ∥un − ϕω̃,γ∥Lp+1(S)(∥un∥p−2
Lp+1(S) + ∥ϕω̃,γ∥p−2

Lp+1(S))∥∂yun∥2
Lp+1(S)

≲ ∥un − ϕω̃,γ∥Lp+1(S)∥∂yun∥2
H1(S)
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when p ≥ 2 or∫ 1

0

∫
R
(|un|p−1 − |ϕ̃ω̃,γ|p−1)|∂yun|2 dx dy ≤ ∥un − ϕω̃,γ∥p−1

Lp+1(S)∥∂yun∥2
Lp+1(S)

≲ ∥un − ϕω̃,γ∥p−1
Lp+1(S)∥∂yun∥2

H1(S)

for p < 2. In particular, the sum between the second and the third line is positive for n large
enough, due to the convergence un → ϕω̃,γ in H1(S). Therefore, we have wn = ∂yun = 0 for
n large enough which concludes the proof. □

We will now prove the main results of this section.
Proof of Theorem 1.4. We first consider the normalized problem (51). We define

L∗ = sup {L > 0 : uL′ is independent of y for any L′ ∈ [0, L]} .
Then L∗ > 0. Indeed, by contradiction, suppose that L∗ = 0. Then there exists (Ln) ⊂ R+,
Ln → 0+ such that uLn depends on y in a nontrivial way for every n ∈ N. This contradicts
Lemma 5.3. We then consider the problem with generic mass constraint, defined by
(75) ẽm,γ(L) = inf{ẼL(u) : u ∈ H1(S), ∥u∥2

L2(S) = m}.

Denote uL,m non-negative minimizers to (75), ϕ̃m(x, y) = ϕωm,γ(x) the extended one-dimensional
soliton (where ϕωm,γ is defined in (14) where ωm is chosen so that

∫
R |ϕωm,γ(x)|2dx = m). By

replicating the same arguments as when m = 1, we obtain that ∥uL,m − ϕ̃m∥H1(S) → 0 (up
to subsequences) and there exists L∗(m) > 0 such that for 0 < L < L∗(m), ∥∂yuL,m∥L2 = 0.

Finally, we come back to the original problem. Let m̃ > 0 and L > 0. Observe that the
minimization problem em̃L,γ (defined in (7)) verifies

em̃L,γ = Lẽm̃,γ(L).
The minimizers uL,m̃ of ẽm̃,γ can be rescaled to obtain minimizers of em̃L,γ by defining
ψL(x, Ly) = uL,m̃(x, y). Therefore, if L < L∗, there exists ψL : R → R such that for
any (x, y) ∈ SL we have ψ̃L(x, y) = ψL(x) and∫ L

0

∫
R

|ψ̃L(x, y)|2dxdy = L
∫
R

|ψL(x)|2dx = m̃L.

In particular, the one-dimensional function ψL satisfies the stationary equation (12), is pos-
itive and ∫

R
|ψL(x)|2dx = m̃.

Thus, by uniqueness of positive solutions, we have ψL(x) = ϕωm̃,γ(x). □

We will now prove that for large L the minimizers of the energy at fixed mass are necessarily
2-d. Let L∗∗ be defined by

L∗∗ = inf{L > 0 : ∀L′ ∈ (0, L), ∃uL′ such that ∂yuL′ ̸= 0},
where uL′ denote any minimizer of (51). We show the following.
Proposition 5.4. For any γ ∈ R, and any m > 0, we have

(L∗∗)2 ≤ (p+ 1)m
2

(∫
R

|ϕωm,γ|p+1(x)dx
)−1

×

× inf
{ ∫ 1

0 |∂yf(y)|2dy∫ 1
0 |f(y)|p+1dy − 1

: f ∈ H1(0, 1) \ {1},
∫ 1

0
|f(y)|2dy = 1

}
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where ϕωm,γ is the 1-d soliton defined in (14) such that ∥ϕωm,γ∥2
L2(R) = m.

Proof. Define ψ(x, y) = ϕωm,γ(x)f(y) for some f ∈ H1(0, 1), f ̸≡ 1 such that

(76)
∫ 1

0
f 2(y)dy = 1,

so that ∫ 1

0

∫
R

|ψ(x, y)|2dxdy =
∫
R
ϕ2

ωm,γ(x)dx = m.

Notice that

(77) 2EL,γ(ψ) = 1
L2

∫ 1

0
|∂yf |2dy

∫
R

|ϕωm,γ(x)|2dx+ 2E1D
γ (ϕωm,γ)

∫
R

|f(y)|2dy

− 2
p+ 1

∫
R

|ϕωm,γ|p+1dx
(∫

R
|f(y)|p+1 − |f(y)|2dy

)
.

Let Lm(f) > 0 be such that ELm(f)(ψ) = E1D
γ (ϕωm,γ). From (76) and (77), we have the

expression

L2
m(f) = m(p+ 1)

2

(∫
R

|ϕωm,γ|p+1dx
)−1

( ∫ 1
0 |∂yf |2dy∫

R |f(y)|p+1dy − 1

)
.

Moreover, if L > Lm(f) (resp. <), then EL(ψ) < E1D
γ (ϕωm,γ) (resp. >). The result follows

by minimizing over every admissible f . Indeed L∗∗ ≤ inff Lm(f) as the Neumann boundary
conditions and the positivity of f follows from the minimization. □

We may give a more precise estimate in a particular case. As the test function, we consider

f(y) =
√

2| cos(2πy)|.
Then ∫ 1

0 |f ′|2dy∫
R |f(y)|p+1dy − 1 = 4π3

2 p−1
2
∫ 2π

0 | cos(x)|p+1dx− π

For the cubic case p = 3, this leads to

L∗∗ ≤ 16π2m
(∫

R
|ϕωm,γ|p+1(x)dx

)−1
.

Proof of Theorem 1.5. The theorem is a direct corollary of Proposition 5.4. □

Appendix A. Qualitatives properties of minimizers and solutions on the
strip

In this section, we establish some properties of the solutions to equation (1) and of the
action and energy ground states.

We introduce the notation
(78) τ0v(x, y) = v(x, 0), τLv(x, y) = v(x, L),
for v ∈ C∞(SL). These are the projections on the boundaries of the strip Γ0 = S ∩ {(x, y) ∈
R2 : y = 0}, ΓL = S ∩ {(x, y) ∈ R2 : y = L}.

Proposition A.1. Let u ∈ H1(SL) be a solution to (1). Then u satisfies the following
properties.
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(1) u ∈ W 3,q(ṠL) for any q ∈ [2,∞) where

ṠL = SL ∩ {(x, y) ∈ R2 : x ̸= 0, y ̸∈ {0, L}}.

In particular, u ∈ C2(ṠL).
(2) We have τ0,Lu ∈ C1(Γ0,L). In particular ∂yu(0, 0) = ∂yu(0, L) = 0.
(3) There exists C > 0 such that

|u(x, y)| ≤ C exp
(
−

√
ω|x|

)
for any (x, y) ∈ SL.

In the case of ground states, we have the following (here, we simply refer to action ground
states and energy ground states as ground states, as the arguments employed work indiffer-
ently in both cases).

Proposition A.2. Let γ < 0. Then for the minimization problems (6) or (7) there exists
a ground state that is symmetric with respect to the lengthwise variable x, decreasing with
respect to x > 0, monotone in the transverse variable y, and strictly positive.

Proof of Proposition A.1, parts (1) and (2). For point (1), we use the standard bootstrap
argument for the elliptic problems. Let us first separate the domain in the following way.
We define S+ = S ∩ {(x, y) ∈ R2 : x ≥ 0}, and S− = S ∩ {(x, y) ∈ R2 : x ≤ 0}. We will
denote the corresponding interior parts as Ṡ±. Let us focus on the S+ for the moment. In
Ṡ+, u satisfies
(79) ∆u = |u|p−1u− ωu,

which means that the standard bootstrap argument (see for example in [10]) can be employed
to obtain more regularity. We will just give the idea. Suppose that u ∈ Lr(Ṡ+) for some r > p.
Then up ∈ Lq/p(Ṡ+) which implies that u ∈ W 2,q/p(Ṡ+) from (79). By Sobolev’s embedding
theorem, and repeating this argument recursively, we obtain that u ∈ W 2,q(Ṡ+) for any
q ∈ [2,∞). Then up ∈ W 1,q(Ṡ+) and we can bootstrap again to obtain that u ∈ W 3,q(Ṡ+)
for any q ∈ [2,∞). In particular u ∈ C2(Ṡ+). This proves (1).

Now we extend the added regularity to the boundary. For this, we need the Trace theorem
with a polygonal boundary, which can be found in [23, Theorem 1.5.2.3]. In particular, let
us define Γ+

1 = S+ ∩ {(x, y) ∈ R2 : x = 0}, Γ+
2 = S+ ∩ {(x, y) ∈ R2 : y = 0}, Γ+

3 =
S+ ∩ {(x, y) ∈ R2 : y = 1} which form a polygonal boundary of Ṡ+. Then we can define the
trace of un by pieces τ : un → (fi)i=1,2,3 where fj = τjun = un|Γj

. This map is such that
τ : W 1,p(Ṡ+) → ∏

W 1− 1
p

,p(Γ+
j ) with the continuity property

f1(0) = f2(0), f1(L) = f3(0)

as soon as 2 < p < ∞. Thus, in particular, we have that τun ∈ ∏
W 3− 1

p
,p(Γj) for any p,

and the point evaluation in the corners (0, 0) (0, L) are well defined by un(0, 0) = f2(0),
un(0, L) = f3(0), and indeed the function
(80) v = f11x∈Γ1 + f21x∈Γ2 + f31x∈Γ3

is at least C1
(
∪Γ+

j

)
. Finally, from the Neumann boundary conditions, we can conclude that

∂yun(0, 0) = ∂yun(0, L) = 0. Finally, the same argument works in S−. In this way, we obtain
(2). This concludes the proof. □
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To prove the exponential decay in x of solutions to (1), we construct the Green function
for the linear part of the equation, i.e. we find g(x, y, ξ, η) such that

(81)

−∂xxg − ∂yyg + γδ0(x)g + ωg = δ(x− ξ)δ(y − η),
∂yg(x, 0, ξ, η) = ∂yg(x, L, ξ, η) = 0.

Here, by δ(x − ξ), we denote the distribution on SL such that ⟨δ(x − ξ), ϕ⟩ =
∫ L

0 ϕ(ξ, y)dy,
with a similar definition for δ(y − η). In particular, we have δ0(x) = δ(x − 0). We assume
that ω > 0 if γ ≥ 0 and ω > γ2/4 if γ < 0.

Lemma A.3. The Green’s function for (81) is given by

g(x, y, ξ, η) =
∞∑

k=0
gk(x, ξ)θk(y)θk(η),

where the basis functions are defined by

(82)

λk =
(

2kπ
L

)2
, θk(y) =

√
2
L

cos
(

2kπ
L
y
)
, k ≥ 1,

λ0 = 0, θ0(y) =
√

1
L
, k = 0.

and the coefficients are given by

gk(x, ξ) = 1
2
√
λk + ω

(
− γ

γ + 2
√
λk + ω

e−
√

λk+ω(|x|+|ξ|) + e−
√

λk+ω|x−ξ|
)
.

Numerous methods exist for the construction of Green’s functions, see for example the
recent book [16]. Albeit the problem under consideration has a classical flavor, we have not
found a previous construction of a Green’s function in this particular case in the existing
literature, and we give one in what follows.
Proof. We first decompose in the transverse direction along a suitable basis. Consider the
operator T : D(T ) ⊂ L2(0, T ) → L2(0, T ) defined by

Tu = −∂yyu, D(T ) = {u ∈ H2(0, L) : ∂yu(0) = ∂yu(L) = 0}.
The operator T is a self-adjoint operator with compact resolvent. Its eigenvalues and corre-
sponding normalized eigenvectors are given for k ∈ N by (82). They form an orthonormal
basis of L2(0, L). We decompose δ(y − η) in this basis:

δ(y − η) =
∞∑

k=0
θk(y)θk(η).

This suggests searching for g in the form

(83) g(x, y, ξ, η) =
∞∑

k=0
gk(x, ξ)θk(y)θk(η),

for (gk(x, ξ))k∈N ∈ ℓ2(N). Inserting this decomposition in (81), we are lead to search for gk

such that
(84) −∂xxgk + λkgk + γδ(x)gk + ωgk = δ(x− ξ).
We construct solutions by treating each δ separately. Define g1

k and g2
k by

g1
k(x, ξ) = 1

2
√
λk + ω

e−
√

λk+ω|x|, g2
k(x, ξ) = 1

2
√
λk + ω

e−
√

λk+ω|x−ξ|.
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They verify
−∂xxg

1
k + λkg

1
k + ωg1

k = δ(x), −∂xxg
2
k + λkg

2
k + ωg2

k = δ(x− ξ).
Define gk by

gk = c1
kg

1
k + g2

k, c1
k = − γg2

k(0)
1 + γg1

k(0) ,

where c1
k has been constructed so as to have c1

k = −γgk(0). Note that the denominator in c1
k

is non-zero since we have assumed that ω > 0 and ω > γ2/4 when γ < 0. The function gk

verifies (84), and the function g defined in (83) is the Green’s function verifying (81). □

We now turn to exponential decay in x of solutions to (1).

Proof of Proposition A.1, part (3). Solutions to (1) satisfy the integral identity∫
SL

g(x, y, ξ, η)|u(ξ, η)|p−1u(ξ, η)dξdη = u(x, y).

The spatial (in x) decay rate in such integral identity is given by the lowest decay rate of
the two functions of the product. In the present case, as p > 1, the decay rate of u will be
the one of g, which verifies

|g(x)| ≤ C exp
(
−

√
ω|x|

)
as |x| → ∞. Hence solutions of (1) are exponentially decaying at |x| → ∞, with decay rate√
ω. □

We now establish the additional properties for ground states.

Proof of Proposition A.2. If u is a minimizer for sω,γ then Iω,γ(u) = 0 and |u| is also a
minimizer see Lemma 3.7. In the same way, if u is a minimizer for em,γ, then |u| is also a
minimizer. Thus let us suppose that u ≥ 0.

We can perform the Steiner symmetrization in x and monotone rearrangement in y. For
the first, we define

u∗(x, y) = sup{t : |{z : u(z, y) > t}| > |x|}
where |{z : u(z, y) > t}| denotes the Lebesgue measure of the set. Then u∗ is symmetric
with respect to x, has the maximum in x = 0 and ∂xu

∗ ≥ 0 for x > 0. It is well known,
(see e.g. [30], [9, Theorem 1] or [12, Theorem 2.1]) that ∥u∗∥Lp(SL) = ∥u∥Lp(SL) for any p ∈
[2,∞] while the Pólya-Szegő inequality is verified: ∥∇u∗∥L2(SL) ≤ ∥∇u∥L2(SL). In particular,
as u∗ is symmetric with respect to x and ∥u∗(., y)∥L∞(R) = u∗(0, y) and since γ ≤ 0, we
have E(u∗) ≤ E(u). For the monotone rearrangement in y, we may directly employ [5,
Theorem 2.8]. Applying both the rearrangements, we obtain a symmetric and decreasing in
x, monotone in y, and non-negative minimizer.

The next step is to show the positivity of such a minimizer. Let us denote it again by u.
Then by the Euler-Lagrange theory, u satisfies (1). In particular, for any point (x, y) with
x ̸= 0, y ̸∈ {0, L}, u satisfies the elliptic equation

∆u = |u|p−1u− ωu,

Thus, we directly obtain that u > 0 in this region by Harnack’s inequality for harmonic
functions. Moreover, by symmetrization in x, we have that for any y ∈ (0, L), u(0, y) =
sup{u(x, y), x ∈ R}. In particular, we get u(0, y) > 0 which concludes the proof. □
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