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COMMUNITY DETECTION FOR BINARY GRAPHICAL MODELS IN HIGH
DIMENSION

BY JULIEN CHEVALLIER1,a , GUILHERME OST2,b

1Univ. Grenoble Alpes, CNRS, Inria, Grenoble INP*, LJK, 38000 Grenoble, France,
ajulien.chevallier1@univ-grenoble-alpes.fr

2Institute of Mathematics, Federal University of Rio de Janeiro, bguilhermeost@im.ufrj.br

Let N components be partitioned into two communities, denoted P`

and P´, possibly of different sizes. Assume that they are connected via a
directed and weighted Erdös-Rényi random graph (DWER) with unknown
parameter p P p0,1q. The weights assigned to the existing connections are of
mean-field type, scaling as N´1. At each time unit, we observe the state of
each component: either it sends some signal to its successors (in the directed
graph) or remain silent otherwise. In this paper, we show that it is possible to
find the communities P` and P´ based only on the activity of the N com-
ponents observed over T time units. More specifically, we propose a simple
algorithm for which the probability of exact recovery converges to 1 as long
as pN{T 1{2

q logpNT q Ñ 0, as T and N diverge. Interestingly, this simple
algorithm does not required any prior knowledge on the other model param-
eters (e.g. the edge probability p). The key step in our analysis is to derive
an asymptotic approximation of the one unit time-lagged covariance matrix
associated to the states of the N components, as N diverges. This asymptotic
approximation relies on the study of the behavior of the solutions of a matrix
equation of Stein type satisfied by the simultaneous (0-lagged) covariance
matrix associated to the states of the components. This study is challenging,
specially because the simultaneous covariance matrix is random since it de-
pends on underlying DWER random graph.

1. Introduction. In this paper, we consider a system of N interacting t0,1u-valued
chains X “ tXi,t, t P Z,1 ď i ď Nu that are coupled via a random matrix θ “ pθijq1ďi,jďN

of i.i.d entries distributed as Berppq with 0 ď p ď 1. Let Xt “ pX1,t, . . . ,XN,tq denote the
configuration of the system X at time t. The dynamics of the model is as follows. Condi-
tionally on θ, the system X evolves as a stationary Markov chain on the state space t0,1uN

in which the conditional distribution of Xt given that Xt´1 “ x is that of N independent
Berppθ,ipxqq random variables, i “ 1, . . . ,N , where

(1) pθ,ipxq “ µ ` p1 ´ λq

¨

˝

1

N

ÿ

jPP`

θijxj `
1

N

ÿ

jPP´

θijp1 ´ xjq

˛

‚, x “ px1, . . . , xN q.

The sets P` and P´ form a partition of rN s :“ t1, . . . ,Nu and the values 0 ă λ ă 1 and
0 ď µ ď λ are fixed. Neither the sets P` and P´ nor the values µ and λ depend on the
random environment θ.

In this model, the transition probabilities pi,θpxq defined in (1) are increasing with respect
to xj for j P P` and decreasing for j P P´, so that the components j P P` have an excitatory
role, whereas those belonging to P´ have an inhibitory role. In that respect, the sets P` and
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P´ partitioning the set of components rN s of the system X introduce a community structure
into the model: components in the same partition element have the same role. Hereafter, for
a P t´,`u, we denote rNa “ |Pa|{N the fraction of components of the system that belong to
the community Pa, and assume that there are values 0 ă r`, r´ ă 1 satisfying r` ` r´ “ 1
such that |rN` ´ r`| _ |rN´ ´ r´| ď KN´1 for some constant K . In particular, we do not
assume that the communities are balanced, i.e., the choice r` ‰ r´ is allowed.

Problem formulation. The goal of this paper is to address the following community detec-
tion problem. By observing a sample X1, . . . ,XT of the system X , can we find the commu-
nities P` and P´? We do not assume any prior knowledge on µ,λ, p, r`, r´ and θ.

1.1. Related literature. The model considered here was recently introduced in (Cheval-
lier, Löcherbach and Ost, 2024). In their main result, the authors show that it is possible to
estimate the connectivity parameter p from the sample X1, . . . ,XT of the system X with
rate N´1{2 ` N1{2{T ` plogpT q{T q1{2, as long as the asymptotic fraction of components in
each community (the values r` and r´) is known a priori. As a consequence, the proposed
estimator is shown to be consistent provided that N1{2{T Ñ 0. In this paper, we complement
these results, by showing that one can also find the communities defined by the sets P` and
P´. More specifically, we propose a simple algorithm for which we can show (see Corollary
2.5) that the probability of exact recovery converges to 1 as long as pN{T 1{2q logpNT q Ñ 0.
Interestingly, this simple algorithm does not require the knowledge of the asymptotic fraction
of components that belong to each community.

Community detection problems have been extensively investigated over the past decades.
A large part of the known results were established for the stochastic block model (SBM) - also
known as planted partition model - (Abbe, Bandeira and Hall, 2016; Mossel, Neeman and Sly,
2015, 2016) and its generalizations such as the degree-corrected SBM (Zhao, Levina and Zhu,
2012; Lei and Rinaldo, 2015) and mixed-membership SBM (Airoldi et al., 2008). We refer
the reader to (Abbe, 2018) for a recent review of the classical results in this framework. The
problem of detecting the communities in such stochastic block models is different from ours
for at least two reasons. First, for such models, one has access to the adjacency matrix with
a block structure in terms of the edge probabilities and uses a function of this matrix to find
the communities. In our framework, the adjacency matrix counterpart is the random matrix
AN defined in (3). This matrix is a normalized and signed version of the random matrix θ in
which all columns in P´ have a negative sign. Since the matrix AN depends on the matrix
θ that is not observed, one cannot use the matrix AN in our detection problem. Instead, we
can only use the information present in the sample X1, . . . ,XT which only gives us a skewed
view of AN (this is better justified in (4)). Second, given the community assignments, there is
no interaction between the components of those models: they behave independently of each
other. Here, on the contrary, the components of the model do interact and these interactions
are essentials for finding the communities.

More recently, the problem of community detection have been also addressed in the con-
text of graphical models (Berthet, Rigollet and Srivastava, 2019) and G-latent models (Bunea
et al., 2020). In both these papers, the observations are assumed to be i.i.d. copies of some
N -dimensional random vector Z . In (Berthet, Rigollet and Srivastava, 2019), the authors
suppose that the distribution of Z is that of an Ising model without external field in which the
interaction strength is βN´1 between sites of the same block and αN´1 otherwise, where the
real values α and β satisfy β ą α. In particular, the block structure in this model is imposed
directly on the interactions, similar to our model. In the framework of G-latent models con-
sidered in (Bunea et al., 2020), the community structure is imposed directly on the covariance
matrix of the random vector Z , unlike the model considered in (Berthet, Rigollet and Srivas-
tava, 2019) and ours. In the present paper, we go beyond the assumption that the observations
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are i.i.d by addressing the community detection problem for dependent variables. In this set-
ting, part of the literature has focused on dynamic SBM (Pensky and Zhang, 2019; Lin and
Lei, 2024; Matias and Miele, 2016) - a framework fundamentally different from ours - where
one observes sequences of adjacency matrices that slowly vary their community structures
over time and the goal is to estimate these time varying communities. Closer to our setting,
we are only aware of the works of (Peixoto, 2019) and (Hoffmann et al., 2020). Both papers
adopt a Bayesian approach for detecting communities from time series data. Their focus is on
discussing the properties of the proposed methods using synthetic and empirical data, rather
than developing theoretical guarantees leading to exact recovery. Establishing such results in
a similar context is the goal of our paper.

1.2. Our contribution. The key step in our analysis is to study the asymptotic behavior
of the one unit time-lagged covariance matrix Σp1q whose pi, jq-entries are defined as

(2) Σ
p1q

ij “ CovθpXi,1,Xj,0q, i, j P rN s,

where CovθpXi,1,Xj,0q denotes the covariance between the random variables Xi,1 and Xj,0,
conditionally on θ. Introducing the random matrix AN whose pi, jq-entries are given by

(3) AN
ij “

#

N´1θij , if j P P`

´N´1θij , if j P P´

, i, j P rN s,

we establish in Theorem 2.1 that there are explicitly known constants c1 ą 0 and c2 (both
depending on λ,p, and r`) such that for all entries pi, jq,

(4) Σ
p1q

ij “ c1A
N
ij ` c2N

´1 ` ϵNij ,

where the error terms ϵNij are shown to have the first moment uniformly bounded by
K

a

logpNq{N3 with K being some positive constant depending only on λ,p and r`. The
term c2N

´1 can be interpreted as a bias term present in all the entries of the matrix Σp1q. It is
worth mentioning that the sign of this bias term c2N

´1 is the same as the sign of the r` ´r´.
In particular, the bias is 0 if and only if the communities are balanced, i.e. r` “ r´ “ 1{2.

The matrix AN defined in (3) is a normalized and signed version of θ in which the entries
associated with columns in P´ have a negative sign. Hence, the columns of AN carry infor-
mation about the communities P` and P´. The approximation (4) suggests that the same is
true for the columns of the random matrix Σp1q for large values of N . This motivates us to
consider the vector σN defined by, for all j P rN s,

σN
j “

N
ÿ

i“1

Σ
p1q

ij .

These quantities are asymptotically of order one and allow us to recover the communities
P` and P´. Indeed, starting from (4) and using the fact that N´1

řN
i“1 θij Ñ p as N Ñ 8

(recall that the θij’s are i.i.d. Berppq), we get

(5) σN
j “

#

c1p ` c2 `
řN

i“1 ϵ
N
ij if j P P`,

´c1p ` c2 `
řN

i“1 ϵ
N
ij if j P P´.

Hence, if the aggregated errors
řN

i“1 ϵ
N
ij are small enough (in fact, we can show that their

first moment are uniformly bounded by K
a

logpNq{N using the a priori control of the error
terms), a value of σN

j close to c1p ` c2 (respectively ´c1p ` c2) indicates that j P P` (resp.
j P P´). Of course, one cannot use σN in practice, but there is a natural and convergent
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estimator of σN , denoted σ̂N and defined in (11). The proof of its convergence uses (Ost
and Reynaud-Bouret, 2020, Theorem 3). Using σ̂N , exact recovery is feasible with high
probability under the asymptotic regime of Corollary 2.5.

The asymptotic approximation (4) is achieved by first showing that the one unit time-
lagged covariance matrix Σp1q can be computed from the simultaneous (0-lagged) covariance
matrix Σp0q whose pi, jq-entries are defined as

(6) Σ
p0q

ij “ CovθpXi,0,Xj,0q, i, j P rN s.

Next, we show that simultaneous covariance matrix Σp0q satisfies some Stein matrix equation
(see Proposition 6.1). To conclude, we then study the asymptotic behavior of the solutions
of the matrix equation satisfied by Σp0q as N Ñ 8. This analysis is challenging, specially
because the matrix Σp0q depends on random matrix θ and, hence, it is itself a random matrix.
The analysis involves two main ingredients: identifying an "almost" eigenvector of the Kro-
necker product AN b AN , and a control over empirical means based on the matrix θ which
uses the maximal inequality (Boucheron, Lugosi and Massart, 2013, Theorem 2.5).

Part of our motivation comes from Neuroscience. Nowadays, the simultaneous activity of
large neuronal networks can be routinely recorded and understanding which structural prop-
erties of these networks can be inferred from the recordings is an important question. In sev-
eral cases, neuronal recordings have been modeled by discrete-time t0,1u-valued stochastic
chains that share some similarities with our model (see for example (Galves and Löcherbach,
2013; Duarte et al., 2019) and references therein). In these cases, the time interval in which
the neuronal network has been recorded is binned in small intervals and in each of these inter-
vals, and for each recorded neuron, we assign the symbol 1 if the neuron has fired an action
potential in that time interval and the symbol 0 otherwise. In this context, our results show
that in an idealized network of neurons in which the dynamics is described by our model,
one can discriminate exactly the excitatory neurons from the inhibitory ones using only the
recorded activity.

The paper is organized as follows. In the Section 2 below, we define our model rigorously
and introduce the minimal set of notation in order to state our main results. Section 3 intro-
duces more notation and results already used and proved in Chevallier, Löcherbach and Ost
(2024). Section 4 contains the main asymptotic approximations (especially Proposition 4.2)
used to prove our main results. Section 5 is devoted to the proofs of our main results. Section
6 is devoted to the proof of Proposition 4.2. In Section 7, we illustrate the performance of our
estimator through some simulations. Finally, Section 8 contains technical lemmas based on
the maximal inequality.

2. Model definition, notation and main results.

Model definition. We consider a system of N interacting chains X “ tXi,t, t P Z,1 ď i ď

Nu taking values in t0,1u denoting the presence or the absence of a signal at a given time.
This system evolves in a random environment which is given by the realization of a directed
Erdös-Rényi random graph via the selection of N2 i.i.d. random variables θij ,1 ď i, j ď N ,
distributed as a Bernoulli of parameter p wit 0 ď p ď 1. Conditionally on θ, the evolution of
the system X is that of a stationary Markov chain on the hypercube t0,1uN with transition
probabilities (which depend on θ) given as follows. Writing Xt “ pX1,t, . . . ,XN,tq and x, y P

t0,1uN , we have, for all t P Z,

(7) IPθpXt “ y|Xt´1 “ xq “

N
ź

i“1

ppθ,ipxqqyip1 ´ pθ,ipxqqp1´yiq,
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where pθ,ipxq “ IPθpXi,t “ 1|Xt´1 “ xq is defined in (1). The existence and uniqueness of
a stationary version of the Markov chain having transition probabilities as defined in (7) and
(1) is granted by Theorem 3.3 of (Chevallier, Löcherbach and Ost, 2024). Only the stationary
regime is considered throughout this paper.

Notation. Throughout the paper, we use the letters t, s to denote some time indices whereas
the letters i, j denote some spatial values, that is the index of the corresponding component.
For a vector v in RN , the notation v denotes the spatial mean v “ N´1

řN
i“1 vi. In agreement

with the left-hand side of (7), we write IPθ to denote the probability measure under which the
environment θ is kept fixed and the process X is distributed as the unique stationary version
of the Markov chain having transition probabilities as defined in (7) and (1). The expectation
taken with respect to IPθ is denoted by IEθ . The variance and covariance computed from IEθ

are denoted Varθ and Covθ respectively. Moreover, we write IP to denote the probability
measure under which the random environment θ “ pθijqi,jPrNs is distributed as a collection
of i.i.d. random variables with distribution Berppq and the conditional distribution of the
process X given θ is that of the process X under IPθ , i.e., the following identity holds IP pX P

¨|θq “ IPθpX P ¨q. Finally, we denote IE the expectation taken with respect to the probability
measure IP , and Var and Cov the variance and covariance, respectively, computed from IE.
The letter K denotes a constant that may change from line to line.

For any N -by-N matrix M , we shall denote ~M~p, with 1 ď p ď 8, the matrix norm
induced by the vector norm } ¨ }p, and ~M~max “ maxi,jPrNs |Mpi, jq|. Recall that, although
the matrix norm ~ ¨ ~max is not sub-multiplicative, it satisfies

(8) ~AB~max ď min t~A~8~B~max,~A~max~B~1u ,

for any N -by-N matrices A and B. We write IN and JN to denote, respectively, the identity
matrix and the matrix full of ones, both N -by-N .

Hereafter, for any subset V of rN s, we write 1V to indicate the N -dimensional vector
having value 1 in each coordinate belonging to V and value 0 in the remaining coordinates.
To alleviate the notation, we will simply write 1N instead of 1rNs, to indicate the vector full
of ones.

Main results. Let us denote

(9) m “ mpµ,λ, pq “
µ ` p1 ´ λqpr´

1 ´ pp1 ´ λqpr` ´ r´q
,

which was proved in Theorem 2.1 of (Chevallier, Löcherbach and Ost, 2024) to be the limit,
in probability, of the spatio-temporal mean pTNq´1

řN
i“1

řT
t“1Xi,t as mintT,Nu Ñ 8.

Recall the random matrices Σp1q and AN defined in (2) and (3) respectively. The matrix
Σp1q is the one unit time-lagged covariance matrix and AN is a normalized and signed version
of random matrix θ. Remark that Σp1q also depends on N but we chose to not highlight this
dependence in the notation. Moreover, note that this matrix is not symmetric. Our first main
result establishes a relation between the matrices AN and Σp1q.

THEOREM 2.1. There exists a positive constant K ą 0 depending only on λ,p and r`

such that the following inequality holds: for all N ě 2,

IE

„







Σp1q ´ p1 ´ λqmp1 ´ mq

ˆ

AN `
p1 ´ λq2p3pr` ´ r´q

1 ´ p2pr` ´ r´q2

JN
N

˙







max

ȷ

ď K

c

logpNq

N3
,

where the matrices Σp1q and AN are defined in (2) and (3) respectively, JN is the matrix full
of ones and the real value m is defined in (9).
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The proof of Theorem 2.1 is given in Section 5. For each j P rN s, let us denote

(10) σN
j “

N
ÿ

i“1

Σ
p1q

ij .

Write σN “ pσN
1 , . . . , σN

N q. The vector σN “ p1N q⊺Σp1q is obtained by summing over the
columns of the matrix Σp1q. Our second main result reads as follows.

THEOREM 2.2. There exists a constant K ą 0 depending only on λ,p and r` such that
we have for all N ě 2,

IE

„›

›

›

›

σN ´ p1 ´ λqpmp1 ´ mq

ˆ

p1 ´ λq2p2pr` ´ r´q

1 ´ p2pr` ´ r´q2
` 1P`

´ 1P´

˙›

›

›

›

8

ȷ

ď K

c

logpNq

N
,

where the vector σN is defined in (10) and the real value m is defined in (9).

REMARK 2.3. The constants K appearing in Theorems 2.1 and 2.2 diverge when λ Ñ 0
(the ergodicity of dynamics breaks) or λ Ñ 1 (the dependence between the components of
the model becomes very weak). In such regimes, the upper bounds provided by Theorems 2.1
and 2.2 deteriorate. For fixed values of λ (i.e. as functions of p and r` only), these constants
K remain bounded.

The proof of Theorem 2.2 is also given in Section 5. Denoting FN
ε “ t||σN ´ p1 ´

λqpmp1 ´ mq

´

p1´λq2p2pr`´r´q

1´p2pr`´r´q2
` 1P`

´ 1P´

¯

||8 ď εu for ε ą 0, it follows from Markov

inequality and Theorem 2.2 that IP pFN
ε q ě 1´Kε´1

a

logpNq{N . Moreover, writing i „ j
to indicate that the components i and j belong to the same community and i ȷ j otherwise,
one can easily check that on FN

ε , the two communities P` and P´ are well separated via σN

in the sense that

i „ j ñ |σN
i ´ σN

j | ď 2ε and i ȷ j ñ |σN
i ´ σN

j | ě 2p1 ´ λqpmp1 ´ mq ´ 2ε,

(see Figure 1 for a graphical representation). This implies that taking ε small enough, one
could use the vector σN to exactly recover the sets P` and P´, with high probability.

In practice, however, the vector σN cannot be used to that end because the matrix Σp1q

is not known. To circumvent this issue, one can try to find these sets by using the empirical
estimate of σN .

Let X1, . . . ,XT be a sample of a stationary Markov chain with transition probabilities
given by (7) and (1), associated with some realization θ of the random environment which
is not observed. Given this sample, one can then estimate the vector σN by the vector σ̂N “

pσ̂N
1 , . . . , σ̂N

N q defined as,

(11) σ̂N
j “

N
ÿ

i“1

«

1

T ´ 1

T
ÿ

t“2

Xi,tXj,t´1 ´
Zi,T

T

Zj,T

T

ff

, j P rN s,

where Zi,T “
řT

t“1Xi,t denotes the number of signals emitted by the i-th chain over the
discrete time interval t1, . . . , T u.

THEOREM 2.4. There exists a constant K ą 0 depending only on λ such that for all
N ě 2 and T ě K logpNq,

IE
“

||σ̂N ´ σN ||8
‰

ď K
N logpTNq

?
T

.



COMMUNITY DETECTION FOR BINARY GRAPHICAL MODELS 7

l l l l l l l l l l

FIG 1. Representation of the concentration of the values of σNj and σ̂Nj around σ` for all j P P` and σ´ for all

j P P´ under the event GN
ε X FN

ε . The exact expressions of σ` and σ´ appear in Theorem 2.2. The distance
between each ticks on the axis is equal to ε. The upper row correspond to the values of σ̂N and the lower row
correspond to the values of σN . The dashed lines connect σNj and σ̂Nj for each component j P rN s.

As the proof of Theorems 2.1 and 2.2, the proof of Theorem 2.4 is provided in Section 5.
For each ε ą 0, let us denote GN

ε “ t}σ̂N ´ σN}8 ď εu. Combining Markov inequality
with Theorems 2.2 and 2.4, it then follows that

IP pGN
ε X FN

ε q ě 1 ´ Kε´1
´

a

logpNq{N ` N logpTNq{
?
T

¯

.

Moreover, on GN
ε X FN

ε , we have that

i „ j ñ |σ̂N
i ´ σ̂N

j | ď 4ε and i ȷ j ñ |σ̂N
i ´ σ̂N

j | ě 2p1 ´ λqpmp1 ´ mq ´ 4ε,

(see Figure 1 for a graphical representation). With ε small enough, exact recovery is feasible
with the standard k-means algorithm for instance. Let us denote P̂N

´ and P̂N
` the two subsets

which are the output of k-means algorithm applied to σ̂N . Under the assumption that ε ă

p1 ´ λqmp1 ´ mqp{2, it is easy to check that the algorithm (with k “ 2) initialized with
the means m1 “ minj σ̂

N
j and m2 “ maxj σ̂

N
j returns the partition made of S1 “ P´ and

S2 “ P` at its first step. Furthermore, if ε ă p1 ´ λqmp1 ´ mqp{4, then this partition is
stable and so P̂N

´ “ P´ and P̂N
` “ P`.

Hence, in the asymptotic framework where T “ TN Ñ 8 and ε “ εN Ñ 0 as N Ñ 8, we
have the following corollary.

COROLLARY 2.5. Let σ̂N be the vector defined in (11). If as N Ñ 8,

ε´1
N

´

a

logpNqN´1 ` N logpNTN q{
a

TN

¯

Ñ 0,

then the assumption of Theorem 2.4 is eventually valid and in turn the probability of exact
recovery goes to 1:

lim
NÑ8

IP
´!

P̂N
` “ P`

)

X

!

P̂N
´ “ P´

)¯

“ 1,

where tP̂N
´ , P̂N

` u denotes the partition computed via the k-means algorithm applied to σ̂N .

3. Some matrix notation and previous results. The aim of this section is to intro-
duce some notation and results from (Chevallier, Löcherbach and Ost, 2024). Let LN,‚´ be
the vector of row-wise sums over the columns corresponding to P´ of the matrix AN , i.e.
LN,‚´ “ AN1P´

. Then, for all x P t0,1uN , the vector pθpxq “ ppθ,1pxq, . . . , pθ,N pxqq can be
written as,

(12) pθpxq “ µ1N ` p1 ´ λq
`

ANx ´ LN,‚´
˘

.
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Now, let us denote mN the (conditional) mean vector given by

(13) mN “ pmN
1 , . . . ,mN

N q “ IEθpX0q “ IEθrpθpX0qs,

where we used the stationarity of the process, and denote its spatial mean mN “ N´1
řN

i“1m
N
i .

With this notation, let us remark that Σp1q rewrites as

(14) Σp1q “ IEθ

“

pX1 ´ mN qpX0 ´ mN q⊺
‰

.

Taking expectation in both sides of Equation (12), one has

(15) mN “ µ1N ` p1 ´ λq
`

ANmN ´ LN,‚´
˘

,

which in particular gives that the centered version of pθpX0q is

(16) pθpX0q ´ mN “ p1 ´ λqAN pX0 ´ mN q.

Moreover, using the matrix QN “ pIN ´ p1 ´ λqAN q´1 and the notation for its row-wise
sums ℓN “ QN1N and ℓN,‚´ “ QN1P´

, one has the following expression of mN , see
(Chevallier, Löcherbach and Ost, 2024, Equation (13)),

(17) mN “ µℓN ` 1P´
´ ℓN,‚´.

Finally, let us mention that all coordinates of the vector of temporal means mN are expected
to converge to the asymptotic spatio-temporal mean m defined in (9). This statement is for-
malized in Equation (45).

4. Asymptotic approximations. Let us denote vN the variance vector given by

(18) vN “ pmN
1 p1 ´ mN

1 q, . . . ,mN
N p1 ´ mN

N qq.

According to the end of previous section, vN is expected to converge to mp1 ´ mq1N . This
is formalized in Equation (22) below.

Let us denote Σp0q “ IEθrpX0 ´ mN qpX0 ´ mN q⊺s the simultaneous covariance matrix
whose pi, jq-entry is

(19) Σ
p0q

ij “ CovθpXi,0,Xj,0q, i, j P rN s.

Remark that Σp0q depends on N but we chose to not highlight this dependence in the notation
even if we are interested in its asymptotic when N Ñ 8. By the way, the main objective of
this section is to provide an asymptotic approximation of the matrix Σp0q as N Ñ 8 (see
Proposition 4.2).

The reason to study the simultaneous covariance matrix is that it serves as a proxy to get
the asymptotics of the one unit time-lagged covariance matrix Σp1q. Indeed, we have the
following relation:

PROPOSITION 4.1. Σp1q “ p1 ´ λqANΣp0q.

PROOF. By conditioning with respect to F0 in Equation (14) and then using (16), one has

Σp1q “ IEθ

“

ppθpX0q ´ mN qpX0 ´ mN q⊺
‰

“ IEθ

“

p1 ´ λqAN pX0 ´ mN qpX0 ´ mN q⊺
‰

,

which ends the proof.

For a N -dimensional vector u “ pu1, . . . , uN q, we write diagpuq to denote the N -by-N di-
agonal matrix having value ui P R associated with its i-th diagonal entry, i.e. diagpuqii “ ui.
Let us denote aN “ 1N p1N q⊺ ´ IN the N -by-N matrix full of ones except on the diagonal.
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PROPOSITION 4.2. There exists a constant K ą 0 depending only on λ,p and r` such
that for all N ě 1,

IE

„







Σp0q ´

ˆ

diagpvN q `
p1 ´ λq2p2mp1 ´ mq

1 ´ p2pr` ´ r´q2

aN

N

˙







max

ȷ

ď K

c

logpNq

N3
.

The proof of Proposition 4.2 is interesting per se and is postponed to Section 6. It relies
on the fact that Σp0q satisfies some kind of “Stein matrix equation” (see Proposition 6.1). To
use this structure, we introduce the vectorization operator, the Kronecker product and their
useful properties in Section 6.

Finally, the last main ingredients to describe the asymptotics of Σp1q are the asymptotics
of the vector of row-wise and column-wise sums of AN , denoted by LN “ AN1N and CN “

p1N q⊺AN respectively, and the asymptotics of vN .

PROPOSITION 4.3. There exists a constant K ą 0 depending only on λ such that for all
N ě 1,

IE
“
›

›LN ´ ppr` ´ r´q1N
›

›

8

‰

ď K

c

logpNq

N
,(20)

IE
“›

›CN ´ pp1P`
´ 1P´

q
›

›

8

‰

ď K

c

logpNq

N
,(21)

IE
“›

›vN ´ mp1 ´ mq1N
›

›

8

‰

ď K

c

logpNq

N
.(22)

Proposition 4.3 is a particular case of Lemma 8.2 whose proof is given in Section 8.

5. Proof of main results. In this section, we prove our main results, namely, Theorems
2.1, 2.2 and 2.4. We start with the proof of Theorem 2.1.

PROOF OF THEOREM 2.1. First of all, remind that Σp1q “ p1´λqAΣp0q (see Proposition
4.1). By Proposition 4.2 and using (8) with the fact that ~AN~8 ď 1, we have,
(23)

IE

„








Σp1q ´ p1 ´ λqAN

ˆ

diagpvN q `
p1 ´ λq2p2mp1 ´ mq

1 ´ p2pr` ´ r´q2

aN

N

˙








max

ȷ

ď K

c

logpNq

N3
.

On the one hand, Equation (22) implies that

IE
“

diagpvN q ´ mp1 ´ mqIN




1

‰

ď K

c

logpNq

N
,

so that using (8) with the fact that ~AN~max ď 1{N , we get

(24) IE
“

~AN diagpvN q ´ mp1 ´ mqAN~max

‰

ď K

c

logpNq

N3
.

On the other hand, for all i, j P rN s, pANaN qij “
řn

k“1:k‰j A
N
ik “ LN

i ´ N´1θij . Hence,
Equation (20) implies that

(25) IE
“

~ANaN ´ ppr` ´ r´qJN~max

‰

ď K

c

logpNq

N
.

Finally, it suffices to combine Equations (23)-(25) to conclude the proof.
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We now prove Theorem 2.2.

PROOF OF THEOREM 2.2. By Theorem 2.1 and the definition of the vector σN “

p1N q⊺Σp1q, one can deduce that

IE

„
›

›

›

›

σN ´ p1 ´ λqmp1 ´ mq

ˆ

CN `
p1 ´ λq2p3pr` ´ r´q

1 ´ p2pr` ´ r´q2
1N

˙
›

›

›

›

8

ȷ

ď K

c

logpNq

N
,

and the desired result follows from (21).

The proof of Theorem 2.4 is given below.

PROOF OF THEOREM 2.4. First of all, observe that

σN
j “

N
ÿ

i“1

Σ
p1q

ij “

N
ÿ

i“1

CovθpXi,1,Xj,0q

“ N CovθpX1,Xj,0q “ N
´

IEθpX1Xj,0q ´ mNmN
j

¯

,

and

σ̂N
j “

N

T ´ 1

T
ÿ

t“2

XtXj,t´1 ´ N
ZT

T

Zj,T

T
.

Hence,

}σN ´ σ̂N
j }8 “ N max

jPrNs

ˇ

ˇ

ˇ

ˇ

ˇ

1

T ´ 1

T
ÿ

t“2

XtXj,t´1 ´ IEθpX1Xj,0q ` mNmN
j ´

ZT

T

Zj,T

T

ˇ

ˇ

ˇ

ˇ

ˇ

.

By the triangle inequality and the facts that mN ď 1 and T´1Zj,T ď 1, we have that

max
jPrNs

ˇ

ˇ

ˇ

ˇ

mNmN
j ´

ZT

T

Zj,T

T

ˇ

ˇ

ˇ

ˇ

ď max
jPrNs

ˇ

ˇ

ˇ

ˇ

mN
j ´

Zj,T

T

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

mN ´
ZT

T

ˇ

ˇ

ˇ

ˇ

,

which together with the previous inequality gives

(26) ||σN ´ σ̂N
j ||8 ď N max

jPrNs

ˇ

ˇ

ˇ

ˇ

ˇ

1

T ´ 1

T
ÿ

t“2

XtXj,t´1 ´ IEθpX1Xj,0q

ˇ

ˇ

ˇ

ˇ

ˇ

` N max
jPrNs

ˇ

ˇ

ˇ

ˇ

mN
j ´

Zj,T

T

ˇ

ˇ

ˇ

ˇ

` N

ˇ

ˇ

ˇ

ˇ

mN ´
ZT

T

ˇ

ˇ

ˇ

ˇ

.

Now, we use Theorem 3 of (Ost and Reynaud-Bouret, 2020) to control each terms in the
right hand side above.

First, for each j P rN s, let fj : t0,1uN Ñ t0,1u be the projection on the j-th coordinate:
fjpxq “ xj and denote

V pfjq “
1

T

T
ÿ

t“1

pfjpXtq ´ IEθpfjpXtqqq “
Zj,T

T
´ mN

j .

By Theorem 3 of (Ost and Reynaud-Bouret, 2020) with m “ M “ 1, F “ tfj : j P rN su,
F “ rN s and logp1{p1 ´ λqq{2 as their θ, we have that there exists constants K1,K2 ą 0
depending only on λ such that

IP

˜

YjPrNs

#

V pfjq ą

c

K1
p1 ` logpTNqqξ

T

+¸

ď K2T
´1 ` 2Ne´ξ,
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for all ξ ą 0 and T such that

T ě 1 `
2

logpp1 ´ λq´1q
p2 logpT q ` logpNqq.

Since |V pfjq| ď 1 for all j P rN s, the probability inequality above implies that for any ξ ą 0,

(27) IE

„

max
jPrNs

ˇ

ˇ

ˇ

ˇ

Zj,T

T
´ mN

j

ˇ

ˇ

ˇ

ˇ

ȷ

ď

c

K1
p1 ` logpTNqqξ

T
` K2T

´1 ` 2Ne´ξ.

Since,
ˇ

ˇ

ˇ
mN ´ ZT

T

ˇ

ˇ

ˇ
ď maxjPrNs |Zj,T {T ´ mN

j |, Inequality (27) implies that

(28) IE

„ˇ

ˇ

ˇ

ˇ

mN ´
ZT

T

ˇ

ˇ

ˇ

ˇ

ȷ

ď

c

K1
p1 ` logpTNqqξ

T
` K2T

´1 ` 2Ne´ξ.

Second, let us define gj : t0,1uN ˆ t0,1uN Ñ t0,1u for each j P rN s as gjpx, yq “ xjy
and denote

W pgjq “
1

T ´ 1

T
ÿ

t“2

pgjpXt´1,Xtq ´ IEθpgjpX´1,Xtqqq

“
1

pT ´ 1q

T
ÿ

t“2

`

XtXj,t´1 ´ IEθpX1Xj,0q
˘

.

By Theorem 3 of (Ost and Reynaud-Bouret, 2020) with M “ 1, m “ 2, F “ tgj : j P rN su,
F “ rN s and logp1{p1 ´ λqq{2 as their θ, there exist constants K3,K4 ą 0 depending only
on λ such that

IP

˜

YjPrNs

#

W pgjq ą

c

K3
p1 ` logpTNqqξ

T

+¸

ď K4T
´1 ` 2Ne´ξ,

for all ξ ą 0 and T such that

T ě 2 `
2

logpp1 ´ λq´1q
p2 logpT q ` logpNqq.

Using |W pgjq| ď 1 and arguing similarly as the previous case, one can show that for any
ξ ą 0,

(29) IE

«

max
jPrNs

ˇ

ˇ

ˇ

ˇ

ˇ

1

pT ´ 1q

T
ÿ

t“2

`

XtXj,t´1 ´ IEθpX1Xj,0q
˘

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď

c

K3
p1 ` logpTNqqξ

T

` K4T
´1 ` 2Ne´ξ.

Putting together Equations (26)-(29) with ξ “ logpTNq, we show that the conclusion of
the theorem is true for all N ě 2 and T ě K logpTNq for some K depending only on λ.
Hence, to conclude the proof, it remains to show that the conclusion of the theorem is also
true for all N ě 2 and T ě K 1 logpNq for some K 1 depending only on λ. To see that, take
T0 “ T0pKq such that T {2 ě K logpT q for all T ě T0, define K 1 “ pT02Kq{ logp2q, and
observe that if T ě K 1 logpNq ą T0 then T “ T {2 ` T {2 ě K logpT q ` pK 1{2q logpNq ą

K logpT q ` pT0K{ logp2qq logpNq ą K logpT q ` K logpNq.
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6. Asymptotic approximation of the simultaneous covariance matrix. This section is
devoted to the proof of Proposition 4.2. As mentioned above, the proof rely on some “Stein
matrix equation” structure stated in Proposition 6.1 below.

For a N -by-N matrix M , we denote d0pMq the same matrix where the diagonal terms are
replaced by zeros, i.e. d0pMqij “ Mij1i‰j .

PROPOSITION 6.1. The simultaneous covariance matrix Σp0q is equal to vN on the di-
agonal and satisfies Σp0q “ p1 ´ λq2ANΣp0qpAN q⊺ out of the diagonal, i.e.

Σp0q “ p1 ´ λq2 d0

´

ANΣp0qpAN q⊺
¯

` diagpvN q.

PROOF. Let i P rN s. Under the stationary distribution, Xi,0 is a Bernoulli variable with
parameter mN

i . Hence, Σp0q

ii “ VarθpXi,0q “ mN
i p1 ´ mN

i q “ vNi .
Let i, j P rN s with i ‰ j. By conditional independence between Xi,0 and Xj,0 given X´1

and stationarity of the process, we have that

Σ
p0q

ij “ CovθpXi,0,Xj,0q “ Covθppθ,ipX´1q, pθ,jpX´1qq “ Covθppθ,ipX0q, pθ,jpX0qq.

Yet, the centered version of pθ,ipX0q is pθ,ipX0q ´ mN
i so that using Equation (16) it is easy

to get

Σ
p0q

ij “ p1 ´ λq2E
“

AN pX0 ´ mN qpX0 ´ mN q⊺pAN q⊺
‰

ij
“ p1 ´ λq2rANΣp0qpAN q⊺sij .

6.1. Vectorization and Kronecker product. Two mathematical objects are known to be
very useful to deal with “Stein matrix equations”: vectorization and Kronecker product. Here
are their definition and useful properties.

The vectorization vecpMq of a N -by-N matrix M is the N2-dimensional vector con-
structed column by column. More precisely, Mij associated with its k-th coordinate, where
k “ i ` pj ´ 1qN with i, j P rN s. With slight abuse of notation, will write vecpMqij to refer
to the coordinate k “ i ` pj ´ 1qN of the vector vecpMq. Recall that the vec operator is an
invertible linear operator on the set of all matrices with real value entries. Given two N -by-
N matrices A and B, we denote A

Â

B the Kronecker product between A and B. It has the
following block representation:

A b B “

»

—

–

A11B ¨ ¨ ¨ A1nB
...

. . .
...

Am1B ¨ ¨ ¨ AmnB

fi

ffi

fl

.

More precisely, this is a N2-by-N2 matrix having value AikBjℓ associated with entry pu, vq,
where u “ Npi ´ 1q ` j and v “ Npk ´ 1q ` ℓ with i, j, k, ℓ P rN s. With slight abuse of
notation, will write pA

Â

Bqij,kℓ to refer to the entry pu, vq “ pNpi ´ 1q ` j,Npk ´ 1q ` ℓq
of the matrix A

Â

B.
Their most useful property regarding matrix equations is that, for all N -by-N matrices

A,B,M ,

(30) vecpAMBq “
`

B⊺
â

A
˘

vecpMq.

Furthermore, remark that ~M~max “ }vecpMq}8.
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PROOF OF PROPOSITION 4.2. The main idea is to apply the vectorization operator to the
matrix equation of Proposition 6.1. In order to emphasize the difference between vectors of
size N (for instance mN , vN ) or size N2 (for instance vecpΣp0qq), we use bold notation for
the latter. The same convention is used for N2-by-N2 matrices. Let us then introduce the
notation:

(31) Σp0q :“ vecpΣp0qq, vN :“ vecpdiagpvN qq, aN :“ vecpaN q

and I denotes the N2-by-N2 identity matrix. Obviously, the abuse of notation described
above for the coordinates of the vectorization and Kronecker product is inherited to the bold
notation introduced here.

According to Equation (30), the starting idea to tackle the matrix equation satisfied by
Σp0q is to consider its vectorization and the Kronecker product p1 ´ λq2pAN

Â

AN q. Here
is a slight modification in order to tackle the d0 operator. Let L “ pLij,kℓqi,j,k,ℓPrNs be the
N2-by-N2 matrix defined as

Lij,kℓ “

#

p1 ´ λq2pAN
Â

AN qij,kℓ, if i ‰ j, k, ℓ P rN s

0, otherwise.

In particular, remark that

(32) @x P RN2

, i P rN s, rLxsii “ 0.

Moreover, ~L~8 ď p1 ´ λq2 ă 1 so that I ´ L is invertible.

Step 1. Here we prove that

Σp0q “ pI ´ Lq´1vN “

8
ÿ

k“0

LkvN .

Proof of Step 1. By Proposition 6.1 and linearity of vec, we have

(33) Σp0q “ p1 ´ λq2 vec
´

d0

´

ANΣp0qpAN q⊺
¯¯

` vN .

On the one hand, observe that for any i, j P rN s with i ‰ j,

p1 ´ λq2 vec
´

d0

´

ANΣp0qpAN q⊺
¯¯

ij
“ p1 ´ λq2rANΣp0qpAN q⊺sij

“ p1 ´ λq2
N
ÿ

k“1

N
ÿ

ℓ“1

AN
ikΣ

p0q

kℓ A
N
jℓ

“

N
ÿ

k“1

N
ÿ

ℓ“1

Lij,kℓΣ
p0q

kℓ “ rLΣp0qsij .

On the other hand, for i “ j, the definition of d0 implies

p1 ´ λq2 vec
´

d0

´

ANΣp0qpAN q⊺
¯¯

ii
“ 0 “ rLΣp0qsii,

where the second equality comes from (32). All in all, we have proved that

Σp0q “ LΣp0q ` vN ,

which, in turn, concludes Step 1.

The rest of the proof is devoted to the study of the iterates of the form LkvN . The next
two steps provide useful estimates to tackle this study.
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Step 2. In this step, we prove that there exists a constant K ą 0 depending only on λ such
that for all N ě 1,

IE

«

max
i,jPrNs: i‰j

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

θikθjkm
N
k ´ p2m

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď K
a

logpNq{N.

Proof of Step 2. First, since mN is the mean of mN , we can write

1

N

N
ÿ

k“1

θikθjkm
N
k “ p2m ` p2pmN ´ mq

`
1

N

N
ÿ

k“1

pθikθjk ´ p2qpmN
k ´ mN q ` mN

1

N

N
ÿ

k“1

pθikθjk ´ p2q.

Next, use Cauchy-Schwarz inequality and the fact that |θikθjk ´ p2| ď 1 to deduce that
ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

pθikθjk ´ p2qpmN
k ´ mN q

ˇ

ˇ

ˇ

ˇ

ˇ

ď N´1{2}mN ´ mN1N}2,

so that, using the fact that |mN | ď 1,

IE

«

max
i,jPrNs: i‰j

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

θikθjkm
N
k ´ p2m

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď p2IE
”

|mN ´ m|

ı

` N´1{2IE
”

}mN ´ mN1N}2

ı

` IE

«

max
i,jPrNs: i‰j

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

θikθjk ´ p2

ˇ

ˇ

ˇ

ˇ

ˇ

ff

.

The last term on the right-hand side is controlled thanks to the maximal inequality (Lemma
8.1).

Now, using (Chevallier, Löcherbach and Ost, 2024, Proposition 4.7), one can show that

(34) IE
”

|mN ´ m|

ı

` N´1{2IE
”

}mN ´ mN1N}2

ı

ď KN´1{2,

for some constant depending only on λ, which ends the proof of this step.

Step 3. Here, we show that there exists a constant K ą 0 depending only on λ such that
for all N ě 1,

IE

«

max
i,jPrNs: i‰j

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

θikθjkpmN
k q2 ´ p2m2

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď K
a

logpNq{N.

Proof of Step 3. We proceed similarly as in the proof of Step 2. First of all, check that we
can write

1

N

N
ÿ

k“1

θikθjkpmN
k q2 “ p2m2 `

p2

N

N
ÿ

k“1

ppmN
k q2 ´ m2q

`
1

N

N
ÿ

k“1

pθikθjk ´ p2qppmN
k q2 ´ pmN q2q ` pmN q2

1

N

N
ÿ

k“1

pθikθjk ´ p2q.
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First, observe that

1

N

N
ÿ

k“1

ppmN
k q2 ´ m2q “

1

N

N
ÿ

k“1

pmN
k ` mqpmN

k ´ mN q ` pmN ´ mqpmN ` mq,

so that Cauchy-Schwarz inequality together with the fact that }mN}8 _ m ď 1 implies that

(35)

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

ppmN
k q2 ´ m2q

ˇ

ˇ

ˇ

ˇ

ˇ

ď 2N´1{2}mN ´ mN1N}2 ` 2|mN ´ m|.

Second, using Cauchy-Schwarz inequality one can deduce (using the fact that mN
k ` mN ď

2),

(36)

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

pθikθjk ´ p2qppmN
k q2 ´ pmN q2q

ˇ

ˇ

ˇ

ˇ

ˇ

ď 2N´1{2}mN ´ mN1N}2.

Third, combining the inequality |mN | ď 1 with the maximal inequality (Lemma 8.1), we also
have that

(37) IE

«

max
i,jPrNs: i‰j

pmN q2

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

θikθjk ´ p2

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď

d

logp
?
2Nq

N
.

Hence, combining Equations (35)-(37) with (34) the result follows.

Step 4. We now prove that there exists a constant K ą 0 depending only on λ ą 0 such
that for all N ě 1,

IE

„›

›

›

›

LvN ´
p1 ´ λq2p2mp1 ´ mq

N
aN

›

›

›

›

8

ȷ

ď K

c

logpNq

N3
.

Proof of Step 4. Let i, j P rN s. First, observe that rLvN sii “ 0 “ aNii by (32) and the
definition of aN . Then, if i ‰ j,

rLvN sij “

N
ÿ

k“1

Lij,kkm
N
k p1 ´ mN

k q

“
p1 ´ λq2

N2

˜

N
ÿ

k“1

θikθjkm
N
k p1 ´ mN

k q

¸

,

and then use Steps 2 and 3 to obtain that

IE

„

max
i,jPrNs: i‰j

ˇ

ˇ

ˇ

ˇ

rLvN sij ´
p1 ´ λq2p2mp1 ´ mq

N

ˇ

ˇ

ˇ

ˇ

ȷ

ď K
a

logpNq{N3.

Step 5. Here, we show that aN is almost an eigenvector of L in the sense that: there exists
a constant K ą 0 depending only on λ ą 0 such that for all N ě 1,

IE
“
›

›

`

L ´ p2pr` ´ r´q2I
˘

aN
›

›

8

‰

ď K

c

logpNq

N
.

Proof of Step 5. Let i, j P rN s. First, observe that rpL ´ p2pr` ´ r´q2IqaN sii “ 0 by (32)
and the definition of aN . Second, if i ‰ j, let us denote
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• k Ø ℓ if and only if pk, ℓq P P2
` Y P2

´ and k ‰ ℓ,
• k Ü ℓ if and only if pk, ℓq R P2

` Y P2
´.

Let us remark that the two relations above are not complementary. Indeed, k “ ℓ does not
satisfy k Ø ℓ nor k Ü ℓ. Then,

rLaN sij “
ÿ

pk,ℓqPrNs2: ℓ‰k

Lij,kℓ “
p1 ´ λq2

N2

˜

ÿ

kØℓ

θikθjℓ ´
ÿ

kÜℓ

θikθjℓ

¸

.

The cardinality of the summation sets tk Ø ℓu and tk Ü ℓu above are respectively
N2rprN` q2 ` prN´ q2 ´ 1{N s and 2N2rN` rN´ . Hence, rLaN sij “ p1 ´ λq2pbN ` DN

1 pi, jq ´

DN
2 pi, jqq where

$

’

&

’

%

DN
1 pi, jq “ N´2

ř

kØℓpθikθjℓ ´ p2q,

DN
2 pi, jq “ N´2

ř

kÜℓpθikθjℓ ´ p2q,

bN “ rprN` ´ rN´ q2 ´ 1
N sp2.

On the one hand, by assumption on r`, r´, we have
ˇ

ˇbN ´ p2pr` ´ r´q2
ˇ

ˇ ď KN´1.

On the other hand, the maximal inequality (Lemma 8.1) yields

IE

„

max
i,jPrNs: i‰j

|DN
1 pi, jq| ` |DN

2 pi, jq|

ȷ

ď 2

d

logp
?
2Nq

N
.

All in all, we get that

IE

„

max
i,jPrNs: i‰j

ˇ

ˇrLaN sij ´ p2pr` ´ r´q2
ˇ

ˇ

ȷ

ď K

c

logpNq

N
,

which ends the proof of this step.

We are now in position to end the proof. According to steps 4 and 5, let us write

LvN “
ζ

N
aN ` εN,1 and LaN “ γaN ` εN,2,

where ζ “ p1 ´ λq2p2mp1 ´ mq, γ “ p2pr` ´ r´q2, IEr}εN,1}8s ď K
a

logpNq{N3 and
IEr}εN,2}8s ď K

a

logpNq{N . By standard linear algebra, we have L0vN “ vN , and by
induction for all k ě 2,

LkvN “
ζ

N

˜

γk´1aN `

k´2
ÿ

ℓ“0

γℓLpk´2q´ℓεN,2

¸

` Lk´1εN,1.

In particular, denoting δ “ maxtγ,1´λu ă 1 and reminding that ~L~8 ď p1´λq2, one has
for all k ě 1,

(38)
›

›

›

›

LkvN ´
ζ

N
γk´1aN

›

›

›

›

8

ď ζpk ´ 1qδk
}εN,2}8

N
` p1 ´ λqk´1}εN,1}8.

To conclude the proof, it suffices to remind the result of step 1, remark that
ř8

k“1 γ
k´1 “

1{p1 ´ p2pr` ´ r´q2q and use the summability of the sequence pkδkqkě0.
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7. Simulation study. The numeric experiments were made using Julia programming
language and are available in the package MeanFieldGraph.jl, as well as the material used to
produce the figures below.

The simulation framework follows the one of Chevallier, Löcherbach and Ost (2024). In
particular, we consider the parameter β “ µ{λ instead of µ because the set of admissible
values of β is independent of λ (which is not the case for µ). If not specified otherwise, the
following parameter values are used:

N “ 50, r` “ .5, β “ .5, λ “ .5, p “ .5, Nsimu “ 1000.

Furthermore, the fractions of excitatory and inhibitory components are chosen as rN` “

rr`N s and rN´ “ N ´ |P`|.

FIG 2. Estimated PER as a function of N and T (computed over Nsimu simulations). The green curve correspond
to the equation T “ N2 which is the critical condition of our asymptotic regime.

Figure 2 illustrates the asymptotic regime of Corollary 2.5. It shows that there is a
separation between couples pT,Nq for which exact recovery never occurs (black color)
and those for which exact recovery always occurs (white color). Furthermore, the green
curve demarcating this separation is compatible (modulo a log factor) with our condition
pN{T 1{2q logpNT q Ñ 0 implying exactly recovery.

Figure 3 gives an overview of the performance of the proposed classification method as
one of the parameters (N , r`, β, λ or p) vary. The performance is evaluated via two metrics:
the probability of exact recovery (PER = IP ptP̂N

` “ P`u X tP̂N
´ “ P´uq) and the mean

misclassification proportion (MMP = IErCardpP̂N
` ∆P`q{N s), both estimated via Monte

Carlo method (Nsim indicates the number of simulations).
Our objective of exact recovery is hard by essence especially when N is large. Our method

achieves its objective only for very large values of T . However, it performs well in terms of
MMP. Moreover, the transition from almost never exact recovery to almost sure recovery
occurs when the MMP is around 0.01 in most of the parameter sets.

In the whole paragraph below, the qualitative descriptions are written with respect to the
following framework: the time horizon T of the observation is kept fixed while one of the
other parameters vary. The parameters β and r` seem to have no influence on the perfor-
mance: the influence of r` on the MMP is rather an artifact of its influence on the proportion
of each communities. As λ increases, the performance deteriorates as expected because the

https://github.com/jucheval/MeanFieldGraph.jl
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FIG 3. Estimated PER and MMP as function of T . The increasing dashed lines correspond to the PER (the ribbon
corresponds to the standard confidence interval). The decreasing solid lines correspond to the MMP (the width
of the ribbon is equal to the standard deviation). The panels correspond to different choices of varying parameter
(the non-varying parameters are chosen according to the default values given at the beginning of Section 7). The
values of the varying parameter are given by the color legends.

strength of interaction in the system decreases so that the sample contains less and less in-
formation on the underlying graph. Mathematically, it appears in the fact that the separation
between σ` and σ´ reduces (see Figure 1) and the constants of Theorems 2.2 and 2.4 di-
verge. Despite the fact that these constants also diverge when λ Ñ 0 (see Remark 2.3), our
method performs well for small values of λ. As p increases, the performance improves as ex-
pected because the strength of interaction in the system increases. Mathematically, it appears
in the fact that the separation between σ` and σ´ increases (see Figure 1).

8. Lemmas based on the maximal inequality. The two lemmas stated here rely on the
maximal inequality (Boucheron, Lugosi and Massart, 2013, Theorem 2.5.) which involves
sub-Gaussian random variables. In this section, the notation SubGpνq is used to denote the
property “sub-Gaussian with variance factor ν”.
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LEMMA 8.1. Let pθijq1ďi,jďN be i.i.d. entries distributed as Berppq. Then,

IE

«

max
i,jPrNs: i‰j

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

N
ÿ

k“1

θikθjk ´ p2

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď

c

2 logp2Nq

N
,

and, for all A ˆ B Ă rN s2,

IE

»

– max
i,jPrNs: i‰j

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

N2

ÿ

pk,ℓqPAˆB

pθikθjℓ ´ p2q

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

fi

fl ď 2

c

2 logp2Nq

N
,

PROOF. The proofs of the two statements are similar. We only prove the second one which
is a bit more complex.

Let i ‰ j. First of all, observe that we can write

1

N2

ÿ

pk,ℓqPAˆB

pθikθjℓ ´ p2q “

˜

1

N

ÿ

kPA

θik

¸

ÿ

ℓPB

pθjℓ ´ pq

N
`

p|B|

N

1

N

ÿ

kPA

pθik ´ pq

N
.

Next, using that p|A| _ |B|q{N ď 1, 0 ď p ď 1 and |θmn| ď 1, we obtain from the previous
inequality the following upper bound:

(39) IE

»

– max
i,jPrNs:i‰j

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

N2

ÿ

pk,ℓqPAˆB

pθikθjℓ ´ p2q

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

fi

fl ď IE

«

max
jPrNs

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

ℓPB

pθjℓ ´ pq

N

ˇ

ˇ

ˇ

ˇ

ˇ

ff

` IE

«

max
iPrNs

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

kPA

pθik ´ pq

N

ˇ

ˇ

ˇ

ˇ

ˇ

ff

.

Now, for all ℓ P rN s, the random variables pθjℓ ´ pq{N are bounded by 1{N so that they are
SubGp1{N2q. Since for any fixed j, the random variables ppθjℓ ´ pq{NqℓPB are independent,
their sum is SubGp|B|{N2q. Therefore, (Boucheron, Lugosi and Massart, 2013, Theorem
2.5.) implies

IE

«

max
jPrNs:

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

ℓPB

pθjℓ ´ pq

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď

c

2
|B|

N2
logp2Nq ď

c

2

N
logp2Nq.

Arguing similarly, one can also show that

IE

«

max
jPrNs:

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

ℓPA

pθjℓ ´ pq

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď

c

2
|A|

N2
logp2Nq ď

c

2

N
logp2Nq.

The result follows by combining these last two inequalities with (39).

The lemma below explicitly contains Proposition 4.3.

LEMMA 8.2. There exists a constant K ą 0 depending only on λ such that for all N ě 1
and b P t´,`u,

IE
”
›

›

›
LN,‚b ´ bprb1N

›

›

›

8

ı

ď K

c

logpNq

N
,(40)

IE
“
›

›LN ´ ppr` ´ r´q1N
›

›

8

‰

ď K

c

logpNq

N
,(41)



20

IE
“
›

›CN ´ pp1P`
´ 1P´

q
›

›

8

‰

ď K

c

logpNq

N
,(42)

IE

„›

›

›

›

ℓN,‚b ´

ˆ

1Pb
`

bp1 ´ λqprb
1 ´ p1 ´ λqppr` ´ r´q

1N

˙›

›

›

›

8

ȷ

ď K

c

logpNq

N
,(43)

IE

„
›

›

›

›

ℓN ´
1

1 ´ p1 ´ λqppr` ´ r´q
1N

›

›

›

›

8

ȷ

ď K

c

logpNq

N
,(44)

IE
“
›

›mN ´ m1N
›

›

8

‰

ď K

c

logpNq

N
.(45)

IE
“
›

›vN ´ mp1 ´ mq1N
›

›

8

‰

ď K

c

logpNq

N
.(46)

REMARK 8.3. The asymptotics above are related to (Chevallier, Löcherbach and Ost,
2024, Lemmas 4.2. and 4.4.). There are two differences: 1) the 2-norm there is replaced by
the infinity one here, 2) the rate of order 1 there is replaced by a rate of order plogpNq{Nq1{2

here (remind the natural upperbound }x}2 ď
?
N}x}8 for x P RN ).

PROOF. Let us start with the proof of (40). By definition, for all i P rN s and b P t´,`u,

LN,‚b
i ´ bprNb “

ÿ

jPPb

pAN pi, jq ´ bpq “
b

N

ÿ

jPPb

pθij ´ pq.

The independent random variables θij ´ p are bounded by 1 so that they are SubGp1{4q. In
turn, LN,‚b

i ´ bprNb is sub-Gaussian with variance factor rNb {4N ď 1{4N . We consider the
maximum of 2N of such variables (the factor 2 comes from the positive and negative part) so
that the maximal inequality (Boucheron, Lugosi and Massart, 2013, Theorem 2.5.) implies

IE
”
›

›

›
LN,‚b ´ bprNb 1N

›

›

›

8

ı

ď

c

2
1

4N
logp2Nq “

c

logp2Nq

2N
.

hence the result by using the fact that |rNb ´ rb| ď KN´1. Then, Equation (41) comes from
the fact that LN “ LN,‚` ` LN,‚´ and the triangle inequality. Moreover, the proof of Equa-
tion (42) is similar and therefore omitted.

We now turn to (44). Let us denote εN “ LN ´ ppr` ´ r´q1N . Starting from 1N “

QN rIN ´ p1 ´ λqAN s1N , one gets that

ℓN “ 1N ` p1 ´ λqQNLN “ 1N ` p1 ´ λqQN rppr` ´ r´q1N ` εN s,

so that

ℓN “
1

1 ´ p1 ´ λqppr` ´ r´q

`

1N ` p1 ´ λqQNεN
˘

.

Hence,
›

›

›

›

ℓN ´
1

1 ´ p1 ´ λqppr` ´ r´q
1N

›

›

›

›

8

ď p1 ´ λq~QN~8}εN}8

and (44) follows from (41). Along the same lines, one can prove that

ℓN,‚b “ 1Pb
` bp1 ´ λqprbℓ

N ` p1 ´ λqQNεN ,

and in turn that (43) follows from (44).
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Starting from (17) and using the fact that

µ

1 ´ p1 ´ λqppr` ´ r´q
1N ` 1P´

´

ˆ

1P´
´

p1 ´ λqpr´

1 ´ p1 ´ λqppr` ´ r´q
1N

˙

“ m1N ,

one easily deduces (45) from (43) and (44).
Finally, remark that

||pmN q2 ´ m21N ||8 ď 2||mN ´ m1N ||8,

so that (46) follows from (45).
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