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Abstract – Non-uniform temporal weights (TWs) are often reported regarding the perceptual evaluation of
dynamic auditory and visual information, such as perceptual judgments of the overall intensity of time-varying
stimuli. In particular, primacy effects, i.e., a stronger influence of early compared to later stimulus information
on the perceptual decision, have been observed across a large number of studies. Yet, it is not clear whether
these non-uniform patterns of TWs result from sensory or attentional processes that coincidentally produce
similar time-courses, or whether they reflect the common signature of supra modal and subject-specific
decision-making processes. The present study addresses the hypothesis that TWs in loudness (perceived
auditory intensity) and brightness (perceived visual intensity) judgments result from a common supramodal
evidence-integration process. In Experiment 1, we compared TWs for loudness and brightness judgments in
the same participants, with task difficulty matched individually. The observed average temporal weighting
profiles differed substantially between the two modalities. In Experiment 2, we assessed the additional
contribution of modality-specific sensory and attentional processes to the observed differences between TWs
by measuring intensity resolution at different temporal positions in the auditory and visual stimuli. We observed
a significantly different dependence of sensitivity on temporal position in the two modalities, but these sensi-
tivity differences only partially accounted for the temporal weighting differences observed in Experiment 1.
The collective findings indicate that the TWs observed for loudness and brightness judgments cannot be
attributed to a supramodal evidence-integration process alone. Instead, our results suggest that both sensory
and decision-making processes shape patterns of TWs.
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1 Introduction

When humans evaluate perceptual qualities of time-
varying stimuli such as the overall magnitude of a given
stimulus dimension, non-uniform temporal weighting pat-
terns are commonly observed, reflecting the fact that the
information conveyed through different temporal portions
does not equally contribute to the perceptual decisions.
Such non-uniform temporal weighting patterns have been
reported within different sensory modalities and for a
variety of perceptual qualities, such as in the auditory
domain, for loudness or pitch judgments (e.g., [5, 58, 63]),
or in the visual domain, for brightness or direction-of-
motion judgments (e.g., [10, 40]). Furthermore, these non-
uniform integration profiles are observed for stimuli
covering a large range of durations, from a few milliseconds
up to several seconds [55]. Yet, it is not clear which mech-
anism underlies these effects. Even more fundamentally, it

remains unknown whether the same mechanisms are
engaged across different modalities, sensory dimensions
and durations, or whether we are encountering distinct
mechanisms with comparable outcomes on observed tempo-
ral weighting.

Here, we were specifically interested in the temporal
weighting underlying judgments of the overall (“global”)
intensity of a time-varying stimulus. Typically, the experi-
mental design employed to address this question in the
auditory domain consists in presenting broadband noises
varying in sound pressure level over time to participants
who are asked to judge the overall loudness (perceived
intensity; [38]) of the sounds. In such loudness judgments,
primacy effects, i.e., a stronger influence of early stimulus
information (the initial 300–500 milliseconds of a sound)
compared to the contribution later parts of the stimulus
to the judgments has been observed very consistently across
a large number of studies (e.g., [21, 56, 58, 63, 64]). Two
alternative accounts for these primacy effects in loudness
judgments have been discussed most widely in the literature*Corresponding author: oberfeld@uni-mainz.de
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(e.g., [21, 57, 58]): a) neural response patterns of the audi-
tory nerve, which show an initial peak in the firing rate
at the onset of a sound with a following decline to a lower
steady-state response [39], and b) non-simultaneous mask-
ing effects on the intensity resolution [50, 59, 93, 94]. Each
of these explanations can account for a significant part of
the empirical data, but not for all aspects (for a detailed dis-
cussion of these possible explanations see [19, 21, 53, 58]).
The first potential account clearly attributes the non-
uniform temporal weighting patterns to early, sensory
mechanisms. In the second potential account, the masking
effects on intensity resolution are likely caused by more
central effects [50, 59], although peripheral effects could
play an additional role [94]. In any case, the underlying
assumption of how masking effects on intensity resolution
might affect temporal weights refers to an ideal-observer
idea. The assumption is that observers place higher weights
on stimulus components for which their intensity resolution
is higher (e.g., [25, 57]), in order to maximize their perfor-
mance in an intensity judgment task. Thus, the assignment
of non-uniform temporal weights (TWs) is assumed to
reflect an attentional process [5], rather than direct sensory
effects as in in the first potential account described above.

A third alternative explanation for the primacy effect in
loudness judgments, based on decisional processes, can also
be brought forward. This account refers to sequential
evidence integration mechanisms, proposed in decision
models such as Stone [84], the accumulator model [89], the
diffusion model [68, 69], or decision field theory [12]. In
experiments measuring temporal loudness weights, partici-
pants typically decide whether a) the current stimulus is
more or less intense compared to previous stimuli in the
experiment (one-interval, two-alternative forced-choice;
1I, 2AFC), or b) which of two sounds presented in a two-
interval task is louder (two-interval, two-alternative
forced-choice; 2I, 2AFC). The basic assumption in evidence
integration models of perceptual judgments is that during
the presentation of a stimulus that varies in intensity over
time and that has to be judged regarding two alternative
responses, participants accumulate the evidence for each of
the two alternatives in a random walk process.1 In some
variants of evidence integration models, it is assumed that
participants make their decision as soon as one of the deci-
sion boundaries is reached, and ignore the remaining part
of the ongoing stimulus [10]. If now a decision boundary is
reached before the end of the stimulus on a substantial
number of trials, this results in -on average- a higher
influence of early stimulus parts on the perceptual decision
compared to later stimulus parts, in other words, a primacy
effect [19–21, 53]). It seems reasonable to assume that the
decision stage for perceptual decisions is located in later,
supramodal rather than earlier, sensory- specific structures.
For instance, if the decision stage was not supramodal, it

would be difficult to account for multisensory integration.
In fact, evidence for supramodal physiological signals corre-
lated with perceptual decisions has been reported (e.g., [27,
49, 81, 87]), predominantly in (pre-)frontal cortex. An inter-
esting implication of the theoretical concept of a supramodal
decision stage in which the evidence integration process
operates is that if the decision stage receives equivalent
input from two different sensory modalities (e.g., auditory
versus visual), then similar temporal weighting patterns
can be expected for different sensory qualities and in differ-
ent sensory modalities, because exactly the same evidence
integration process forms the decision based on the equiva-
lent sensory representations of the stimuli arriving at the
decision stage.

The assumed structure of the processing stages involved
in the sensory decision is depicted in Figure 1. It is similar to
the structure assumed by many previous works (e.g., [43]).
We assume that the external stimuli are first transformed
into sensory representations, and we assume the auditory
and visual sensory processing to result in equivalent sensory
representations when the stimuli are equivalent (i.e., show
an identical intensity variation across an identical presenta-
tion duration). An important prerequisite for assuming
equivalent sensory representations in the two different
modalities is that the sensory sensitivity for the intensity
variation is identical between the two modalities, i.e., that
the strength of the “external noise” (the intensity variation
of the stimulus) relative to the strength of the “internal
noise” (representing the limited sensory sensitivity) is
identical between modalities, resulting in identical “signal-
to-noise ratios” (e.g., [43]). In the supramodal decision stage,
the evidence integration process operates on the sensory
representations it receives, and the outcome of the evidence
integration process determines which response option is
selected by the participant.

In relation to temporal weights, several empirical works
provide support to this account. In the auditory domain,
primacy effects were reported not only for loudness judg-
ments, but also for judgments of the annoyance of sounds
[17], to a weaker extent for pitch judgments (e.g., [5]),
and for localization judgments (e.g., [82]) (although on a
much shorter time scale). In the visual domain, primacy
effects were observed for brightness judgments (e.g., [10]),
motion direction discrimination (e.g., [34, 40, 86]) and judg-
ments of spatial position [34]. In the domain of numerical
cognition (number averaging tasks), some studies also
found a primacy effect (e.g., [31]). Using a common set of
broadband noises varying in level, Dittrich and Oberfeld
[17] observed comparable primacy effects for loudness and
annoyance judgments in the same participants (despite a
small tendency towards an additional recency effect for
annoyance judgments). However, it is important to point
out that the direct comparison of the TWs derived from
these two tasks should be interpreted with caution because
loudness and annoyance are highly correlated perceptual
qualities of sounds (e.g., [30]).

Beyond these studies reporting comparable primacy
effects, there are also a number of studies that observed
recency effects, i.e. higher weighting of late temporal

1 We note that in a two-interval task it would be necessary to
assume either a separate evidence integration per interval with a
subsequent combination of their outcomes, or that the evidence
integration operates on a memory representation of the sensory
information. A detailed discussion of this aspect is beyond the
scope of the paper.
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information, for instance when presenting stimuli of longer
durations (e.g., [15, 34, 86]). In particular, a study by Bronf-
man et al. [10] observed a primacy effect in brightness judg-
ments when stimulus duration was relatively short (1 s) but
reported an additional recency effect at a longer duration
(3 s). Do these results rule out an explanation of temporal
weighting based on evidence integration mechanisms?
The answer is no: Evidence integration models are able to
produce a family of temporal weighting functions with dif-
ferent amounts and time-courses of primacy and recency
effects depending on their computational formulation
(e.g., the specific stochastic model of evidence integration,
the type of decision boundaries) and parameters (e.g.,
[10, 65]), and it is plausible to assume that the dynamics

of these processes vary with stimulus characteristics (e.g.,
duration). More critical to this evidence integration hypoth-
esis, a significant number of studies have found different
TWs for different to-be-judged stimulus dimensions using
the exact same set of stimuli. For example, Hubert-
Wallander and Boynton [34] measured TWs for judgments
of the average size or spatial position of a series of dots in
the same participants, and observed a primacy effect for
size judgments but a recency effect for location judgments.
In a study by Sato and Motoyoshi [77], observers were
asked to judge the average of either the numerical value
or the orientation of series of visually presented digits, in
separate blocks. Their results showed a recency effect for
judgments of the average orientation, but uniform TWs

Figure 1. Schematic depiction of the assumed processing stages in perceptual judgments of the overall intensity of time-varying
visual or auditory stimuli. Equivalent sensory input (i.e., stimuli with the same duration and the same intensity variation pattern
across the stimulus duration) is received auditorily (blue) or visually (orange). At the sensory stage, the stimuli are transformed into
(neural) representations, and we assume that under specific conditions, the auditory and visual sensory processing results in
equivalent sensory representations, so that the decision stage (evidence integration process) receives equivalent auditory and visual
input. The outcome of the common, supramodal evidence integration process, which is identical for both modalities, determines the
participant’s response in the 2AFC task.

Figure 2. Experiment 1. Schematic depiction of the temporal fluctuations in sound level / RGB value in the two observation
intervals. The gray horizontal lines display the mean level or RGB value of the distribution from which the stimulus components (ten
contiguous 117.65-ms Gaussian wideband-noise segments per interval) were drawn in each interval. In this example, the distribution
with higher mean (lH) is presented in the second observation interval and the distribution with lower mean (lL) in the first interval.
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for the numerical average. However, it might be the case
that – within a given participant – the dynamics of the
evidence integration process differ between stimulus dimen-
sions. As such, these results cannot definitely rule out an
explanation based on the evidence integration mechanism.
Before that background, a more targeted empirical evalua-
tion of this hypothesis would be to determine whether simi-
lar non- uniform temporal weighting patterns are observed
for perceptual decisions involving the same stimulus dimen-
sion (e.g., intensity) in different sensory modalities (e.g.,
auditory versus visual), for which the dynamics of evidence
integration mechanisms should remain unchanged. This
assumption derives from the fact that decisional processes
are generally conceived as being located at later, supramodal
processing stages.

Here, to test the hypothesis that temporal weighting
patterns observed for perceptual judgments are predomi-
nantly driven by a supra-modal evidence integration mech-
anism, rather than by specific sensory-related processes, we
focused on a single stimulus dimension, namely intensity,
and compared the temporal weighting patterns for judg-
ments of auditory intensity (loudness) and visual intensity
(brightness), within the same participants. Importantly,
we carefully selected the experimental conditions to avoid
differences in the sensory representations of the stimuli
arriving at the decision stage between modalities. The
temporal structure of the temporal variation on the dimen-
sion of interest was identical for the two tasks (same
number and duration of the temporal components), which
was important because the total stimulus duration [10] or
the duration of the temporal components [56] can affect
the TWs. The intensity variation of all temporal portions
of the stimuli was set so that all components were equally
reliable in a given task. Thus, an ideal observer not affected
by sensory limitations (i.e., there is no “internal noise”; [85])
would have assigned uniform TWs in both tasks [5]. The
level of difficulty was matched individually between tasks,
because in, e.g., an evidence integration process with fixed
absorbing boundaries, the boundaries would be reached ear-
lier when the task is easier, resulting in a more pronounced
primacy effect. In addition, the two tasks (loudness and
brightness judgments) were randomly interleaved within
each experimental block, rather than being presented in a
blockwise fashion. This was done to prevent that partici-
pants establish different decision strategies or decision crite-
ria for each block of trials. With this high degree of control
and matching, we reasoned that a similarity between the
temporal weighting patterns observed in the two tasks /
modalities would be compatible with the predominant role
of a supramodal decision stage (i.e., an evidence integration
process), while differences would rather suggest modality-
specific effects of earlier sensory and thus modality-specific
processes (e.g., [61]).

In Experiment 1, TWs in loudness judgments of broad-
band sounds varying in sound level across time were com-
pared to TWs in brightness judgments of a rectangle
varying in luminance over time. The TWs in the two tasks
differed significantly, with a primacy effect in loudness
but a recency effect in brightness judgments, lending no

immediate support to the assumption that the TWs are
primarily caused by a supramodal evidence integration
process. To gain a better understanding of the results of
Experiment 1, in Experiment 2 we measured the sensitivity
for intensity changes (loudness and brightness) at several
different temporal positions within the longer auditory
and visual stimuli presented in Experiment 1. This enabled
us to estimate to which extent differences in sensitivity
between temporal components and potential resulting
attentional processes might have caused the different
patterns of TWs in Experiment 1.

2 Experiment 1

In Experiment 1, participants judged the overall inten-
sity of sounds varying in level over time (loudness judgment
task) and rectangles varying in luminance (brightness judg-
ment task). As discussed above, a fundamental requirement
to investigate the hypothesis that a supramodal decisional
process is the main source of the non-uniform pattern of
TWs was that (i) the temporal structure, (ii) the amount
of information provided by the different temporal stimulus
components, and (iii) the level of difficulty is comparable for
both tasks. Therefore, in both tasks the stimuli consisted of
the same number of temporal stimulus components with
the same duration, each component providing an equal
amount of information concerning the required decision.
Furthermore, the difficulty of the tasks was matched
individually.

2.1 Method

2.1.1 Participants

We tested eight participants with normal hearing and
normal or corrected-to-normal visual acuity (7 female, 1
male, age 22 – 28 years). They reported no history of hear-
ing problems. Hearing thresholds were measured by Békésy
audiometry with pulsed 270-ms pure tones. All participants
showed thresholds less than or equal to 15 dB HL on both
ears in the frequency range between 125 Hz and 8 kHz.
Visual acuity was measured using the Freiburg Visual
Acuity and Contrast Test (FrACT; [3]). All participants
had a visual acuity of 1.0 or better. They were students
from Johannes Gutenberg-Universität Mainz and received
partial course credit for their participation. The experi-
ments were conducted according to the principles expressed
in the Declaration of Helsinki. All participants participated
voluntarily and provided informed written consent, after
the topic of the study and potential risks had been
explained to them. They were uninformed about the exper-
imental hypotheses. The Ethics Committee of the Institute
of Psychology of the Johannes Gutenberg-Universität
Mainz approved the study (reference number 2016-JGU-
psychEK-002).

We are committed to the psychophysical tradition that
recognizes the importance of collecting a sufficient number
of trials per participant and experimental condition (1060
trials per task in this experiment, see below) to obtain
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reliable individual data (e.g., [11, 79]). In previous studies
on temporal weights, the combination of sample size and
number of trials per participant and experimental condition
we used here provided sufficient power to reliably detect
effects of the experimental parameters (e.g., [20, 58, 64, 72]).

2.1.2 Stimuli and apparatus

In the loudness-judgment task, the level-fluctuating
sounds consisted of ten contiguous 117.65-ms Gaussian
wideband-noise segments. Level fluctuations were created
by assigning each segment a sound pressure level drawn
independently and at random from a normal distribution
on each trial (see Sect. 2.2). Thus, a 1176.5 ms broadband
noise with abrupt level changes every 117.65 ms was pre-
sented. All sounds were generated digitally, D/A-converted
by an RME ADI/S with a sampling frequency of 44.1 kHz
and 24-bit resolution, attenuated by a TDT PA5
programmable attenuator, buffered by a TDT HB7 head-
phone buffer, and presented diotically via Sennheiser
HDA 200 circumaural headphones. The audio system was
calibrated according to IEC 60318-1:1998 [36].

The stimulus for the brightness judgment task was a
rectangle varying in brightness across time. A gray rectangle
(digital values R=G=B) was presented with a visual angle
of 5� in height and 3� in width (height = 5 cm, viewing
distance � 50 cm), in the center of the screen. The grand
mean luminance was 38.18 cd/m2, and the gray background
had a luminance of 0.45 cd/m2. Every 10 video frames (i.e.,
each 117.65ms), the luminance of the rectangle was changed
abruptly, similar to the abrupt sound level changes in the
loudness judgment task. The grayscale RGB values
(R = G = B) of the 20 temporal components were drawn
independently and at random from a normal distribution
on each trial (see below). The visual stimuli were presented
on a luminance-calibrated CRT display (Dell M783p, resolu-
tion 1024� 768 pixels, refresh rate 85 Hz). All visual stimuli
and instructions were presented and timed via Psych
Toolbox 3.0.16 in Matlab 2017b. Participants were tested
in a double-walled sound-insulated chamber (IAC
Acoustics).

2.2 Procedure

To estimate TWs in the loudness judgment task, we
used an experimental paradigm based on previous experi-
ments on loudness judgments (e.g., [18, 58, 63, 72]). On
each trial, two level-fluctuating noises were presented.
The segment levels presented in each interval were set by
drawing each segment’s level independently and at random
from a normal distribution. All segment levels in one of the
intervals were sampled from a level distribution with a
higher mean whereas the segment levels in the other inter-
val were sampled from a distribution with lower mean. The
grand mean of both distribution means was 58 dB SPL.
With equal a-priori probability, segment levels sampled
from the distribution with higher mean were presented in
the first or in the second interval. The standard deviation
of both distributions was r = 2.5 dB. The initial difference

between the higher and the lower mean (�l) in the first
block of the experimental task in the first session was
1.5 dB and was individually adjusted within each session
by either increasing�l by 0.075 dB whenever a participant
had produced less than 65% of correct responses within the
last 50 trials in the corresponding task, or by reducing �l
by 0.075 dB whenever a participant had produced more
than 75% of correct responses within the last 50 trials in
the corresponding task. This adaptive procedure was used
to maintain the two tasks at the same level of difficulty
throughout the experiment. Participants started the first
block of the task in the second session and in each of the
following sessions with the �l value of the last block of
the task within the previous session. To avoid overly loud
or soft segments, the range of possible segment levels was
limited to l ± 3 � r.

The same random sampling procedure was used in the
brightness judgment task. The grand mean grayscale
RGB value was 140.25 RGB. The initial difference between
the higher and the lower distribution (�l) was 15.3 RGB
and was adjusted in steps of 1.275 RGB. The standard devi-
ation of the distributions was r = 17.85 RGB. As for the
loudness task, the range of possible RGB values was limited
to l ± 3 � r.

Table 1 shows the average individual differences between
the higher and lower means of the distributions (�l).
Because the quotient of the difference in mean of the two dis-
tributions (�l) to the standard deviation (r) – that is, the
maximal d 0 – was identical for each component value, each
temporal component in principle provided the same amount
of information concerning the decision, so that an ideal
observer not affected by sensory limitations would assign
uniform TWs (e.g., [5]).

Figure 2 depicts an example trial, showing the random
fluctuations in sound level or RGB value in the two obser-
vation intervals. On each trial, participants decided
whether the stimulus in the first or the second interval
was on average louder (in case of the sounds) or brighter
(in case of the rectangles) than the stimulus presented in
the other interval. Thus, a two-interval, two-alternative
forced-choice (2I, 2AFC) task was used. One could also
describe it as a sample discrimination task [6, 41, 44, 80]
where the participants decided in which interval the stimu-
lus components had been drawn from the distribution with
higher mean.

At the beginning of each trial, a visual symbol (task cue)
indicating the task of the current trial was shown for 300 ms
on the computer screen. In the brightness judgment task,
this was a lightbulb symbol. In the loudness task, a
headphones symbol was presented. Following the cue, a
black screen was shown for 500 ms, and then the first
observation interval was presented, containing either a
level-fluctuating sound or a luminance-fluctuating rectan-
gle. The inter-stimulus interval within each trial was
700 ms, followed by the second observation interval. After
the second interval, the participants pressed one of two
response buttons, corresponding to the interval that they
had perceived as containing the stimulus with the higher
loudness or higher brightness. Trial-by-trial feedback was
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provided during the first seven trials of each block so that
participants could easily adopt a decision criterion for the
potentially changed difference between the two distribution
means. Those trials were not considered in the data
analysis. A summarizing feedback was provided each time
30 trials were completed as well as at the end of a block,
which contained 60 trials. The feedback contained the
percentage of correct responses. A response was classified
as correct if the response (“interval 1”/”interval 2”) matched
the interval in which the stimulus levels were drawn from
the distribution with the higher mean. Trials from the
two tasks (loudness and brightness) were randomly inter-
leaved within each experimental block, to prevent potential
differences in the decisional strategies between the tasks
when the tasks are blocked.

For each participant, we collected a total of 2925 trials,
distributed across 6 sessions. In addition to five main exper-
imental sessions, there was an initial session in which hear-
ing levels and visual acuity were measured and practice
blocks were presented for both tasks. After exclusion of
practice blocks and feedback trials, 2120 trials per partici-
pant (1060 trials per task, thus 106 trials per stimulus com-
ponent � task; distributed evenly across five experimental
sessions) entered the data analysis. The duration of each
session was approximately 60 minutes, including a manda-
tory pause after 30 minutes.

2.2.1 Data analysis

The perceptual weights representing the importance of
the temporal components for the decision in the sample dis-
crimination task were estimated from the trial-by-trial data
via multiple logistic regression. The decision model assumed
that the participant compares a weighted sum of the
10 temporal component values (sound level or RGB value)
in interval 2 and the negative values of the 10 temporal

component values in interval 1 to a fixed decision criterion,
and responds that the more intense stimulus was presented
in interval 2 if the weighted sum of the exceeds the criterion
(a detailed description of the assumed decision model is
provided by [51]). If the weighted sum is higher than the
criterion, then the model predicts that the participant
classifies the stimulus presented in the second interval as
more intense. In the data analysis, the binary responses
(“interval 1” or “interval 2”) served as the dependent vari-
able. The predictors (i.e., the 20 temporal component inten-
sities) were entered simultaneously. The regression
coefficients were taken as the decision weight estimates.
For a given temporal component, a regression coefficient
equal to zero means that the temporal component had no
influence at all on the decision. For the same component,
a regression coefficient greater than zero means that the
probability of responding that the stimulus in interval 2
was more intense increased with the intensity of the compo-
nent for components presented in the second interval or
decreased with the intensity of the component for compo-
nents presented in the first interval.

A separate logistic regression model was fitted for each
combination of participant and task. Because the relative
contributions of the different component values to the deci-
sion were of interest rather than the absolute magnitude of
the regression coefficients, the 20 regression coefficients
were normalized for each fitted model and separately for
the 10 components in each interval, such that the mean
of the absolute values of the weights within each interval
was 1.0.

A summary measure of the predictive power of a logistic
regression model is the area under the Receiver Operating
Characteristic (ROC) curve (for details see [17]). Areas of
0.5 and 1.0 correspond to chance performance and perfect
performance of the model, respectively. Across the 16
(participant � task) fitted logistic regression models, the

Table 1. Experiment 1. Individual values of the difference between the higher and lower means of the intensity distributions (�l),
the proportion of “2nd interval louder/brighter”-responses (pResp2) as a measure of response bias, and sensitivity (d0) in the loudness
and brightness task. Displayed are means (M) and standard deviations (SD) across the five experimental sessions. Values of �l are
reported in dB and RGB-value for the loudness and brightness task, respectively.

�l pResp2 d0

Participant Task M SD M SD M SD

1 Brightness 20.05 2.27 0.63 0.08 0.70 0.24
1 Loudness 1.17 0.24 0.36 0.07 0.86 0.17
2 Brightness 9.33 0.48 0.57 0.04 0.89 0.14
2 Loudness 1.08 0.07 0.48 0.06 0.77 0.13
3 Brightness 12.82 1.22 0.66 0.05 0.92 0.19
3 Loudness 1.00 0.17 0.54 0.12 0.78 0.09
4 Brightness 8.87 2.00 0.65 0.02 0.96 0.11
4 Loudness 0.97 0.11 0.59 0.09 0.81 0.17
5 Brightness 10.73 0.78 0.53 0.07 0.88 0.08
5 Loudness 1.23 0.16 0.48 0.06 0.84 0.13
6 Brightness 8.01 1.76 0.49 0.04 0.74 0.20
6 Loudness 1.00 0.17 0.41 0.04 0.90 0.09
7 Brightness 9.13 2.69 0.55 0.03 0.81 0.16
7 Loudness 1.04 0.06 0.50 0.04 0.87 0.06
8 Brightness 15.37 0.55 0.67 0.04 0.90 0.13
8 Loudness 1.55 0.11 0.71 0.06 0.70 0.19
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area under the ROC curve ranged from AUC = 0.78 to 0.92
(M= 0.85, SD= 0.04), which can be viewed as a reasonably
good fit.

The individual normalized TWs were analyzed with
repeated-measures analyses of variance (rmANOVAs)
using a univariate approach with Huynh-Feldt correction
for the degrees of freedom [35]. The correction factor ~e is
reported, and partial g2 is reported as measure of associa-
tion strength. An a-level of .05 was used for all analyses.

2.3 Results and discussion

Table 1 shows the individual sensitivity in terms of d 0,
together with the proportion of “second interval” responses
as a measure of response bias. For the calculation of d 0, a
trial was treated as “signal” in the signal-detection theory
sense when the stimulus in interval 1 was drawn from the
distribution with higher mean, whereas when the stimulus
in interval 2 was drawn from the distribution with the
higher mean, the trial was treated as “noise”. Thus, a “hit”
was scored when the stimulus drawn from the distribution
with higher mean was presented in the first interval, and
the participant responded that the more intense stimulus
had been presented in interval 1. To correct for potential
extreme proportions (0.0 or 1.0), 0.5 was added to both
the number of hits and the number of false alarms, and
1.0 was added to both the number of signal and noise trials
(log-normal correction; [29]). An rmANOVA with the
within-subjects factors task (loudness, brightness) and
session (2–6) showed no significant effect of task on d 0,
F(1, 7) = 0.43, p = .535, g2p = .058, confirming that the
adaptive procedure resulted in a comparable difficulty of
the two tasks, as intended. There was no significant effect
of session, F(4, 28) = 0.25, ~e = .860, p = .880, g2p = .035,
and no significant task � session interaction F(4, 28) =
2.40, ~e = .750, p = .096, g2p = .256, indicating that the adap-
tive procedure resulted in relatively stable task-difficulty
between sessions for both tasks.

An rmANOVA with the within-subjects factors task
(loudness, brightness) and session (2–6) showed a signifi-
cant effect of task on the proportion of “second interval
louder/brighter” responses (i.e., the response bias),
F(1, 7) = 7.26, p= .031, g2p = .509. On average, the propor-
tion of “second interval” responses was larger for the bright-
ness task (M= 0.59, SD= 0.067) than for the loudness task
(M = 0.51, SD = 0.11). There was also a significant effect
of session, F(4, 28) = 4.85, ~e = .898, p= .006, g2p = .409. On
average, the proportion of “second interval” responses was
largest for session 5 (M = 0.59, SD = 0.11) and lowest
for session 3 (M = 0.51, SD = 0.07). The task � session
interaction was significant, F(4, 28) = 4.35, ~e = 1.015,
p = .007, g2p = .383, indicating that the response bias
differed between sessions and tasks. On average, the pro-
portion of “second interval” responses was lowest for session
2 of the loudness task and largest for session 5 of the bright-
ness task.

Figure 3 shows the mean normalized TWs in the two
tasks, as a function of component number and averaged
across intervals. For the loudness task (blue loudspeaker

symbols), the pattern of weights showed a clear primacy
effect with the highest weights being assigned to the first
two components. For the brightness task (orange sun
symbols), the mean weights showed a recency effect, with
the highest weight observed on the last component. The
first component received the lowest weight, and the
assigned weight increased considerably from the first to
the second component, giving rise to a weak “delayed
primacy effect” [58].

We conducted an rmANOVA on the normalized
weights, with the within-subjects factors task (loudness,
brightness), component number (1–10), and interval
(1, 2). The effect of component number was not significant,
F(9, 63) = 2.50, ~e = .436, p = .067, g2p = .263, indicating
that averaged across the two tasks the weights assigned
to the temporal components did not vary very substan-
tially. This test result can be attributed to the partly oppos-
ing weighting patterns in the two tasks. Importantly, the
task � component number interaction was significant with
a substantial effect size, F(9, 63) = 7.41, ~e = .760, p < .001,
g2p = .514. Thus, the pattern of weights differed between the
two tasks, which conflicts with the hypothesis of TWs in
intensity judgments being independent of the sensory
modality. Separate post-hoc rmANOVAs for each task,
with the factors component number and interval, showed
a significant main effect of component number for the
rmANOVA in the loudness task, F(9, 63) = 8.82,
~e = .396, p< .001, g2p = .371 as well as in the brightness task
F(9, 63) = 2.81, ~e = .666, p = .022, g2p = .210. Thus, partic-
ipants assigned significantly non-uniform TWs to the ten
temporal components within each interval in both of the
tasks, but the pattern of weights differed significantly
between tasks.

In the rmANOVA that included the TWs of both tasks,
the component number � interval interaction was not
significant, F(9, 63) = 2.03, ~e = .956, p = .054, g2p = .225,
indicating that the weighting patterns did not differ sub-
stantially between the two intervals. The component �
task � interval interaction was also not significant,
F(9, 63) = 1.78, ~e = .643, p = .130, g2p = .203.

Figure 4 shows the normalized individual weights, aver-
aged across interval. In the loudness task (blue loudspeaker
symbols), all participants showed a primacy effect with
higher weights on the first one or two segments than on
the following segments. Only for participant 4, the weights
also showed an additional recency effect, with the weight on
the last component slightly exceeding that of the first seg-
ment. For participant 7, the weighting curve was relatively
flat. In the brightness task (orange sun symbols), the inter-
individual variation of the weighting patterns was larger
than in the loudness task. For example, several participants
showed a recency effect (participants 1, 4, 6, 7 and 8),
while participants 1, 2, 3 and 5 (additionally) showed a type
of “delayed primacy effect”, with a low weight on the first
component and higher weights on the following compo-
nent(s).

In the next step, we quantitatively assessed the degree
of similarity of the individual temporal weighting patterns
between the two tasks, which we term the within-subject,
between-tasks similarity (WSBT). We quantified it by
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computing the cosine similarity between the normalized
individual weights averaged across interval, as plotted in
Figure 4. The sequences of 10 TWs in the loudness and in
the brightness tasks, respectively, are interpreted as two
10-dimensional vectors (A andB), and the cosine similarity
is the cosine of the angle h between the two vectors, conve-
niently computed as the inner product of two normalized
vectors, cos hð Þ ¼ A �B jjAjjjjBjjð Þ, where jjAjj denotes
the l2-norm of vector A. A value of cos(h) = 1 represents
perfect similarity (i.e., the vectors are parallel), while a
value of cos(h) = 0 represents the maximum amount of dis-
similarity that can be observed when all weights are posi-
tive (i.e., the vectors are orthogonal). We chose the cosine
similarity over other possible similarity metrics because
our goal here was to assess the similarity between the shape
of the temporal weighting patterns, irrespective of their
absolute magnitude. The cosine similarity is independent
of the scaling of the vectors, because only the vectors’
direction in space but not their magnitude is considered.
Thus, the cosine similarity is not affected by the scaling
of the perceptual weights.

To evaluate to which extent individual WSBT similar-
ity values smaller than 1.0 reflect systematic differences
between the TW patterns for loudness and brightness, we
used a resampling approach and compared the WSBT sim-
ilarity to the similarity of the TWs within each subject and
task estimated for random splits of the individual data into
two non-overlapping subsets (“folds”; similar to the data
partitioning in a 2-fold cross-validation). The latter cosine
similarity can be viewed as the split-half reliability of the
TWs within subject and task. For each combination of sub-
ject and task, we randomly partitioned the data into two

non-overlapping subsets (i.e., k = 2 folds), computed the
temporal weights for each fold using the logistic regression
approach described above, and repeated this random split-
ting m = 1000 times. For each participant, the blue and
orange violin plots in Figure 5 show the distribution of
the m = 1000 within-subject, within-task, between-folds
(WSWTBF) cosine similarity values for the TWs in the
loudness and brightness task, respectively. Values close to
1.0 and 0.0 represent high and low split-half reliability,
respectively, of the estimated temporal weights. In addition,
for each subject, we computed the similarity between the
TWs obtained in the two tasks (within-subject, between-
tasks similarity; WSBT). For each of the k � m random
subsets of the individual loudness task trials, we computed
the cosine similarity between a) the loudness TWs and b)
the brightness TWs in one of the k � m random subsets
of the individual brightness task trials. The gray violin
plots in Figure 5 show the distribution of the resulting in
k � m = 2000 WSBT similarity samples per participant.

The mean individual WSBT cosine similarities are
shown by the gray distributions in Figure 5. They support
what could already be observed at a descriptive level in
Figure 4, with the lowest WSBT similarities found for P1
(0.47) and P8 (0.52), and the highest values for P2 (0.89)
and P7 (0.89). For each subject, the WSBT similarity (gray
distributions in Fig. 5) was significantly smaller than the
WSWTBF similarity in both the loudness and the bright-
ness task (blue and orange distributions in Fig. 5, respec-
tively), as indicated by Welch two-samples tests (all
p-values < .00001). This analysis indicates that the only
moderately high WSBT similarities can indeed be attribu-
ted to systematic differences between the TWs in the two

Figure 3. Experiment 1. Normalized temporal weights as a function of component number for the two tasks. Task is indicated by
color and symbol (blue loudspeakers: loudness, orange suns: brightness). Error bars show ± 1 standard error of the mean (SEM) across
the 8 participants.
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tasks, rather than to only the inherent noisiness of the data.
This analysis also showed significantly lower WSWTBF
similarity in the brightness task than in the loudness task
for all subjects but participant 8 (all p-values < .0052).

Taken together, the results from Experiment 1 indicate
that the temporal weighting patterns in two-interval inten-
sity-judgment tasks with matched difficulty and for stimuli
with identical temporal characteristics, but presented either
in the auditory or the visual modality, differ quite substan-
tially within participants. The TWs in the loudness task
consistently showed primacy effects (higher weights
assigned to the beginning of the sound compared to later
parts) and no or only weak recency effects (except for one

participant). This is in line with previous findings on tem-
poral loudness weights (e.g., [18, 21, 58, 64]). In contrast,
the mean TWs in the brightness task showed a different
pattern. The first component received a lower weight than
the remaining components, and on average a clear recency
effect was observed. The cosine similarity analysis demon-
strated that this pattern of results reflects genuine
between-task differences at the level of each subject. In
addition, our results showed a larger variability of TW pat-
terns across participants in the brightness task as compared
to the loudness task. The only other study of temporal
brightness weights we are aware of [10] found on average
a primacy effect for stimulus durations of 1 to 2 seconds

Figure 4. Experiment 1. Individual normalized temporal weights as a function of component number for the two tasks, averaged
across intervals. The cos(h) values are the cosine similarity between the two patterns of temporal weights within a given participant
(WSBT similarity; see text). Task is indicated by color and symbol (blue loudspeakers: loudness, orange suns: brightness).
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and a primacy and a recency effect for longer durations of
3 seconds. Notwithstanding the fact that the literature
suggests a higher variability in the TWs in a brightness
judgment task than in a loudness judgment task, where a
primacy effect is observed across a wide range of stimulus
durations [55], the present observation that within subjects
the TWs differed quite substantially between the two
modalities is not what one would expect if the TW patterns
in both tasks were caused exclusively by a common supra-
modal evidence integration process.

3 Experiment 2

The pronounced differences between the weighting
patterns for the loudness and the brightness task observed
within subjects in Experiment 1 are incompatible with
the hypothesis that the TWs observed in judgments of over-
all perceived intensity are exclusively caused by a supramo-
dal evidence integration process. However, the results
cannot be taken as evidence against any involvement of
an evidence integration process for the TWs per se, since
they rely on the strong assumption of equivalent sensory

representations of the auditory and visual stimuli arriving
at the input of the decision stage (Fig. 1). Even if the same
evidence integration mechanism was at play for the differ-
ent tasks / modalities, differences in sensory processing
would lead to different characteristics of the sensory repre-
sentations arriving at the decision stage, which could result
in differences between the temporal weighting patterns. For
example, auditory nerve neurons show fast recovery time
constants in the millisecond range [39], while the recovery
of responsivity of retinal ganglion cells can take several sec-
onds (e.g., [92]). Also, pronounced afterimages occur in the
visual domain [2, 7, 9]. Comparable aftereffects are not
observed in the auditory domain, where only under specific
circumstances like a prolonged exposure to a pulse train a
change in timbre of following sounds may be experienced
[75], or where by a stimulation via a notched noise a special
form of an “acoustic afterimage”, the Zwicker tone, can be
induced [95]. Furthermore, in the auditory domain, adapta-
tion to intense stimuli, via the stapedius reflex, occurs
within less than 100 milliseconds [1, 16] whereas in the
visual domain, adaptation tends to require longer time con-
stants for pupil and retina responses from several hundreds
of milliseconds to several seconds [8, 13].

Figure 5. Exp. 1: Within-task (WSWTBF) and between-task similarities (WSBT) of individual temporal weighting patterns. Violin
plots showing the distribution (kernel-smoothed density) of cosine similarity values computed for each subject (numbered in each
panel) by comparing the temporal weighting patterns obtained for random splits of the trials into k = 2 non-overlapping folds within a
given task (WSWTBF similarity; blue distribution = loudness, orange distribution = brightness), or between the two tasks (WSBT
similarity; gray distribution); this process was repeated 1000 times to generate the distributions. The points show the means of the
distributions.
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Due to these differences in the early visual and auditory
sensory processing stages, the sensitivity for discriminating
changes in auditory or visual intensity might depend in
different ways on the temporal position of the relevant
stimulus component within a longer stimulus. For instance,
in the brightness judgment task, afterimage effects might
have increased the intensity resolution for the final compo-
nent, while adaptation due to the abrupt change in bright-
ness at stimulus onset might have reduced the sensitivity
for the first component. Because an ideal observer would
place higher weights on stimulus components for which
the sensitivity is higher (e.g., [25, 57]), such differences in
sensitivity across temporal positions could imply different
weighting patterns. Assuming that the evidence integration
process produces a primacy effect when the sensitivity for
each temporal component is identical, assigning a higher
amount of attention to components which can be judged
more precisely would modulate the pattern of TWs. For
instance, while the final component should receive a low
weight due to the primacy effect, when the sensitivity for
intensity changes imposed on the final component is partic-
ularly high, participants might increase the weight assigned
to the final component (i.e., direct attention to this partic-
ular component). For the brightness judgment task, a
potential reduction in intensity resolution at stimulus onset
(due to adaptation effects) and a potential increase in
sensitivity at the offset (due to longer-lasting afterimages)
would be compatible with the low weight on the first and
the relatively high weights on the final components, respec-
tively, in Experiment 1. In Experiment 2, we therefore mea-
sured the intensity resolution for temporal components at
different temporal positions within the stimuli presented
in the brightness and loudness task of Experiment 1, in
order to identify differences in intensity resolution between
temporal components in each task, and to determine the
extent to which these task-specific differences might have
contributed to the differences between the temporal weight-
ing patterns observed in Experiment 1.

3.1 Method

3.1.1 Participants

We tested 8 participants with normal hearing and
normal or correct-to-normal visual acuity (8 female, age
21 – 39 years), using the same inclusion criteria and study
protocol as in Experiment 1. None of them had participated
in Experiment 1.

3.1.2 Stimuli

Five different types of level-fluctuating sounds and lumi-
nance-varying visual stimuli (rectangles) were presented.
The stimulus generation was identical to Experiment 1,
except for the following differences. For four types of sounds
and rectangles, the overall duration was 10 � 117.65 ms =
1176.5 ms, as in Experiment 1. In contrast to Experiment
1, only the sound level or luminance of a single temporal
portion (with a duration of 117.65 ms) of the auditory

and visual stimuli, respectively, varied between trials and
observation intervals, while the remaining temporal por-
tions of the stimuli were presented with constant sound
level or luminance.

In the first condition (Fig. 6, panel A), the intensity-
varying temporal portion, for which we use the term target
component in the following, was presented with an onset at
0 ms and an offset at 117.65 ms. Thus, it corresponded to
the first temporal component in the previous experiment
(Fig. 2) and is therefore referred to as target component 1
in the following. In the loudness task, the first component
of the sound had received the highest average weight, while
in the brightness task, the first component had received the
lowest weight (see Fig. 3). In the second condition, the
onset of the target component was at 117.65 ms, and thus
corresponded to the second temporal component in
Experiment 1. It is referred to as target component 2 in
the following. In the loudness task, the weight on the second
component was slightly lower than the weight on the first
component, while in the brightness task, the average weight
assigned to the second component was substantially higher
than the weight on the first component. In the third condi-
tion, the onset of the target component was at 470.59 ms,
and thus corresponded to the fifth temporal component in
Experiment 1. It is referred to as target component 5 in
the following. In the loudness task, the weight on the fifth
component was substantially lower than the weight on
the first and second components, while in the brightness
task, the weight assigned to the fifth component was higher
than the weight on the first component and lower than the
weight on the second component. In the fourth condition,
the onset of the target component was at 1058.82 ms, and
thus corresponded to the final temporal component in
Experiment 1. It is referred to as target component 10 in
the following. In the loudness task, the weight on the final
component was substantially lower than the weight on
the first and second components and similar to the weight
on the fifth component, while in the brightness task, the
final component had received the highest mean weight. In
an additional, fifth condition, only a single, isolated
117.65-ms component was presented (Fig. 6, panel E), with-
out any adjacent constant stimulus parts, to assess the
“baseline” intensity resolution for loudness and brightness.

The intensity (sound level or luminance) of the target
component varied randomly from trial to trial and between
intervals, just as in Experiment 1. On each trial, the target
intensity in one of the two intervals was drawn from a
normal distribution with lower mean and the target inten-
sity in the other interval was drawn from a distribution
with higher mean. The remaining part(s) of the stimuli
had the exact same and fixed sound pressure level of
58 dB SPL or luminance of 127.5 RGB in both intervals,
respectively, corresponding to the grand mean of the higher
and the lower distribution mean.

Figure 6 shows schematic depictions of the five condi-
tions. This time, the differences between the means of the
higher and lower distribution were set to a fixed, nonindi-
vidual value. For the sounds, in one of the two intervals
(selected randomly), the target intensity was sampled from
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a lower normal level distribution with a mean of 56.46 dB
SPL. The target intensity in the other interval was sampled
from a higher normal level distribution with a mean of
59.6 dB SPL, with the restriction that the target intensity
in the “higher” interval was not lower than the target inten-
sity in the “lower” interval. Both distributions had a
standard deviation of r = 2.15 dB. For the rectangles,
the mean of lower normal brightness distribution was
115.33 RGB and the mean of the higher normal brightness
distribution was 139.95 RGB. Both distributions had a stan-
dard deviation of r = 15.5 RGB. In both tasks, the range of
possible intensity values was limited to l ± 3 � r. Across all
trials, the mean difference between the higher and the lower
intensity was 3.03 dB (SD = 2.46 dB) in the loudness task
and 24.62 RGB (SD = 18.1 dB) in the brightness task.

3.1.3 Apparatus and procedure

Apparatus and procedure were largely the same as in
Experiment 1 and thus only differences are reported. Per
experimental block, only one combination of target compo-
nent position (see Fig. 6) and task (brightness or loudness)
was presented. Participants were informed that only one
temporal part of the stimulus would differ in intensity
between the two observation intervals, while the intensity
of the remaining parts of the stimulus would remain con-
stant and be identical in the two observation intervals.
They were also informed about the temporal position of
the target component before each block. The task was to
decide if the first or the second stimulus presented on a
given trial contained the target component with the higher

Figure 6. Experiment 2. Schematic depictions of the stimuli in the five different conditions. In each panel, the gray bars indicate the
intensity of the target component (i.e., the temporal part of the stimulus that was varied in intensity), while the beige areas indicate
the level of the constant part of the stimulus that had the same sound level/brightness in both intervals of a given trial. In this
example, the target intensity is sampled from the distribution with higher mean (indicated by the gray horizontal line) in interval 2
and from the distribution with lower mean in interval 1. Panel A: target component onset at 0 ms, corresponding to the first temporal
component in the time-varying stimuli in Experiment 1. Panel B: target component onset at 117.65 ms, corresponding to the second
temporal component in Experiment 1. Panel C: target component onset at 470.59 ms, corresponding to the fifth temporal component
in Experiment 1. Panel D: target component onset at 1058.82 ms, corresponding to the final (10th) temporal component in
Experiment 1. Panel E: target component presented in isolation, without a surrounding constant-intensity stimulus part.
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intensity (i.e., the louder or brighter target component).
Three blocks with 40 trials each were presented per combi-
nation of participant, task, and target component position.
Thus, we collected 120 trials per condition and participant,
resulting in a total of 1200 trials per participant, distributed
evenly across three experimental sessions. The blocks were
presented in randomized order.

In the first session, hearing levels were measured and
practice blocks were presented for all combinations of task
and target position. The data were collected in the following
three experimental sessions. The first block of each experi-
mental session was a practice block. In practice blocks
and on the first 7 trials of each experimental block, partic-
ipants received visual trial-by-trial feedback indicating if
the response was correct or incorrect. Data from the prac-
tice blocks as well as from the first 7 trials in each block
(for which trial-by-trial feedback was provided) were not
included in the analysis, leaving a total of 99 trials per
participant and condition for the analysis.

3.2 Results

For each combination of participant, task, and target
component, we fitted a logistic psychometric function
(PMF) relating the difference between the target component
intensity presented in interval 2 and the target component
intensity presented in interval 1 (�I2-1) to the probability
of the participant responding that the target component
with the higher intensity was presented in the second
interval (i.e., p(“Interval 2”) ~ �I2-1), using a maximum-
likelihood approach (logistic regression). As a measure of
sensitivity, we analyzed the slope of the psychometric func-
tion at the inflection point (where p(“Interval 2”) = ½). For
the logistic function, this slope is proportional to the esti-
mated regression coefficient for �I2-1 (b�2-1). The intensity
difference limen (DL) defined as half the difference between
the 75%- and the 25%-point on the PMF is inversely propor-
tional to the slope of the logistic PMF, DL = ln(3)/b�2-1.
Large slopes (and thus small intensity DLs) indicate high
intensity resolution.

Figure A1 shows the mean intensity DLs for the five dif-
ferent target components in both tasks. For the loudness
task, the mean intensity DL for the isolated component
(117.65 ms broadband noise burst) was about 1 dB, com-
patible with the literature (e.g., [47, 67]). The mean DL
for the target component presented at the offset of the
longer stimulus (component 10) was slightly lower than 2
dB. For the target component presented at the onset of
the longer stimulus (component 1), and even more so for
the target components 2 and 5 presented within the longer
stimulus, the DL was increased considerably compared to
the DL for the isolated component, showing DL elevations
of up to 5 dB. These results are difficult to explain in terms
of non-simultaneous masking because the mean sound level
of the target component was identical to the sound level of
the steady, constant-intensity parts of the stimulus,
resulting in only relatively few trials on which the level of
the constant-intensity parts exceeded the level of the
target component by more than 10 dB. At such small

masker-target level differences, only relatively weak DL
elevations have been reported (e.g., [50]). A plausible but
speculative explanation for the increased DLs for compo-
nents 2 and 5 would be that participants had difficulty to
direct their attention to the temporal components pre-
sented within a longer sound. For the brightness task, no
comparison data concerning intensity resolution for an iso-
lated stimulus were available. The DL for the isolated com-
ponent was virtually identical to the DL for component 10.
Afterimage effects at the offset of the longer stimulus might
have contributed to this high sensitivity. Unlike in the loud-
ness task, the DL for component 5 was also relatively small.
In contrast, the DLs for component 1 and particularly
component 2 were considerably higher than for the other
components, showing a large inter-individual variability
for component 2, mainly due to a near-zero PMF slope
(b�2-1) and thus a large DL for one participant (subject 7
in Fig. A2). At least for component 1, the increased DLs
might be due to adaptation effects caused by the abrupt
change in brightness at stimulus onset, as discussed above.

As in Experiment 1, what we were mainly interested in
are the patterns of sensitivities (i.e., PMF slopes) across tar-
get positions in the two tasks, rather than the absolute
magnitude of the PMF slopes. To investigate whether the
patterns of sensitivities differed between the two tasks, we
normalized the estimated slopes of the PMF in the same
way as the TWs in Experiment 1. Per participant and task,
we divided each estimated slope by the mean of the slopes
across the four target components embedded in a longer
sound (i.e., component 1, component 2, component 5, and
component 10; excluding the isolated component), so that
the mean of the resulting four normalized slopes was 1.0.
Figure 7 shows the mean normalized PMF slopes from
Experiment 2 together with the mean normalized weights
from Experiment 1, replotted from Figure 3, to visualize
whether the data support the notion that listeners assign
high weights in judgments of global loudness (Exp. 1) to
temporal components for which the intensity resolution is
high (Exp. 2).

The patterns of normalized sensitivities observed in
Experiment 2 partially, but not completely, reflect the
temporal weighting patterns that were observed in
Experiment 1. For the brightness judgments, the intensity
resolution for component 1 (at stimulus onset) and compo-
nent 2 was substantially lower than the sensitivity for com-
ponent 5 and the final component 10. If one assumes that
the evidence integration process causes a primacy effect
and that this primacy-pattern is modulated by differences
in sensitivity and the assignment of attention to compo-
nents for which the intensity resolution is high, then the
first component should have received a higher weight than
the second component due to the primacy effect, and the
slightly lower sensitivity for component 2 compared to com-
ponent 1 should have amplified this effect. However, the
TWs in the brightness task observed in Experiment 1 show
a considerably higher weight on component 2 than on com-
ponent 1. The pronounced increase in weight from compo-
nent 1 to component 2 observed in Experiment 1 cannot be
explained by the difference in sensitivity between the two
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components (as measured in Experiment 2). For compo-
nents 5 and 10, on the other hand, the primacy effect caused
by the evidence integration process would result in rela-
tively low weights. However, the intensity resolution for
components 5 and 10 was substantially higher than for
components 1 and 2, which might have compensated
for the primacy effect and thus have contributed to the
observed recency effect.

For the judgments of loudness, the intensity resolution
for the first component exceeded the sensitivity for the sec-
ond and fifth component. Thus, the decline in intensity res-
olution from component 1 over component 2 to component
5 might even have amplified the primacy-effect pattern in
the TWs observed in Exp. 1. The highest sensitivity was
observed for component 10, and this higher sensitivity
might have partially compensated for the low weight
assigned to this component due to the primacy effect,
although an increase in weight towards the end of the
stimulus was only barely visible in the mean TWs obtained
in Experiment 1.

We conducted an rmANOVA on the normalized
sensitivities (Fig. 7), with the within-subjects factors task
(loudness, brightness) and target component position (com-
ponent 1, component 2, component 5, component 10). Most
important, the task � target position interaction was signif-
icant, F(3, 21) = 8.00, ~e = 0.75, p = .003, g2p = .53. Thus,
the pattern of sensitivities across the four analyzed target
component positions differed significantly between the
two tasks. As can be seen in Figure 7, in the loudness task,
the normalized sensitivity was higher for component 1
(onset at 0 ms) than for components 2 and 5, and again
higher for component 10. In contrast, in the brightness task,

the normalized sensitivity was relatively low for compo-
nents 1 and 2 and higher for components 5 and 10. Across
tasks, the effect of target component position on the
normalized sensitivities was significant, F(3, 21) = 23.60,
~e = .50, p < .001, g2p = .77. Two post-hoc rmANOVAs
computed separately for the two tasks showed a significant
effect of target component both for loudness, F(3, 21) =
24.49, ~e = 0.56, p < .001, g2p = .78, and for brightness,
F(3, 21) = 15.22, ~e = 0.78, p < .001, g2p = .69. Taken
together, the differences in the sensitivity for intensity
changes at different temporal positions within a longer
stimulus observed in Experiment 2 are partially, but not
completely, compatible with the differences in the TWs
for loudness and brightness observed in Experiment 1.

In the next step, we conducted a similarity analysis
identical to the one of Experiment 1. For each participant,
the within-subject, within-task, between-folds (WSWTBF)
similarity (i.e., split-half reliability) was computed as the
cosine similarity between m = 1000 random splits of
the individual data into two non-overlapping subsets (i.e.,
k= 2 folds). For each participant, the blue and orange violin
plots in Figure 8 show the distribution of the m = 1000
WSWTBF cosine similarity values for the patterns of sensi-
tivities in the loudness and brightness task, respectively,
indicating high split-half reliabilities. In addition, for each
subject, we computed the cosine similarity between the
pattern of four sensitivities (target components 1, 2, 5,
and 10; as plotted in Fig. A2) in the loudness task and
the pattern of four sensitivities in the brightness task
(within-subject, between-tasks similarity; WSBT). For each
of the k � m random subsets of the individual loudness task
trials, we computed the cosine similarity between a) the

Figure 7. Mean normalized sensitivities (i.e., PMF slopes) from Experiment 2 (data points with error bars) and mean normalized
temporal weights (dashed lines) from Experiment 1 (replotted from Fig. 3), as a function of target component onset. Blue speakers:
loudness task. Orange suns: brightness task. Error bars show ± 1 SEM across the 8 participants of Exp. 2.
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loudness sensitivities and b) the brightness sensitivities in
one of the k � m random subsets of the individual bright-
ness task trials. The gray violin plots in Figure 8 show
the distribution of the resulting in k � m = 2000 WSBT
similarity samples per participant.

The mean individual WSBT cosine similarities are
shown in Figure 8. They ranged from 0.66 to 0.92. For each
subject, the WSBT similarity (gray distributions in Fig. 8)
was significantly smaller than the WSWTBF similarity in
both the loudness and the brightness task (blue and orange
distributions in Fig. 8, respectively), as indicated by Welch
two-samples tests (all p-values < .00001), except for partic-
ipant 8 in the loudness task. This analysis indicates that the
only moderately high within-subjects, between-task similar-
ities can indeed be attributed to systematic differences
between the patterns of sensitivities in the two tasks, rather
than to only the inherent noisiness of the data.

4 General discussion

The aim of the present study was to empirically assess
the hypothesis that the TWs observed in perceptual judg-
ments of time-varying stimuli are the result of a supra-
modal decision process, more specifically, an evidence inte-
gration process, as suggested in recent works (e.g., [10, 40,
86]). We specifically addressed this question in the case of

intensity judgments of auditory and visual stimuli (i.e.,
loudness and brightness judgments).

Experiment 1 compared the TWs of loudness to the
TWs of brightness in the same participants, and found that
they differed substantially between the two modalities (see
Fig. 3). For the loudness task, a clear primacy effect was
observed (compatible with the literature; e.g., [55]), while
for the brightness task, recency effects and relatively lower
weights on the first few temporal portions of the stimuli
were observed. A metric introduced to quantify the similar-
ity between the patterns of TWs in the two modalities
within each subject provided further evidence against the
hypothesis of an evidence integration process as the unique
cause of non-uniform patterns of TWs.

Incidentally, the TWs showed a higher inter-individual
variability in the brightness judgment task compared to
the loudness judgment task. Previous studies investigating
TWs in brightness judgments also observed substantial
inter-individual variability [10], but the present study
allows for a direct comparison with TWs in loudness judg-
ments. At present, the reason of the higher variability
observed in the visual compared to the auditory modality
remains unclear and should be addressed by future studies.
Also, on average we observed a recency effect but no
primacy effect in the brightness judgments (Exp. 1), while
a study by Bronfman et al. [10] on temporal brightness
weights reported a primacy effect reported at stimulus

Figure 8. Exp. 2. Same format as Figure 5, but with cosine similarity values computed between individual patterns of sensitivities
(Exp. 2; see Fig. A2).

D. Oberfeld et al.: Acta Acustica 2024, 8, 57 15



durations of 1 and 2 seconds. However, in the latter study,
abrupt onsets and afterimage effects were controlled by
presenting video frames with grey and white stimuli before
and after the actual to-be-judged stimuli as a sort of adapt-
ing field or mask, and this sole quite “minor” difference in
stimulus characteristics might account for the large differ-
ences in the final shape of the patterns of TWs. In sum,
the results of Experiment 1 did not support the hypothesis
that patterns of TWs observed in brightness and loudness
judgments can be accounted for exclusively by a single
supramodal decision mechanism. Yet, they did not totally
rule out that a supramodal decision process contributes to
the observed non-uniform TWs, but rather suggest that
TWs additionally reflect the effects of modality-specific
mechanisms that differ between audition (loudness) and
vision (brightness).

The goal of the Experiment 2 was thus to better appre-
ciate such contributions of modality-specific mechanisms in
the observed differences between patterns of TWs for
brightness and loudness. We specifically investigated the
possibility that the low weight at stimulus onset and the
high weight at the offset observed in the brightness judg-
ments in Experiment 1 could be due to characteristics of
early visual processing. In other words, we empirically
investigated to which extent our initial assumption of the
decision process receiving equivalent sensory representa-
tions of the auditory and visual stimuli (Fig. 1) was incor-
rect. To this end, we measured the sensitivity for auditory
or visual intensity changes imposed on the first, intermedi-
ate, and final temporal portions of auditory or visual stimuli
with a duration identical to the stimuli presented in
Experiment 1. The results showed a significantly different
dependence of relative sensitivity on the temporal position
of the target component within the stimulus between the
two modalities (Fig. 7). Overall, the observed differences
in relative sensitivity measured in Experiment 2 were
partially, but not entirely, compatible with the differences
in TWs observed in Experiment 1 (see Fig. 7). Taken
together, results from these two experiments thus suggest
that the temporal weighting patterns of loudness and
brightness judgments cannot be accounted for completely
by an evidence integration process, and that it is important
to consider the additional contribution of sensory and
attentional mechanisms that might substantially shape
these temporal weighting patterns. Our results thus speak
for a combined influence of sensory, attentional, and
decisional processes on TWs in general, in line with earlier
studies that also emphasized that the empirically observed
TWs in sensory judgments could be due to early sensory
processes, later attentional or decisional mechanisms, or a
combination of each of the three types (e.g., [21, 57, 58, 61]).

From this point of a view, different temporal dynamics
of auditory (loudness) and visual (brightness) intensity pro-
cessing would imply that the traces of the sensory represen-
tations arriving at the decision stage (see Fig. 1) might
differ between audition and vision, despite the carefully
matched temporal dynamics of the presented stimuli. In a
certain sense, one could say that the temporal resolution
of the auditory system is higher than for the visual system

(see below). First of all, auditory neurons show phase-lock-
ing to the acoustic temporal fine structure up to 4 kHz [74].
Anecdotally, audio enthusiasts typically agree that sam-
pling rates of at least 44.1 kHz are required for faithful
reproductions of acoustic signals such as music by digital
audio systems, while most movie cinema visitors do not
complain that the frame rate of classical analogue movies
is only 24 or 25 Hz. However, it is important to note that
there is not only a single, unequivocal value characterizing
the temporal resolution of a sensory system. Instead,
depending on the task or measure considered, quite differ-
ent values for “temporal resolution” are obtained (e.g.,
[88]). For the perception of brightness and loudness, which
is most relevant here, data on temporal integration in vision
and audition indicate only relatively moderate differences
between the temporal dynamics of the two senses. In vision,
the brightness increases with increases in the duration of
the stimulus up to between 5 and 100 ms and is largely
independent of stimulus duration above that critical dura-
tion, for typical luminance levels, and even shorter critical
durations are observed at higher luminance [45], consistent
with measurements of cone responses [32]. Thus, there is
temporal integration of brightness, up to durations of
5–100 ms. In audition, the critical duration for the temporal
integration of loudness is about 150 to 200 ms [83, 97] and
the amount of temporal integration depends on the sound
intensity in a non-monotonic fashion [22]. Hots et al. [33]
suggested that the dependence of loudness on stimulus
duration can be well predicted by a temporal integration
stage consisting of two parallel low-pass filters with differ-
ent time constants. At the threshold of audibility/visibility,
the time constants for temporal integration are somewhat
longer than at suprathreshold levels, both in vision [23]
and audition [88]. In vision, longer critical durations at
the detection threshold were observed in dark-adapted
compared to light-adapted states (e.g., [76]). In audition,
the minimum detectable temporal gap between two sounds
was reported to be in the range between 2 and 100 ms,
depending on the signal frequency and bandwidth (e.g.,
[26, 78]). In vision, gap detection thresholds are in a similar
range (10 to 100 ms) and depend on, e.g., the pulse duration
and the adaptation state (e.g., [42, 66]). Studies measuring
temporal modulation functions (TMTFs; i.e., the modula-
tion depth necessary for detecting flicker in stimuli with
sinusoidal intensity modulation) in vision found cut-off
frequencies of between 7 Hz and 25 Hz, again showing
higher temporal resolution at higher background luminance
(i.e., in a light-adapted state), with a peak of sensitivity at
8–10 Hz emerging at high background luminance [23], the
latter suggesting a filter with both low- and high-frequency
cutoff properties. In audition, the TMTFs in normal-
hearing listeners show a lowpass-filter characteristic with
cutoff frequencies 40–65 Hz, which indicates a lowpass-filter
time constant of about 2.5 ms [4, 90]. Thus, the temporal
resolution of the auditory system for detecting amplitude
modulations is somewhat higher than for the visual system.
However, according to the TMTFs reported in the litera-
ture, the 8.5-Hz rectangular amplitude modulation in the
stimuli of Exp. 1 due to the random changes in intensity
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every 117.65 ms was well detectable in both modalities.
Taken together, this literature indicates that our assump-
tion of presenting auditory and visual stimuli with the same
physical temporal structure would result in brightness/
loudness representations with equal temporal traces at the
input of the decision stage (Fig. 1) was probably too strong,
but at least not violated too severely. It is also important to
note that the observation of temporal integration of bright-
ness and loudness does not imply that the relevant mecha-
nisms are located in early, sensory processing stages. At
least in hearing, it appears unlikely that the temporal inte-
gration of loudness or the temporal integration at the
threshold of audibility is due to mechanisms located in the
auditory nerve or the brainstem (i.e., during the sensory
processing stages in Fig. 1). Instead, these phenomena could
be caused by more central mechanisms. For instance, the
“multiple-looks hypothesis” [91] for the duration-dependence
of detection and discrimination thresholds localizes the rele-
vant mechanisms in a decision stage rather than in early
sensory processing stages, and is thus similar in spirit to
sequential evidence integration.

The present work illustrates the importance of a careful
consideration of the different stages involved in the process-
ing of a sensory quantity (see Fig. 1), as they might all
contribute to the final set of estimated TWs. In some con-
ditions, the perceptual weights measured by psychophysical
reverse correlation as in the present study show striking
similarity with physiological reverse correlation data
obtained in single neurons for example in primary visual
cortex, suggesting that the psychophysical weights can be
linked quite directly to early sensory processes (for a review,
see [48]). In other parts of the literature, sensory processes
are not even considered to contribute to perceptual weights
measured by psychophysical reverse correlation, and the
patterns of TWs are quite directly attributed to evidence
integration processes, and thus higher-level, decisional
mechanisms (e.g., [34, 77]). In a sense, this simple partition-
ing is not unreasonable considering that in the former case,
the tasks were designed specifically to tap into early sensory
processes such as judging the orientation of single Gabor
patch, while in the latter case, the task was to, e.g., judge
the temporal average (“overall”) of the orientation of a
temporal sequence of spatial arrays of Gabor stimuli.

As discussed above, in the literature on loudness, the
TWs were never exclusively attributed to early sensory pro-
cesses, but were thought to likely involve attentional or
decisional processes (e.g.,[58, 63]). For instance, as men-
tioned in the Introduction, a detailed consideration of the
characteristics of auditory nerve (AN) responses shows that
these might contribute to but are unlikely to be the sole
cause of primacy effects observed in previous psychophysi-
cal studies on TWs for loudness. The firing rate of fibers
in the auditory nerve (AN) shows a clear onset peak [39].
If loudness is assumed to be related to the spike count
elicited by the sound [71], and the onset causes more neural
activity than later temporal parts, this could explain a
higher loudness weight on the sound onset. Because the
inner hair cells that innervate the AN fibers are frequency
specific, the recovery of the firing rate is also frequency

specific (e.g., [28]). This is compatible with results demon-
strating that temporal loudness weights are applied in a
frequency-specific manner [20], and that when the spectrum
changes abruptly within a contiguous sound, a second
primacy effect is observed on the second sound part [63].
However, because neurons with high spontaneous rates
(SR) show a fast recovery, so that the onset peak occurs
after silent inter-stimulus intervals of only a few millisec-
onds [28], the observation that the primacy effect in loud-
ness judgments shows full recovery only after silent gaps
of about 350 ms or more [21] seems, at least at first sight,
to be at odds with this explanation. Yet, low-SR neurons
exhibit a considerably slower recovery of the onset peak
[70, 73], thus one could assume that the primacy effect is
primarily driven by these neurons. Another result that
is not easily accounted for by the onset peak in AN fibers
is that varying the mean sound level from just above detec-
tion threshold to higher levels, or presenting to-be-judged
sound in a continuous background noise has almost no
effect on the TWs [19], while the AN responses are strongly
influenced by sound level and simultaneous masking. On a
more general level, the neuronal auditory pathway is quite
complex and involves different types of neurons as well as
efferent and afferent loops [37]. Additional research based
on predictions from computational auditory models is thus
needed to evaluate more exactly the extent to which
processes in the auditory periphery might contribute to
the primacy effect in loudness weights. Also, computational
models for the loudness of dynamic, time-varying sounds
expressed at a ‘functional’ level (i.e., not attempting a phys-
iologically plausible description of the auditory periphery
processes) [14, 24, 46, 96] including multiple temporal inte-
gration stages do not predict the observed primacy effects
in loudness judgments [19, 62].

The present study suggests that for overall judgments of
both loudness and brightness of stimuli extending over a
time range of about 1 second, sensory as well as attentional
or decisional processes contribute to perceptual weights.
The proposed involvement of all three types of processes
is in line with recent work that illustrated this aspect by
combining visual psychophysical experiments and computa-
tional modeling (e.g., [61]). For example, in a face catego-
rization task, considering the discriminability of visual
features in addition to an evidence integration process
was necessary to account for the TWs measured by psy-
chophysical reverse correlation [60].

One consequence of this insight is that when comparing
TWs (or more generally, perceptual weights) across
different modalities or tasks– as it is the case of the present
work –, the influence of sensory-specific processes on TWs
cannot be ignored, or more precisely, should always be con-
sidered. In the same line of reasoning, if one would fit an evi-
dence integration model to the psychophysical data, the
estimated model parameters (e.g., the drift rate in a diffu-
sion model) will reflect the combined effect of sensory pro-
cesses and decisional processes. We would thus like to
comment on several methodological points that need to
be carefully considered if one aims to compare perceptual
processes across modalities. The typical approach in the
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previous literature was to simply compare the average tem-
poral weighting patterns measured across conditions (e.g.,
[10]). A first prerequisite that has not always been consid-
ered in prior studies but is nevertheless critical for a mean-
ingful comparison of TWs between tasks at an individual
level is to ensure that the task difficulty is matched individ-
ually. Second, the finding of similar average temporal
weighting profiles across tasks is a necessary but not a suf-
ficient condition to demonstrate that they are mediated by
a single evidence integration process. Indeed, similarity at
the level of each participant is critical to provide a direct
support to this evidence integration account of temporal
weighting; and even when similar weighting patterns are
observed at the level of the group, this does not guarantee
that this similarity is also observed at the level of each par-
ticipant. Here, we went a step further by quantifying the
similarity of patterns of TWs between two tasks within
each participant, and comparing it to the individual
within-task similarity between random subsets of the trials
(i.e., split-half reliability).

A clear limitation of the present study is that the TWs
(Experiment 1) and the sensitivity for intensity changes on
different temporal components (Experiment 2) were not
measured in the same participants. Within-subjects com-
parisons of the sensitivity patterns and temporal weighting
patterns would have allowed an even stronger test of the
evidence integration hypothesis, or more precisely, an
estimation of how strongly the different patterns of TWs
can be attributed to relatively early factors such as differ-
ences in sensitivity. On a more general level, we believe that
when investigating the origin of TWs (or other perceptual
weights), it is essential to include additional experiments
measuring differences in sensitivity for the different stimu-
lus components (e.g., temporal segments, frequency compo-
nents etc.), and these additional data should preferably be
collected within the same subjects. An ideal approach to
investigate the combined effect of sensory (e.g., differences
in sensitivity) and decisional processes (e.g., evidence
integration) on TWs would be to combine computational
models of these two different processing stages. For
instance, in the case of loudness, one interesting direction
would be to combine an auditory nerve model with an
evidence integration model.

An alternative approach would be to modify the model
of the evidence integration process to account for differences
in sensitivity for the different stimulus components. While
there is previous work on accounting for sensitivity differ-
ences between qualitatively distinct stimulus features in
relation to perceptual weights, as for example different fre-
quency channels in the case of loudness [54] or different
facial features in the case of the categorization of emotional
facial expressions [60], it remains an open question how to
account for differences in sensitivity across time in the
framework of evidence integration models. Finally, it would
be interesting to investigate the temporal weighting in
intensity judgments of combined auditory and visual
stimuli.

To conclude, the present study showed that even for a
task requiring an overall judgment of only a single sensory

dimension varying across time (intensity), the patterns of
TWs differ between sensory modalities (auditory versus
visual), within participants. This observation is incompati-
ble with the idea that the TWs in loudness and brightness
are driven exclusively by a common, supramodal and
subject-specific decision process. Instead, it is compatible
with the view that the observed TWs are the result of a
combination of sensory, attentional, and decisional
processes. Analyzing individual differences both within
tasks/modalities and between tasks/modalities and com-
bining psychophysical reverse correlation measurements
with data on sensory sensitivity appears to be a promising
approach for gaining a better insight into the origin of TWs,
or perceptual weights in general.
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Appendix

Figure A1. Exp. 2. Mean intensity difference limen (DL;
defined as half the difference between the 75%- and the 25%-
point on the psychometric function) as a function of target
component for the two tasks. Top panel: brightness task, bottom
panel: loudness task. Error bars show ± 1 SEM across the 8
participants.
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Figure A2. Exp. 2. Individual normalized sensitivity (PMF slope) as a function of target component for the two tasks (note,
sensitivity for the isolated components not included). Task is indicated by color and symbol (blue loudspeakers: loudness, orange suns:
brightness). Participant number is indicated in the panels. The cos(h) values are the cosine similarity between the two patterns of
sensitivities within a given participant (WSBT; see text).
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