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A B S T R A C T 

We study the properties of long gamma-ray burst (GRB) host galaxies using a statistical modelling framework derived to model 
damped Lyman- α absorbers (DLAs) in quasar spectra at high redshift. The distribution of N H I for GRB-DLAs is ∼10 times 
higher than what is found for quasar-DLAs at similar impact parameters. We interpret this as a temporal selection effect due to 

the short-lived GRB progenitor probing its host at the onset of a starburst where the interstellar medium may exhibit multiple 
o v erdense re gions. Owing to the larger N H I , the dust e xtinction is larger with 29 per cent of GRB-DLAs exhibiting A ( V ) > 1 mag 

in agreement with the fraction of ‘dark bursts’. Despite the differences in N H I distributions, we find that high-redshift 2 < z < 3 

quasar- and GRB-DLAs trace the luminosity function of star-forming host galaxies in the same way. We propose that their 
differences may arise from the fact that the galaxies are sampled at different times in their star formation histories, and that the 
absorption sightlines probe the galaxy haloes differently. Quasar-DLAs sample the full H I cross-section, whereas GRB-DLAs 
sample only regions hosting cold neutral medium. Previous studies have found that GRBs a v oid high-metallicity galaxies 
( ∼0.5 Z �). Since at these redshifts galaxies on a verage ha ve lower metallicities, our sample is only weakly sensitive to such a 
threshold. Lastly, we find that the modest detection rate of cold gas (H 2 or C I ) in GRB spectra can be explained mainly by a low 

volume filling factor of cold gas clouds and to a lesser degree by destruction from the GRB explosion itself. 

Key words: galaxies: high-redshift – galaxies: ISM – galaxies: statistics – gamma-ray bursts. 
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 I N T RO D U C T I O N  

tudying galaxy evolution via flux-limited samples tends to bias 
ur view towards the brightest galaxies at any cosmic epoch. One 
ay of o v ercoming this selection effect is to identify galaxies based
n methods that probe below conventional luminosity limits. For 
xample, it is possible to study much fainter galaxies if they are
agnified by a gravitational lens in the foreground (e.g. Pettini et al.

000 ; Hainline et al. 2009 ; Christensen et al. 2012 ; Stark et al. 2013 ;
tek et al. 2018 ; Bouwens et al. 2022 ). 
Alternatively, we can identify galaxies owing to their neutral gas 

bsorption towards bright background sources (damped Lyman- α
bsorbers, DLAs, with log ( N H I / cm 

−2 ) > 20 . 3; Wolfe et al. 1986 )
 E-mail: jens-kristian.krogager@univ-lyon1.fr 
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ublished by Oxford University Press on behalf of Royal Astronomical Society. Th
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rovided the original work is properly cited. 
r by identifying luminous transients (such as gamma-ray bursts) 
hat hint at the existence of these faint galaxies even if their emission
s not detected (Tyson & Scalo 1988 ; Natarajan et al. 1997 ; Wijers
t al. 1998 ; Hogg & Fruchter 1999 ; Vreeswijk et al. 2004 ; Jakobsson
t al. 2005 ; Prochaska et al. 2007 ). 

Gamma-ray bursts are powerful cosmic beacons that have been 
bserved out to z ∼ 8 (Salvaterra et al. 2009 ; Tanvir et al. 2009 ). A
ew host galaxies at z ∼ 6 have been detected in emission (McGuire
t al. 2016 ), and their afterglows can be bright enough to allow in-
epth studies of the chemical abundances in their host galaxy at these
igh redshifts (Hartoog et al. 2015 ; Saccardi et al. 2023 ). 
Long-duration gamma-ray bursts with a duration of prompt 

mission longer than 2 s (hereafter referred to simply as GRBs;
ouveliotou et al. 1993 ) are directly associated with the deaths
f massive stars (Galama et al. 1998 ; Wijers et al. 1998 ; Bloom
t al. 2002 ; Hjorth et al. 2003 ; Stanek et al. 2003 ) that trace regions
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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f active star formation in galaxies on time-scales of ∼10 Myr.
o we ver, recent observ ations also indicate that some long-duration
RBs are associated with kilonovae which would indicate a binary
rogenitor in a merger scenario (Rastinejad et al. 2022 ). Other
ecent observations also seem to hint at a more complex population
f progenitors in nearby galaxies (de Ugarte Postigo et al. 2024 ;
h ̈one et al. 2024 ). While some models of binary neutron star
ergers predict a non-negligible fraction of mergers to occur on

hort time-scales ( < 30 Myr; e.g. Beniamini & Piran 2024 ), the more
ypical lifetimes are expected to exceed 100 Myr. Thus, at the high
edshifts ( z > 2) studied in this work, the merger progenitors would
ontribute less to the GRB population as they require much longer
ime-scales. 

Since the brightness of the GRB afterglow is not related to the
uminosity of its host galaxy, we can identify and study fainter, more
etal-poor galaxies that would otherwise go unseen in standard, flux-

imited surv e ys (e.g. Fynbo et al. 2001 , 2008 ). By obtaining spectra of
he bright optical afterglow before it fades, we can furthermore study
he interstellar medium (ISM) of the GRB host galaxy along the line
f sight in absorption. In particular, we can characterize the column
ensity of neutral hydrogen, N H I , and the abundance of metals and
olecules in great detail (Jakobsson et al. 2006 ; Prochaska et al.

007 ; Fynbo et al. 2009 ; De Cia et al. 2012 ; Cucchiara et al. 2015 ;
olmer et al. 2019 ; Heintz et al. 2019b ). 
Despite their efficient use as cosmological probes of galaxies,

RBs may not trace the full population of star-forming galaxies in
n unbiased manner; for example, an upper threshold in metallicity
or lower limit in specific star formation rate, SFR/ M � ) has been
nvoked to explain the distribution of GRB host-galaxy properties
e.g. Christensen, Hjorth & Gorosabel 2004 ; Vergani et al. 2015 ;
apelj et al. 2016 ; Perley et al. 2016 ; Palmerio et al. 2019 ; Bj ̈ornsson
019 ; Metha & Trenti 2020 ). Understanding such selection effects
s vital for the interpretation of how GRBs trace galaxies as well as
ow they trace the cosmic star formation rate (SFR) density at the
ighest redshifts (Kistler et al. 2009 ). 
We can use simplified statistical models to investigate the link be-

ween the underlying galaxy population and the absorption properties
hat we observe. Such modelling has successfully been applied to
igh-redshift DLAs identified in random quasar sightlines (hereafter
uasar-DLAs; Fynbo, Møller & Warren 1999 ; Fynbo, Burud &
øller 2000 ; Krogager et al. 2017 , 2020 ; Rhodin et al. 2018 ;
rogager & Noterdaeme 2020 ) and to high-redshift GRB-DLAs

Fynbo et al. 2008 ). 
If the probability of a GRB occurring in any given galaxy, and

hus for that galaxy to be identified as a GRB host, is proportional to
he SFR, as posited by Porciani & Madau ( 2001 ), then the ensemble
f GRB host galaxies should be sampled uniformly from the o v erall
opulation of star-forming galaxies weighted by their SFR (Fynbo
t al. 2008 ). 

Quasar-DLAs, on the other hand, sample the star-forming galaxy
opulation weighted by their cross-section of DLA gas, σDLA , where
 H I > 2 × 10 20 cm 

−2 (W olfe et al. 1986 ). W e assume that this
rojected DLA cross-section is proportional to luminosity (Krogager
t al. 2020 ). At these high redshifts ( z ∼ 2), the passive galaxy
opulation contributes no more than 20 per cent of the total stellar
ass (e.g. Santini et al. 2022 ), and since the high-column density
 I cross-section is expected to be suppressed for passive galaxies,
e therefore neglect the contribution of passive galaxies in this
odel. Assuming that SFR scales directly with the ultraviolet (UV)

uminosity as well (Kennicutt 1998 , for unobscured star formation;
ee discussion in Section 4.2 ), GRB-DLAs and quasar-DLAs both
ample the galaxy population weighted by luminosity. We would
NRAS 535, 561–573 (2024) 
herefore naiv ely e xpect the host galaxies of high-redshift GRB-
LAs and quasar-DLAs to be drawn from the same underlying
opulation of star-forming galaxies, i.e., they sample the luminosity
unction in the same way. 

The aim of this paper is to test this simple scenario by comparing
he observed properties of GRB-DLAs to the model by Krogager
t al. ( 2020 ) and Krogager & Noterdaeme ( 2020 ). Using the two-
hase model of the neutral medium implemented by Krogager &
oterdaeme ( 2020 ), we assume that GRBs only arise in parts
f galaxies where the dense cold neutral medium (CNM) can be
aintained in pressure balance, since the cold dense gas is needed

or the formation of stars. Given the way quasar sightlines randomly
robe the galactic environment, quasar-DLAs on the other hand probe
redominantly the more extended warm neutral medium (WNM). We
hen compare the model predictions to the observed distributions of
 H I , metallicity, A ( V ), and impact parameters of GRB-DLAs. In

his work, we only consider high-redshift bursts ( z � 2) for which
 H I can be measured directly from ground-based spectroscopy via

he Ly α transition. 
The paper is organized as follows: we first describe the compilation

f data from the literature in Section 2 . In Section 3 , we present an
 v erview of the statistical model used in our work and how this is
pplied to model GRB host galaxies before presenting our results
f the model comparison in Section 3.3 . In Section 4 , we offer a
iscussion of how GRBs trace star-forming galaxies in light of our
odelling results. Lastly, in Section 5 , we provide a short summary

f our findings. 
Throughout this paper, we use the following cosmological pa-

ameters: a flat Lambda-cold dark matter cosmology with H 0 =
8 km s −1 Mpc −1 and �M = 0 . 31 (Planck Collaboration XIII 2016 ).

 SAMPLE  SELECTI ON  

ince the model to which we compare our data has been tuned to
bsorption properties at redshift z = 2 . 5, we only consider bursts in
he redshift range 2 � z � 3 . 5. 

.1 Metallicity and dust extinction 

e collect a sample of absorption metallicities and dust extinction
easurements from GRB afterglow spectroscopy with intermediate

or higher) spectral resolution. We include measurements from
L T 

1 /X-shooter, VL T/UVES, Keck/ESI, and Keck/HIRES in order
o have robust metallicity measurements. 

In order to constrain the gas-phase metallicity, the spectroscopic
ollow-up of the afterglow has to be of sufficient quality to constrain
he column densities of the narrow metal lines. This therefore
ntroduces a bias against dust-obscured bursts (see also Perley et al.
016 ). This is directly evident in the distribution of A ( V ) in our
ample compared to the more complete study by Covino et al. ( 2013 )
ho find values of A ( V ) up to ∼ 3 mag. This incompleteness is taken

nto account in our modelling, see Section 3.2 . 
The compilation of metallicities and dust extinction for the total of

4 GRBs is given in Table 1 . This sample is referred to as the ‘GRB
etal sample’ in the remainder of this paper. 
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Table 1. Compilation of GRB metal sample from afterglow absorption 
spectroscopy of bursts in the redshift range 2 < z < 3 . 5. 

GRB z abs [X/H] X A ( V ) Ref. 

000926 2.0380 −0.11 Zn 0.38 (1, 9) 
030226 1.9870 −1.05 Fe 0.00 (2) 
050820A 2.6150 −0.39 Zn 0.27 (4, 2, 6, 9) 
050922C 2.1990 −2.09 Si 0.00 (4, 3) 
071031 2.6920 −1.76 Zn 0.00 (4) 
080413A 2.4330 −1.63 Zn 0.00 (4) 
081008 1.9685 −0.52 Zn 0.08 (5, 6) 
090809A 2.7373 −0.86 Zn 0.11 (7) 
090926A 2.1069 −1.97 Zn 0.03 (7) 
111107A 2.8930 −0.74 Si 0.15 (7) 
120327A 2.8143 −1.49 Zn 0.05 (7) 
120716A 2.4874 −0.71 Zn 0.30 (7) 
120815A 2.3582 −1.45 Zn 0.19 (7) 
121024A 2.3005 −0.76 Zn 0.26 (7) 
130408A 3.7579 −1.48 Zn 0.12 (7) 
141028A 2.3333 −1.64 Si 0.13 (7) 
141109A 2.9940 −1.63 Zn 0.16 (7) 
150403A 2.0571 −1.04 Zn 0.12 (7) 
151021A 2.3297 −0.98 Zn 0.20 (7) 
160203A 3.5187 −1.31 S 0.10 (7) 
161023A 2.7100 −1.23 S 0.09 (7) 
170202A 3.6456 −1.28 S 0.08 (7) 
181020A 2.9379 −1.50 Zn 0.27 (8) 
190114A 3.3764 −1.16 Zn 0.36 (8) 

Note . References: (1) Savaglio, F all & Fiore ( 2003 ); (2) Prochaska et al. 
( 2007 ); (3) Piranomonte et al. ( 2008 ); (4) Ledoux et al. ( 2009 ); (5) D’Elia 
et al. ( 2011 ); (6) Wiseman et al. ( 2017 ); (7) Bolmer et al. ( 2019 ); (8) Heintz 
et al. ( 2019b ); and (9) Zafar & Møller ( 2019 ). 

2

I  

i
w
T  

w  

l  

t  

N  

o  

n
s

2

T
t
g  

e  

n
r
r  

s
t
h

f
1  

a  

o  

a  

i
 

B  

g
f  

r  

t
b  

i  

l
 

(  

fi  

w  

a  

w  

h  

o  

p

3

T  

F  

a  

a  

o  

s
m  

N
 

D
o
P  

s
 

s  

o  

t  

a  

R  

K  

T  

i
c  

G
σ  

i
 

l  

l  

a  

p  

w
P  

H  

m

a

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/535/1/561/7821247 by guest on 30 N
ovem

ber 2024
.2 Neutral hydrogen column density 

n order to impro v e the statistics on N H I measurements and to
nvestigate possible biases related to the metallicity determinations, 
e collect measurements of N H I from the comprehensive work by 
anvir et al. ( 2019 ). Since we only consider GRB-DLAs in this work,
e restrict the sample by Tanvir et al. ( 2019 ) to those absorbers with

og ( N H I / cm 

−2 ) > 20 . 3. When comparing the Tanvir et al. sample
o our GRB metal sample there appears to be a slight lack of high-
 H I absorbers in the metal sample, which could indicate a dust-

bscuration bias as mentioned abo v e. Ho we ver, the dif ference is
ot statistically significant, as evidenced by the p-value of the two- 
ample Kolmogoro v–Smirno v (KS) test p = 0 . 72. 

.3 Impact parameters 

he sample of impact parameters, i.e., the projected distance from 

he GRB explosion site to the luminosity-weighted centre of the 
alaxy, used in this paper has been taken from the work by Lyman
t al. ( 2017 ). These authors associate host galaxies to GRBs using
ear-infrared imaging data from the Hubble Space Telescope (i.e. 
est-frame optical). We consider bursts down to a slightly lower 
edshift limit (1 . 5 < z < 3 . 5) than for the metallicities, since the
ample is otherwise too small for a meaningful comparison. In total, 
here are nine bursts that meet our criteria. All impact parameters 
ave been corrected for differences in assumed cosmology. 
Lyman et al. ( 2017 ) report non-detections of impact parameters 

or 6 out of 15 bursts that meet our redshift criteria. Hence, 40 ±
3 per cent of GRB host galaxies at z > 1 . 5 are not detected down to
 luminosity limit of M � −18 (rest-frame V or R band depending
n the redshift; see their fig. 5 and section 4.2). This may introduce
 bias in the distribution of impact parameters that will be discussed
n more detail in Section 3.3 . 

We also compare to the work by Blanchard et al. ( 2016 , see also
loom et al. 2002 ; Fruchter et al. 2006 ) who study the associated host
alaxies in a mix of near-infrared and optical photometric bands (rest- 
rame UV to optical). We again only consider bursts in the redshift
ange 1 . 5 < z < 3 . 5, which gives a total sample of 32 bursts. Out of
hese, six bursts have no associated host. The fraction of non-detected 
ursts (19 ± 6 per cent) is thus lower than what Lyman et al. ( 2017 )
nfer but consistent within the rather large uncertainties due to the
ow number of bursts. 

In some cases, the host galaxies associated by Blanchard et al.
 2016 ) seem to be biased towards brighter and larger galaxies in the
eld. One example of this is seen for the burst 080319C at z = 1 . 95
hich is studied by both teams. Blanchard et al. ( 2016 ) associate
 bright spiral galaxy at a projected distance of 7 kpc as the host,
hereas Lyman et al. ( 2017 ) assign a much fainter source as the
ost at a projected distance of 0.3 kpc. In this work, we compare
ur model to the measurements of both studies in order not to give
reference to any particular sample. 

 STATISTICAL  M O D E L L I N G  

he model used in this work is based on the modelling approach by
ynbo et al. ( 2008 ), which has been developed further to include
 statistical prescription for N H I (Krogager et al. 2020 ) as well
s a two-phase description of the neutral gas as either a warm
r cold phase (Krogager & Noterdaeme 2020 ). We here offer a
hort summary of the model framework. For details regarding the 
odel implementation, see Krogager et al. ( 2020 ) and Krogager &
oterdaeme ( 2020 ). 
The model has been designed to study the properties of quasar-

LAs in a simplified manner. These absorbers are selected based 
n their projected H I cross-section with the probability density 
 QSO-DLA ( L ) ∝ σDLA ( L ) φ( L ), where σDLA ( L ) is the ef fecti ve cross-
ection of DLAs and φ( L ) is the UV luminosity function. 

Krogager et al. ( 2020 ) use a simple circular projected cross-
ection, such that σDLA ( L ) = πR DLA ( L ) 2 . The typical radial extent
f σDLA is further assumed to scale with luminosity moti v ated by
he tight mass–size relation for H I (Stevens et al. 2019 ). We use
 Holmberg relation of the form: R DLA ( L ) = R 

∗
DLA ( L/L 

∗) t where
 

∗
DLA is the radial extent of the DLA cross-section for an L 

∗ galaxy.
rogager et al. ( 2020 ) obtain a value of t = 0 . 5, i.e., σDLA ( L ) ∝ L .
he absolute scaling of R DLA ( L ), which in turn determines the typical

mpact parameters of quasar DLAs, is obtained by normalizing the 
ross-section to the DLA incidence rate, d n DLA / d z (Zafar et al. 2013 ).
alaxies are then sampled from the luminosity function weighted by 

DLA , and an impact parameter, b, for each randomly sampled galaxy
s drawn with a probability P ( b) ∝ b for b ≤ R DLA ( L ). 

Each galaxy in the model population is assigned a global metal-
icity, Z 0 , following a metallicity–luminosity relation: log ( Z 0 ) =
og Z 

∗
0 + β × M UV with β = 0 . 2. A radial metallicity gradient is

ssumed to obtain the absorption metallicity, Z abs , at the radial
osition given by b. This gradient is taken to be luminosity dependent
ith a variable power-law index: γ = γ ∗ L 

−0 . 5 following Boissier & 

rantzos ( 2001 ) with γ ∗ = −0 . 019 dex kpc −1 (Krogager et al. 2020 ).
o we ver, at the small physical scales probed by the GRBs in this
odel, the metallicity gradient is negligible. 
Together with the absorption metallicity, the model further assigns 

 total hydrogen column density, which is subsequently split into 
MNRAS 535, 561–573 (2024) 
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M

Figure 1. Average column density of total H, H 2 , and H I as a function 
of galactic radius for an L 

∗ galaxy in our model. The radius of R DLA (red 
dotted vertical line) scales with host galaxy luminosity as shown in Fig. 2 
and denotes the outer extent of the randomly drawn impact parameters in 
our model. Within R CNM (blue dashed vertical line) defined by P > P min ( Z) 
(Wolfire et al. 2003 ) the dense CNM clouds are stable in pressure equilibrium 

with the WNM giving rise to H 2 and C I absorption. The R CNM from our 
model coincides with the transition from the H I -dominated phase to the H 2 - 
dominated phase. GRBs are expected to arise within R CNM (light blue shaded 
region) as star formation only occurs in these cold dense clouds. The central 
column density of total H is assumed to be constant for all galaxies moti v ated 
by local observations (Bigiel & Blitz 2012 ). 
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function of host galaxy luminosity in our model. 
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 I and H 2 column densities (following Blitz & Rosolowsky 2006 ;
igiel & Blitz 2012 , see Fig. 1 ). N H I is then used to calculate the rest-

rame optical dust extinction along the line of sight, A ( V ), assuming
 constant dust-to-metal ratio (Krogager et al. 2019 ; Zafar &
øller 2019 ): log ( A ( V )) = log ( Z abs ) + log ( N H I / cm 

−2 ) + κ , with
= −21 . 4. 
Krogager & Noterdaeme ( 2020 ) include a pressure-based two-

hase description of the neutral gas following the canonical model by
ield, Goldsmith & Habing ( 1969 ) describing the WNM and CNM in
ressure equilibrium. The two phases are modelled by a metallicity-
ependent pressure threshold, P min ( Z), abo v e which the neutral gas
an exist in a stable cold phase (Wolfire et al. 1995 , 2003 ). A radial
ressure gradient (see Elmegreen & Parravano 1994 ) as a function
f luminosity is included in the model, giving rise to a characteristic
adius, R CNM , within which the pressure is large enough to sustain a
table CNM, i.e., P ( r) > P min . The radial extent of these two phases,
 DLA ( L ) and R CNM ( L ), are shown in Fig. 2 as a function of host galaxy

uminosity. Since stars only form out of the dense and cold gas phase,
e expect star formation to occur predominantly on spatial scales
ithin R CNM . We therefore restrict our GRB model to only consider

ightlines that probe this CNM region (Fig. 1 ). Quasar-DLAs, on the
ther hand, probe the full extent of neutral gas within R DLA and less
requently within R CNM due to the smaller projected cross-section.
he relative cross-sections of DLA and CNM gas defined this way

eproduces well the observed scarcity of H 2 detections in DLAs (e.g.
edoux, Petitjean & Srianand 2003 ; Jorgenson, Wolfe & Prochaska
010 ; Balashev & Noterdaeme 2018 ; Krogager & Noterdaeme
020 ). 
We highlight that our statistical model only considers the on-sky

rojected gas column density distribution. The column density and
etallicity of a given absorption sightline is drawn from a one-
NRAS 535, 561–573 (2024) 
imensional radial distribution function, such as shown in Fig. 1 ,
ased on the randomly assigned impact parameter. 

.1 The baseline GRB model 

s a starting point for our model comparison, we make the simplify-
ng assumption that GRBs directly trace SFR (e.g. Porciani & Madau
001 ; Robertson & Ellis 2012 ), which is assumed to scale with the
V luminosity (Kennicutt 1998 ); Hence, P GRB-DLA ( L ) ∝ SFR φ( L ) ∝
 φ( L ) ∝ P QSO-DLA ( L ). In other words, GRB-DLAs and quasar-DLAs

n our model trace the luminosity function of high-redshift star-
orming galaxies in a similar way. In our baseline model, their
ifferences therefore arise from the fact that quasar-DLA sightlines
re selected randomly within the full extent of neutral gas, i.e., within
 DLA ( L ), whereas GRB-DLAs only trace the regions of recent star

ormation, i.e., within R CNM . This is similar to the cartoon illustration
y Prochaska et al. ( 2007 , see their fig. 1). 
Since the GRB explosion arises within the host galaxy ISM,

he absorption line of sight does not probe the full volume of the
eutral gas in the same way as quasar sightlines do. We therefore
alculate a statistical geometric correction to the GRB sightlines to
ake into account this diminished column density in front of a GRB as
ompared to a quasar that hits within R CNM . For uniformly distributed
urst locations, the average value of this geometric correction is
xactly 0.5, i.e., GRB-DLA sightlines should have half the total
ydrogen column density compared to quasar-DLAs. 

A full three-dimensional modelling of the complex density field
s beyond the scope of this simplified model. We therefore scale
own the column densities of GRB sightlines by a factor of q drawn
andomly within the interval [0 . 1; 0 . 9] with < q > = 0 . 5. We still
nly consider sightlines in the model with log ( N H I / cm 

−2 ) > 20 . 3
fter the geometric correction, given our sample selection criterion.
he statistical model e xplained abo v e with the additional geometric
orrection will be referred to as our baseline GRB host galaxy model
or ‘baseline GRB model’. 

.2 GRB model corrections 

 direct comparison of our GRB data to the baseline GRB model
escribed abo v e yields acceptable agreement for the metallicity
nd impact parameters, when assuming that GRBs only probe the
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Figure 3. Cumulative distribution functions (top to bottom) of absorption 
metallicity from afterglow spectroscopy, H I column density from afterglow 

spectroscopy, and rest-frame optical dust extinction, A ( V ). The thick red line 
shows the best model allowing for an increase in average density of the CNM 

and including GRB-specific dust bias. The red, dashed line shows the same 
model but without the dust bias. The thin blue line in all panels indicates the 
baseline model before the density and dust-bias tuning. The KS test p-values 
are calculated for the GRB model (red solid and dashed lines) compared to 
the metal sample. In the middle panel, we also give the KS p-value for the 
Tanvir et al. sample for comparison though the fit was performed using the 
GRB metal sample. In each panel, we further show a GRB model with an 
imposed 0.35 Z � metallicity threshold (purple dash–dotted line). The higher 
metallicity threshold of 0.7 Z � is not included in the middle and bottom 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/535/1/561/7821247 by guest on 30 N
ovem

ber 2024
NM regions and including the geometric correction. Ho we ver, the 
istributions of N H I and A ( V ) are both significantly underestimated
or the same model. For reference, these baseline results are shown 
s blue lines in Figs 3 and 4 . As the baseline model already takes into
ccount the smaller average impact parameters of GRB-DLAs, the 
bserv ed e xcess of N H I is therefore not caused by higher densities
t smaller galactic radii (see also Section 4.4 ). Instead, we must
ntroduce one extra degree of freedom in our model to reproduce all
bservations simultaneously. This additional parameter represents an 
 v erall scaling of the average N H I along GRB absorption sightlines.
he interpretation of this additional parameter will be discussed in 
ection 4.1 . 
The density scaling of H I is included via the parameter � log ( N H I )

hich is the average overdensity of N H I within the CNM region of the
ost galaxy, i.e., a constant offset to log ( N H I ) for GRB sightlines. We
ote that the o v erdensity of H I might depend on other gas properties
uch as the metallicity. Ho we v er, lacking an y physically moti v ated
caling between the density and metallicity, we have ignored such 
igher order complexities in our analysis. Ho we ver, we already note
hat a constant offset to N H I rather than log ( N H I ) would not provide
 solution to the problem, as it would introduce a sharp edge to the
istribution of log ( N H I ) around this value. 
With an additional contribution to N H I , the amount of dust

xtinction is also expected to increase for a fixed dust-to-gas ratio. 
e therefore similarly increase A ( V ) for GRB sightlines by scaling

he initial A ( V ) to the new value of N H I for an y giv en GRB
ightline. Lastly, we change the implementation of the dust bias, 
hich was modelled following Krogager et al. ( 2019 ) for quasar-
LAs. Since GRB detection is not susceptible to the complex colour 

nd magnitude selection criteria that quasar-DLAs are, we simply 
nclude a binary selection criterion; GRBs with A ( V ) > A ( V ) lim 

re too obscured to yield metallicity measurements in absorption 
nd will therefore be excluded in our model distributions (see Fynbo 
t al. 2009 ). The value of A ( V ) lim 

is freely variable in order to best
eproduce the observed distribution of A ( V ) for GRBs as mentioned
n Section 2.1 . 

The two parameters, A ( V ) lim 

and � log ( N H I ), are fitted to the
bserved distributions for the GRB metal sample. The best-fitting 
arameters are � log ( N H I ) = 1 . 06 ± 0 . 09 (i.e. the average H I den-
ity is 9–14 times higher) and A ( V ) lim 

= 0 . 44 ± 0 . 05 mag, see Fig. 5 .
his best-fitting model adaptation of the baseline model is referred 

o as the ‘GRB model’ in what follows. 
To test the proposed metallicity thresholds for GRB progenitors, 

e have included calculations for two such thresholds: Z < 0 . 7 Z �
Palmerio et al. 2019 ) and Z < 0 . 35 Z � (Metha & Trenti 2020 ). 

.3 Model results 

ig. 3 shows the observed distributions of metallicity, N H I and A ( V )
or the GRB metal sample in black. The additional GRB sample by
anvir et al. ( 2019 ) used for comparison is shown in grey. The model
redictions for ∼15 000 CNM sightlines drawn randomly from the 
arent galaxy population are shown as the thick, red lines and the
-values based on a KS test comparing the model to the observed

amples is indicated in the legend of each panel. For comparison, we
lso show the baseline model distribution for GRB-DLAs (without 
he additional density parameter) as thin, blue lines. The intrinsic 
odel distribution without taking an observational dust bias into 

ccount is shown by the red, dashed lines. In the top panel of
ig. 3 , we also show the distributions assuming the two proposed
etallicity thresholds of 0.7 (Palmerio et al. 2019 ) and 0.35 (Metha &
renti 2020 ) Solar as the red, dotted and purple, dash–dotted lines,
MNRAS 535, 561–573 (2024) 

panels, as it is indistinguishable from the GRB model. 
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Figure 4. Cumulative distribution functions of observed impact parameters 
of GRBs from Lyman et al. ( 2017 ) in black and from Blanchard, Berger & 

Fong ( 2016 ) as the grey, dashed line. The thick red lines show the GRB 

model distribution, and the thin, blue lines show the baseline model results. 
Solid lines refer to the magnitude-limited sample (see the text) and the dotted 
lines indicate the distributions when considering all host galaxies. The purple 
dashed–dotted line includes a metallicity threshold. 

Figure 5. Constraints on � log ( N H I ) and A ( V ) lim 

parameters. � log ( N H I ) 
parametrizes the o v erdensity of H I along GRB sightlines compared to quasar 
sightlines through the same regions of galaxies. A ( V ) lim 

quantifies the effects 
of a dust obscuration bias since we only consider GRB afterglows with 
absorption-derived metallicities. 
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Figure 6. Comparison of unbiased A ( V ) for high-redshift GRBs by Covino 
et al. ( 2013 ). The gre y shaded re gion indicates the range allowed by the 
upper limits given by these authors. The GRB model is shown as the dashed 
red line (same as bottom panel of Fig. 3 ) without the A ( V ) lim 

criterion in 
order to reproduce an intrinsic sample of GRB-DLAs without the additional 
requirement that the afterglow be bright enough for spectroscopic analysis. 
For comparison, we also show the GRB metal sample as the thin solid line. 
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espectively. Note that the red, dotted lines are not included in the
ther panels as they are indistinguishable from the thick red line. 
We observe a good agreement between the absorption properties

rom the GRB metal sample when compared to the full GRB model
or which we include one additional free parameter (the additional
 I density). Moreo v er, the higher density of neutral gas needed

o reproduce the observed N H I distribution leads to a high fraction
f highly obscured bursts which would not enter the metal sample
ue to the need for good spectroscopic follow-up. This is illustrated
n Fig. 6 where we compare the sample of A ( V ) measurements by
ovino et al. ( 2013 ) to the intrinsic distribution from the GRB model.
he sample by Covino et al. is not restricted by the need to obtain
etailed absorption measurements, and is thus more representative
nd less biased than the GRB metal sample. This is reflected in
NRAS 535, 561–573 (2024) 
he much larger A ( V ) measurements obtained in their sample. We
nd good agreement between our model without the A ( V ) limit and

he unbiased sample by Covino et al. ( 2013 ) at moderate levels of
xtinction (for A ( V ) � 1 mag). Our model predicts a fraction of
9 per cent of so-called dark bursts when adopting the definition by
hese authors, i.e., A ( V ) > 1 mag. 

In Fig. 4 , we show the observed distribution of impact parameters
rom both samples described in Section 2 compared to the baseline
odel and the GRB model. In order to carry out a fair comparison,
e restrict our models to similar host galaxy luminosities as the
bservational magnitude limit. 2 This luminosity comparison of the
ost galaxy is not straightforward due to different wavelength ranges
robed. The sample by Lyman et al. ( 2017 ) is restricted to the rest-
rame optical ( HST/F 160 W , ∼4400 Å at z = 2 . 5) and the sample
y Blanchard et al. ( 2016 ) is a mixture of rest-frame optical and
V, whereas our model only produces rest-frame luminosities at
700 Å. To simplify the calculation, we assume a flat spectral shape
in F ν) between the UV and the optical. Yet, even a small amount
f dust optical extinction can severely suppress the UV flux due to
he steep extinction curves. We therefore need to correct the UV
uminosities for dust-obscuration. Lacking a global dust attenuation
odel, we use the model A ( V ) along the line of sight as a proxy of

he o v erall attenuation of the host galaxy, though there is significant
catter between these two quantities (e.g. Kr ̈uhler et al. 2011 ). The
est-frame A ( V ) is converted to extinction at 1700 Å by multiplying
y a factor of 4 assuming an average SMC extinction curve (Gordon
t al. 2003 ). We then apply a luminosity cut to these dust-corrected
odel luminosities using a limit of −17 . 5 mag as inferred roughly

rom Lyman et al. ( 2017 , their fig. 5). Furthermore, we include a
ut on A ( V ) < 3 mag moti v ated by the maximum value observed
y Covino et al. ( 2013 ) to take into account the bursts that have no
ptical/near-infrared afterglow identified and therefore cannot have
n accurate impact parameter measurement. 
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3 The effects may be significant out to ∼100 pc if the initial column density 
is lower but this would argue against the higher column densities observed 
on av erage. Moreo v er, the models presented by Ledoux et al. ( 2009 ) do not 
consider the shielding from dust which would further reduce the ionizing 
effects of the burst. 
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We show this luminosity restricted model in Fig. 4 as the solid,
ed line. The same luminosity limit of the host galaxies is applied to
he baseline model (shown in blue). For comparison, we also show 

he distribution of impact parameters if no luminosity limit is applied 
red, dashed line) and if a metallicity threshold is assumed (purple, 
ash–dotted line). Our model provides acceptable yet marginal 
greement with both observed samples. 

Lastly, we calculate the fraction of non-detected host galaxies 
iven the adopted luminosity limit and redshift range (2 < z < 3 . 5).
rom our model, we find that 42 per cent of GRB host galaxies fall
elow the adopted luminosity limit for detection of the host galaxies. 
here is, ho we ver, a significant uncertainty ascribed to this estimate
iven the many assumptions mentioned above. We can gauge this 
ncertainty by varying the luminosity limit. A change of ±1 mag 
orresponds to a range of 35–49 per cent of undetected hosts. 

 DISCUSSION  

he fair agreement between our baseline model and the observed 
mpact parameters and metallicities of 2 < z < 3 . 5 GRB-DLAs
uggests that GRBs sample the full luminosity function of star- 
orming galaxies weighted by their SFR. This agreement would 
ndicate that GRB-DLAs and quasar-DLAs sample the luminosity 
unction of star-forming galaxies in the same way. This is discussed
urther in Section 4.4 . None the less, there are significant differences
n the absorption properties between quasar- and GRB-DLAs. Most 
otably the distributions of N H I and A ( V ), see middle and lower
anels of Fig. 3 . The higher average N H I is not straightforward to
xplain by our baseline model, and requires the inclusion of one 
dditional free parameter, namely the o v erdensity of neutral gas, 
ither from gas around the GRB progenitor or in the GRB host
SM in general. We will explore this scenario in more detail in
ection 4.1 . Ho we ver, we emphasize that the increased gas density
ould not directly affect the distribution of impact parameters unless 
 v erdense star-forming re gions only occur at specific galactic radii
hich we deem rather unlikely. Similarly for the metallicity, the 

ncreased density would not affect the metallicity of the gas. The 
dded N H I , ho we ver, af fects the distributions indirectly through the
igher fraction of GRBs that are missed due to optical extinction by
ust. Our conclusion that GRB hosts should represent the underlying 
opulation of star-forming galaxies at z > 2 therefore still holds
egardless of the additional density parameter introduced in this 
ork. None the less, not all GRB hosts are detectable at current

uminosity limits, see the discussion in Section 4.2 . 
While our model is consistent with the data without including 

 metallicity threshold, we cannot firmly exclude the possibility of 
 metallicity threshold mainly due to the low number statistics but 
lso due to the redshift range in our study. In particular, the higher
etallicity threshold of Z < 0 . 7 Z � by Palmerio et al. ( 2019 ) leaves

o significant impact on our model due to the low average metallicity
f galaxies at these high redshifts. The lower and more restrictive 
hreshold put forward by Metha & Trenti ( 2020 ) is not ruled out either
 ut is disfa v oured by the detections of higher metallicity GRBs as
ell as the few large impact parameters (see Fig. 4 ). We caution

hat the metallicities presented in our analysis only probe average 
ine-of-sight measurements and are therefore not sensitive to small- 
cale variations that Metha & Trenti ( 2020 ) discuss, or like those
bserved in the Milky Way (De Cia et al. 2021 ). None the less, as the
etallicity of galaxies globally increases with time (see compilation 

y De Cia et al. 2018 ), such metallicity thresholds will become more
pparent to wards lo wer redshifts than what we study in this work
 z < 2; see also Perley et al. 2013 , 2016 ; Palmerio et al. 2019 ), for
hich we do not have absorption data in this work due to the need
or space-based spectra to constrain N H I and thus the metallicity. 

.1 Overdensity of neutral hydrogen in GRBs 

ur modelling indicates that the average CNM density is 9–14 times
igher for GRB sightlines compared to quasar-DLAs with CNM 

racers (C I or H 2 ; see Section 3.2 ), which in our model arise at similar
mpact parameters. GRB sightlines (and thus GRB-DLAs) are mainly 
ssociated with the death of massive stars. We therefore propose two
lausible explanations for the observed overdensity: (1) the excess 
 I is cased by material locally around the massive progenitor, or

2) the host galaxy is o v erall e xhibiting an increase in ISM density,
hich could be expected during a burst of star formation. In the

ollowing, we will explore both of these scenarios in more detail. 

.1.1 Are GRBs tracing specific overdense regions of the ISM? 

assive stars are only formed in very dense gas clouds. GRBs could
herefore be biased tracers of massiv e, o v erdense re gions of the
SM. Such o v erdensities around GRBs are also inferred from X-ray
bsorption (e.g. Watson et al. 2007 ; Schady et al. 2011 ), in which case
he o v erdensity is mainly ascribed to an excess of ionized material
long the line of sight. Ho we ver, the X-ray absorption column density
s found to correlate with the neutral gas absorption (Watson et al.
013 ) which would further support the idea that GRBs could probe
 v erdense re gions of the ISM. 
The GRB explosion itself may also affect the neutral gas around

he progenitor star. Ho we ver, photoionization modelling indicates 
hat ionization from the burst itself has limited effects on the H I

olumn density beyond a few pc from the burst 3 (Ledoux et al. 2009 ).
e therefore do not consider this a significant effect to the full line-

f-sight column density given the inferred distances between burst 
nd bulk absorption of the order ∼100 pc but may be up to 1.7 kpc
Vreeswijk et al. 2007 , 2013 ; D’Elia et al. 2011 ; Hartoog et al.
013 ). The effect of photoionization of the molecular gas phase will
e discussed in Section 4.3 . 
The most massive stars, thought to give rise to GRBs, will explode

ery early in the star formation process. If the progenitor is more
assive than ∼ 30 M �, the lifetime will be � 5–10 Myr (Woosley,
e ger & Weav er 2002 ). Simulations show that the dense molecular

louds rarely survive more than a few Myr due to intense radiative
eedback from the massive stars (Kimm et al. 2022 ). Ho we ver,
n a few cases, depending on geometry and density, the clouds
ay survive up to 5 Myr. Recent work looking at high-resolution

imulations of a dwarf galaxy shows that such massive birth clouds
ay re-accrete after the initial dispersion by radiative feedback, 

xtending the lifetimes of these clouds up to the order of 10 Myr
Jeffreson, Semenov & Krumholz 2024 ). 

We estimate the time-dependent median gas volume density and 
 2 gas volume density around massive, GRB-progenitor stars formed 
ithin dense molecular clouds, using the output from a high- 

esolution, chemodynamical simulation of an entire dwarf spiral 
alaxy (see Jeffreson et al. 2024 ). The mass resolution of the
imulation is 859 M �, and so all stellar populations are synthesized
MNRAS 535, 561–573 (2024) 
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Figure 7. Median total gas volume density (blue) and molecular hydrogen 
volume density (orange, at half the total density) as a function of time after 
stellar birth t , for each star particle of mass � 30 Myr (H/He-burning lifetime 
≤ 6 Myr , see the text) in a simulation of a dwarf spiral galaxy. 
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or star clusters (stellar particles) of median mass 859 M �, drawn
rom a Chabrier ( 2003 ) initial mass function. 

Because the runtime memory required to store the stellar pop-
lation for each star particle in the high-resolution simulation is
rohibitively large, we do not have access to the masses of individual
tars that were formed during the simulation by Jeffreson et al.
 2024 ). Instead, a supernova progenitor mass of > 30 M � is assumed
orresponding to a lifetime of < 6 Myr (e.g. Chabrier 2003 ). We
herefore select all stellar particles in the simulation that produce
upernovae within 6 Myr of their formation, and count the number of
upernovae N SN that occur in each particle before this time. We then
ompute the total gas density ρ and molecular fraction x H 2 within a
phere of radius 18 pc (similar to a giant molecular cloud) around
ach selected stellar particle, during each Myr before its death. In
he simulation, there are 5 × 10 4 such massive progenitor stars over
 period of 300 Myr. The N SN -weighted median values of ρ and ρH 2 
cross all selected star particles o v er this 6 Myr interval, along with
heir interquartile ranges, are shown in Fig. 7 . 

If we assume a standard average gas density of ∼1–10 cm 

−3 

Ferri ̀ere 2001 ), our modelling suggests a gas density around GRBs
f the order 10–150 cm 

−3 . This would imply an average lifetime of
he GRB progenitor of < 3 Myr based on the results shown in Fig. 7 .
uch a short lifetime is still consistent with expected lifetimes of
assive stars (Woosley et al. 2002 ); Ho we ver, we find it unlikely

hat the re-accretion of only the progenitor birth cloud is enough to
xplain the overdensity that we infer for GRB sightlines compared
o quasar-DLAs with CNM tracers. This is further supported by
he rather large inferred distances between explosion site and the
ulk of the gas giving rise to fine-structure excitation of metal lines
Vreeswijk et al. 2007 , 2013 ; D’Elia et al. 2011 ). Hence, the bulk
f the absorption most likely does not arise from the immediate
urroundings of the GRB progenitor. 

.1.2 Are GRBs tracing the onset of a burst in star formation? 

nother interpretation of the o v erdensity of H I would be that GRBs
robe galaxies at specific times in their star formation histories.
hat is, if GRBs mainly occur at the onset of a starburst, or shortly

hereafter, the host galaxy may contain more such o v erdense star-
orming clouds on average. This is consistent with observations
NRAS 535, 561–573 (2024) 
f local starbursts whose o v erall gas surface densities are 1–2
rders of magnitude higher than regular galaxies (e.g. Kennicutt
998 ; Bigiel et al. 2008 ). Such an o v erdensity would shift the
adial column density profile used in our model (Fig. 1 ) towards
igher log ( N H I ) for GRBs. Our modelling is consistent with the
bservations without any further changes to the slope of the radial
olumn density distribution. The slight excess of GRB-DLAs with
og ( N H I / cm 

−2 ) ∼ 21 compared to our model (see Fig. 3 ) could
e explained by a slightly flatter radial dependence. Ho we ver, we
aution that a full analysis of the radial distribution of log ( N H I )
ould require more sophisticated models. In future work, we plan

o investigate the radial log ( N H I ) profile in more detail assisted by
umerical simulations. 
In this temporal interpretation, the GRB sightlines are thus more

ikely to intercept high-density neutral gas compared to other times
here such dense gas has been dispersed by radiative feedback

rom the embedded, young stars. A similar conclusion is reached
y Hatsukade et al. ( 2020 ) who study the molecular gas mass of
RB host galaxies traced by CO emission. These authors find that

he GRB host galaxies have higher molecular gas mass fractions than
egular star-forming galaxies; Ho we ver, this excess of molecular gas
isappears when comparing to galaxies that have higher specific
FRs similar to GRB hosts. 
The temporal interpretation of the o v erdensity is also consistent

ith the enhanced specific SFRs often observed in GRB host galaxies
Christensen et al. 2004 ; Perley et al. 2013 ; Bj ̈ornsson 2019 ). If
RBs predominantly trace a specific time shortly after the onset of a

tarburst (see Hatsukade et al. 2020 ), the instantaneous SFR observed
ould be ele v ated compared to a random galaxy selected at a more

epresentative phase in its star formation history such as quasar-
LAs with CNM tracers. A logarithmic offset in column density
ould then naturally follow from the power-law relation between
FR and gas density (Schmidt 1959 ; Kennicutt 1998 ). We therefore
a v our this interpretation of GRBs as tracers of a specific moment in
he host galaxy’s star formation history. 

.2 The fraction of dark bursts 

he fraction of so-called dark bursts is still a subject of debate,
nd several definitions exist based primarily on X-ray classification
e.g. Jakobsson et al. 2004 ; van der Horst et al. 2009 ) or optical
ust obscuration (e.g. Kr ̈uhler et al. 2011 ; Melandri et al. 2012 ).
he fraction of dark bursts is estimated to be around 10–20 per cent

Jakobsson et al. 2004 ; van der Horst et al. 2009 ; Perley et al. 2013 )
ut may be up to 30–40 per cent (Greiner et al. 2011 ; Melandri et al.
012 ) for an adopted dark burst definition of A ( V ) > 1 mag. Using
his definition, our GRB model predicts a dark burst fraction of
9 per cent, which is broadly consistent with the GRB observations.
et, our model predicts a larger fraction of highly obscured bursts
 A ( V ) > 3 mag) compared to the sample by Covino et al. ( 2013 ).

e attribute this larger fraction of dark bursts in our model to
he fact that some GRBs are expected to be so obscured that no
ptical or near-infrared afterglow is identified (Fynbo et al. 2009 ).
hese highly obscured bursts would therefore not be present in the
ample by Covino et al. ( 2013 ) as these authors only include GRBs
ith a spectroscopic redshift determination. Ho we ver, these highly
bscured GRBs with no detected afterglow may also be caused by
ther factors, such as being at very high redshift or intrinsically faint
ursts. It is therefore not straightforward to quantify the fraction of
RBs with no optical/near-infrared afterglow due to dust obscuration

lone. 
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A related issue to the one of dust-obscured dark GRBs is the
umber of host galaxies that are not detected (see Hjorth et al. 2012 ,
or a complete sample of GRBs). These undetected host galaxies 
ay bias the associations of impact parameters (Blanchard et al. 

016 ; Lyman et al. 2017 ). In our model, we have tried to account for
his undetected population of galaxies given the estimated limiting 
uminosity. We find that our estimated fraction of undetected host 
alaxies of 35–49 per cent agrees well with the 40 per cent of non-
etected hosts by Lyman et al. ( 2017 ). Ho we ver, the observ ations are
ased on inhomogeneous imaging data and varying detection limits in 
he two samples that we compare to. Hjorth et al. ( 2012 ) study a more
omplete sample and find a smaller fraction of about 20 per cent. A
air comparison to our GRB model is further complicated due to the
ifferences in the modelled rest-frame UV luminosities as compared 
o the observed rest-frame optical range. Significant variations are 
bserved between the line-of-sight dust extinction and the global 
ttenuation of the host galaxy (Kr ̈uhler et al. 2011 ; Friis et al. 2015 ;
eintz et al. 2017 ; Chrimes et al. 2019 ; Schroeder et al. 2022 ). These
ariations are most likely due to an inhomogeneous dust distribution 
nd possibly very localized dust near the burst (Greiner et al. 2011 ;
r ̈uhler et al. 2011 ). Ho we v er, on av erage there seems to be a

endency for more dusty host galaxies among the most dust-obscured 
RB afterglows (Perley et al. 2013 ; Corre et al. 2018 ; Schroeder et al.
022 ). These complications in dust corrections may explain the slight
ension we observe in the predicted impact parameter distributions. 
rom an observational point of view, it is also not straightforward 

o associate a host galaxy to a GRB as evidenced by the significant
ifferences between the two samples of Blanchard et al. ( 2016 ) and
yman et al. ( 2017 ). 

.3 CNM tracers in GRB sightlines 

egardless of whether GRBs arise in specific o v erdense pockets in
he CNM or at specific times of starburst activity, one would naively
xpect to observe tracers of the CNM such as C I or H 2 in the majority
f GRB sightlines. Ho we ver, only around 30–40 per cent of GRBs
ave CNM tracers detected by either H 2 absorption (Bolmer et al. 
019 ) or C I absorption (Heintz et al. 2019a ). Indeed, our statistical
odel predicts a detection rate of nearly 100 per cent based on the

etection limit of log ( N H 2 / cm 

−2 ) � 17 given by Bolmer et al. ( 2019 ).
One possible explanation for the modest detection rate of CNM 

racers in GRB afterglow spectra is the efficient photodissociation of 
 2 and ionization of C I by the GRB explosion itself (Draine & Hao
002 ). The ionizing flux produced by the GRB explosion may destroy 
 2 out to ∼100 pc depending on the exact column density (Ledoux

t al. 2009 ). Whalen et al. ( 2008 ) on the other hand find that the GRB
xplosion itself is not able to fully destroy all H 2 near the GRB. They
rgue that H 2 must already be suppressed before the GRB goes off.
he simulations by Jeffreson et al. ( 2024 ) show that H 2 can indeed be
ignificantly suppressed by radiative feedback around massive stars, 
hereby lowering the column density of H 2 . If the column density is
lready suppressed before the burst, the GRB explosion will more 
f fecti vely destroy the molecular gas phase (Ledoux et al. 2009 ). If
e include this destruction of H 2 within 100 pc in our model, we
nd an H 2 detection fraction of 90 per cent. This is still inconsistent
ith the observations. The distance out to which H 2 is destroyed 
ould need to be greater than 500 pc in order to match the moderate
etection rate reported by Bolmer et al. ( 2019 ) and Heintz et al.
 2019a ). 

Another explanation is related to the assumed azimuthally sym- 
etric geometry. While this works well for the extended H I gas,

he CNM bearing gas might realistically be confined to a more 
attened, disc-like structure. GRB sightlines arising from these CNM 

egions are then more likely to be perpendicular to the disc rather
han piercing through it. This would ef fecti vely lo wer the volume
f the CNM-bearing medium thereby lowering the probability of 
ntercepting a CNM cloud. Ho we ver, this would go against the excess
f N H I if the column density is not dominated by the environment
lose to the GRB, as discussed in Section 4.1 . In this flattened CNM
eometry, the probability of crossing other high-density star-forming 
egions would be lower, leading to the same N H I distribution as
or CNM-bearing DLAs, which we do not observe. Hence, unless 
he local environment of the GRB contributes significantly to the 
bserv ed e xcess of N H I , or the H I distribution is different all together,
e find this purely geometrical interpretation hard to reconcile with 

he data. Since our model is not based on a full three-dimensional
eometry, a full test of the geometry is beyond the scope of this
ork. In future work, we will address such higher order geometrical

onsiderations assisted by state-of-the-art numerical simulations. 
Lastly, our model assumes a uniform co v ering fraction of the

NM gas for random background sources piercing the full volume 
f CNM-bearing gas. Since the volume-filling factor of CNM clouds 
ay be quite low (e.g. Krogager et al. 2018 ), we do not expect

ightlines arising from within the CNM-bearing volume to hit a cold
as cloud in all cases. Instead, the probability of piercing another cold
as cloud is proportional to the fraction of the volume through which
he sightline travels (for uniformly distributed clouds). The GRB 

xplosion may therefore locally destroy H 2 (or C I ) but the absorption
ightline still propagates through the rest of the host galaxy ISM. If
he GRBs are randomly distributed within the volume where cold 
louds are found, the average detection fraction of CNM tracers in
ur model would instead be ∼50 per cent. 
The projected co v ering fraction of CNM gas in quasar absorption

ystems may in fact be closer to ∼80 per cent (Wiklind & Combes
995 ; Wiklind, Combes & Kanekar 2018 ; Krogager et al. 2018 ;
oiss ́e & Bergeron 2019 ). An o v erall lower projected co v ering

raction would further decrease the chance of a random GRB sightline 
iercing a cold cloud, bringing the expected H 2 detection rate into
greement with the observations (30–40 per cent, Bolmer et al. 2019 ;
eintz et al. 2019a ). We therefore conclude that the most likely

xplanation for the low detection rate of H 2 and C I is due to a
ombination of local suppression of these species due to the prompt
mission of the GRB and a low volume-filling factor of cold gas
louds in the host galaxy ISM. 

.4 How do quasar-DLAs and GRB-DLAs trace star-forming 
alaxies? 

here is a fundamental relationship between the velocity width of 
uasar-DLA gas and the metallicity of the same gas (Ledoux et al.
006 ); This relationship has a well-defined and clear evolution with
osmic time which has been traced back to z = 5 . 1 (Møller et al.
013 ). If GRBs, at all redshifts, randomly select galaxies from the
ame population of galaxies as do quasar-DLAs, then the resulting 
ample should follow the same relation with the same evolution. 
rabsalmani et al. ( 2015 ) have tested and confirmed that the two

amples for GRB- and quasar-DLAs are indeed consistent with 
eing drawn from the same relation (see the lower panel of their
g. 2 ), providing strong support for the validity of our combined
odel assumption in this work. Arabsalmani et al. ( 2015 ) also find

hat while following the same relation, GRB-DLAs preferentially 
opulate the high-metallicity end of the relation suggesting that 
RB selection is weighted either towards higher metallicity galaxies, 

owards higher metallicity sightlines in the same galaxies as quasar- 
MNRAS 535, 561–573 (2024) 
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Figure 8. Cumulative distributions of metallicity (top) and N H I (bottom) for 
the GRB metal sample shown by the solid black line and for quasar DLAs 
(Q16, Quiret et al. 2016 ) shown by the dashed grey line. We show the model 
distributions for GRBs in the thick solid, red line, and for quasar DLAs in the 
dashed, blue line. For comparison, we show the model distributions of quasar 
CNM-DLAs (i.e. with C I or H 2 absorption) as the thin, light blue line and 
the observed distribution of N H I for quasar CNM-DLAs (KN20, Krogager & 

Noterdaeme 2020 ) as the thick, light blue stepwise line. We do not show the 
metallicity distribution for the KN20 sample as this sample is biased towards 
high metallicity by being mostly selected based on C I which fa v ours high 
metallicity (Ledoux et al. 2015 ). 
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LAs, or both. Christensen et al. ( 2014 ) find that DLA hosts have
e gativ e metallicity gradients from their centre and out, meaning
hat a GRB sightline (located close to the centre) in a DLA galaxy
ould indeed be expected to show higher metallicity than a random
uasar-DLA sightline. 
In agreement with the works mentioned abo v e, our modelling

upports the hypothesis that DLAs observed in both quasar and
RB sightlines trace the same underlying population of galaxies. On

he one hand, quasar-DLAs trace galaxies weighted by their cross-
ection of neutral gas, which we assume is directly proportional to
uminosity (Krogager et al. 2020 ). On the other hand, GRB-DLAs
race galaxies weighted by the SFR which is also assumed to scale
ith luminosity (Kennicutt 1998 ). This is slightly at odds with the
revious work (Fynbo et al. 1999 ; Fynbo et al. 2008 ) who find that
he quasar-DLA cross-section scales with a power of 0.8 instead of
 power of 1 that we adopt in this work. This change in the scaling
f DLA cross-section as a function of luminosity is related to the
pdated metallicity measurements used by Krogager et al. ( 2020 ) as
ell as the direct modelling of a dust-obscuration bias which alters

he metallicity distribution. To illustrate this, we show a comparison
f the metallicity distributions for quasar-DLAs and GRB-DLAs
n Fig. 8 . The quasar-DLAs extend to lower metallicities given the
etallicity gradient and their larger impact parameters on average

see Fig. 9 ). We find that the median of the GRB-DLA metallicities is
.2 dex higher than for the quasar-DLAs after applying the correction
or the redshift evolution in the mass–metallicity relation (Møller
t al. 2013 ), in agreement with the offset reported by Arabsalmani
t al. ( 2015 ). 

In Fig. 8 , we also compare the N H I distributions of quasar-DLAs
nd GRB-DLAs. We interpret the significant offset as a result of
RBs tracing their host galaxies at the onset of a star formation event

eading to an o v erall increase in gas surface density in the host galaxy.
uasar-DLAs, by selection, trace fully random sightlines through the
LA cross-section of the galaxies at no specific location nor time.
e note that the N H I distribution of quasar CNM-DLAs compiled by
rogager & Noterdaeme ( 2020 ) shows a marginal excess of high N H I 

ystems. We caution, ho we ver, that the sample is not homogeneously
elected and is therefore not fully representative. Indeed, the sample
ncludes a number of targets that have been selected based on
aving log ( N H I / cm 

−2 ) � 21 . 5 (Noterdaeme et al. 2014 ; Ranjan
t al. 2020 ). Moreo v er, giv en the low number of CNM-DLAs, a KS
est reveals that this excess is not significant given the p-value of
.22. 
Lastly, we compare the impact parameter distributions between

uasar-DLAs and GRB-DLAs in Fig. 9 . Our model has been
estricted to only consider galaxies that would be bright enough for a
etection in ground-based observational campaigns (see Section 3.3
or GRB-DLAs). For quasar-DLAs, we estimate the SFR from
he model UV luminosity and consider only hosts with SFR >

 . 2 M � yr −1 , see also Krogager et al. ( 2020 ). It is clearly seen that
uasar -DLA sightlines on a v erage probe the outer re gions of their
ost galaxies. The impact parameters of quasar-DLAs are one order
f magnitude larger than those of GRB-DLAs. We further observe
hat the impact parameters of quasar-DLAs are underpredicted by

20 per cent in our model. This slight of fset, ho we ver, is due to the
omplications of detecting the galaxies at small projected separations
rom the bright background quasar (less than ∼ 5 kpc). Though
e caution again that the impact parameter sample may further be
iased by inhomogeneous observations often targeting metal-rich
bsorbers (Fynbo et al. 2010 ; Krogager et al. 2017 ) which in our
odel would also be larger and are thus more likely to have larger

mpact parameters. 
NRAS 535, 561–573 (2024) 
 SUMMARY  

n this work, we study how GRB-DLAs probe their host galaxies
sing a statistical modelling approach. We compare observed dis-
ributions of N H I , metallicity, A ( V ), and impact parameters to the
tatistical model by Krogager & Noterdaeme ( 2020 ). We take into
ccount a geometric correction since GRBs arise from within the
olume of gas instead of piercing the full volume as a quasar sightline
ould. We find that this ‘baseline model’ provides an acceptable fit

o the metallicity and impact parameter distributions of GRB-DLAs.
hese are the more fundamental quantities related to the host-galaxy

uminosity (or mass). Yet, the ‘baseline model’ does not reproduce
he observed N H I nor A ( V ) distributions. We therefore include one
dditional free parameter to model the o v erdensity of neutral gas
bserved in GRB-DLAs (Heintz et al. 2019a ). Lastly, we change
he implemented dust bias prescription, which was tailored to model
uasar-DLAs. 
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Figure 9. Cumulative distributions of impact parameters for the GRB sample 
by Lyman et al. ( 2017 ) shown by the solid black histogram and for quasar- 
DLAs (MC20, Møller & Christensen 2020 ) shown by the dashed grey 
histogram. We show the model distributions for GRBs in the solid red 
line (restricted in luminosity and non-obscured bursts, see Section 3.3 ). For 
quasar-DLAs, we show the model as the dashed blue line (restricted in SFR 

based on UV luminosity to mimic observational limitations at these high 
redshifts, see also Krogager et al. ( 2020 ). 
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We fit the dust-bias parameter and the H I o v erdensity parameter
imultaneously to a sample of GRBs detected in the redshift range 
 < z < 3 . 5 (Section 2 ). From this fit, we find that bursts with
 ( V ) > 0 . 44 ± 0 . 05 mag are too heavily obscured to allow optical

pectroscopy needed to determine the metallicity. 4 The o v erdensity 
f neutral gas along the GRB sightline is found to be � log ( N H I ) =
 . 06 ± 0 . 09 (a factor of 9–14), see also Fig. 8 . 
The o v erdensity of H I is interpreted as a temporal selection effect,

amely that GRBs, due to their massive stellar progenitors, select 
alaxies in an early stage of a star formation event or a starburst. We
peculate that galaxies in such a stage of a starburst may host many
uch massive and dense regions which would increase the column 
f gas along the line of sight (Hatsukade et al. 2020 ). Furthermore,
ocal starburst galaxies exhibit an excess surface density of neutral 
as compared to more regular galaxies (e.g. Kennicutt 1998 ; Bigiel
t al. 2008 ). A similar effect could thus plausibly be expected for
igh-redshift galaxies as well. This interpretation is also qualitatively 
n agreement with the claim that GRB host galaxies have higher 
pecific SFRs on average (Christensen et al. 2004 ; Perley et al. 2013 ;
j ̈ornsson 2019 ). We find it less convincing that the o v erdensity
f neutral gas is caused by gas near the progenitor itself, unless
he lifetime of the progenitor is < 3 Myr and the majority of the
rogenitors are able to re-accrete significant amounts of their birth 
louds as suggested by Jeffreson et al. ( 2024 ). 

Based on the acceptable agreement between metallicity and impact 
arameters from the model, both before and after fitting the N H I 

nd A ( V ) distributions, we conclude that GRB-DLAs and quasar-
LAs with CNM tracers sample the luminosity function of star- 

orming galaxies in the same way. We further test the metallicity 
hresholds put forward in the literature and find that at these high
edshifts ( z > 2), such metallicity thresholds do not significantly 
 The parametrization of the dust obscuration is of course o v erly simplified, 
s metallicity measurements could still be possible at higher levels of 
bscuration depending on the brightness of the GRB. None the less, the 
arameter is useful for the statistical comparison. 

R

A  

A
B

ffect the GRB population due to the o v erall lower metallicities at
arly times in the Universe. The host galaxies of GRB-DLAs are
herefore representative of the underlying population in terms of 

etallicity and luminosity (or stellar mass), yet still susceptible to 
iases due to optical dust obscuration. 
We quantify the effect of dust obscuration and compare the 

raction of so-called dark bursts (with A ( V ) > 1 mag) to our model
redictions. Observations infer a rather uncertain range of dark bursts 
anging from 10 to 40 per cent (Jakobsson et al. 2004 ; Melandri et al.
012 ). Based on our model, we expect 29 per cent of bursts to have
 ( V ) > 1 mag. 
Under the assumption that GRBs arise from the inner regions of

alaxies where cold neutral gas should be present, we would naively
xpect that all GRB sightlines should show tracers of the CNM (C I or
 2 ). We discuss the detection rate of such CNM tracers and find that

he observed fraction of 30–40 per cent (Bolmer et al. 2019 ; Heintz
t al. 2019a ) is consistent with our model, see Section 4.3 . 

Lastly, we compare the observed metallicity distribution of quasar- 
nd GRB-DLAs to the expected distributions from our model frame- 
ork. Quasar -DLAs ha ve slightly lower metallicities on a verage
ue to the metallicity gradient and much larger impact parameters 
Fig. 9 ). The GRB-DLAs have metallicities that are 0.2 dex higher
n average, consistent with Arabsalmani et al. ( 2015 ), when taking
nto account the redshift evolution in the mass–metallicity relation 
Møller et al. 2013 ). In contrast, the quasar -DLAs ha ve significantly
ower N H I on average, and even when comparing to the subset
f quasar-DLAs with CNM gas that probe similar small impact 
arameters as GRB-DLAs, the median N H I differs by almost an 
rder of magnitude. This bolsters our conclusion that the observed 
xcess of N H I in GRB-DLAs is not simply due to the higher gas
ensity at smaller galactic radii (see Figs 8 and 9 ). 
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