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Abstract—Conversational systems are now capable of produc-
ing impressive and generally relevant responses. However, we
have no visibility nor control of the socio-emotional strategies
behind state-of-the-art Large Language Models (LLMs), which
poses a problem in terms of their transparency and thus their
trustworthiness for critical applications. Another issue is that
current automated metrics are not able to properly evaluate the
quality of generated responses beyond the dataset’s ground truth.
In this paper, we propose a neural architecture that includes an
intermediate step in planning socio-emotional strategies before
response generation. We compare the performance of open-
source baseline LLMs to the outputs of these same models
augmented with our planning module. We also contrast the
outputs obtained from automated metrics and evaluation results
provided by human annotators. We describe a novel evaluation
protocol that includes a coarse-grained consistency evaluation,
as well as a finer-grained annotation of the responses on various
social and emotional criteria. Our study shows that predicting
a sequence of expected strategy labels and using this sequence
to generate a response yields better results than a direct end-
to-end generation scheme. It also highlights the divergences and
the limits of current evaluation metrics for generated content.
The code for the annotation platform and the annotated data
are made publicly available for the evaluation of future models.

Index Terms—Conditional Response Generation, Social Di-
alogue, Emotional Response Generation, Evaluation Protocol,
Socio-Emotional Strategy Planning

I. INTRODUCTION

New, powerful Large Language Models (LLMs) have
widely democratised the use of text generation systems,
spurring the field of Natural Language Processing toward a
new era marked by attempts at reducing the gap between
academic progress and day-to-day applications. Such use cases
include motivational interviews [1]], customer service [2] or
assistance in psychotherapy sessions [3]]. However, as these
models are currently data-driven and generate textual content
in a fully end-to-end manner [4], it is unsure how the social
and emotional aspects of the responses formulated by these
models, such as informing or sympathising, are planned and
regulated. This work aims to join in the effort of building more
trustworthy conversational systems.
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The contributions of this paper are threefold: 1) We propose
a response generation system that jointly addresses both the
planning and the generation aspects of the process within
a neural architecture. As illustrated in Figure [, the process
is articulated around two main steps: first, previous turns of
the conversation are used to predict a sequence of multiple
social and emotional labels. This sequence is then used to
condition the selection of the final textual response, by re-
ranking a set of generated candidate answers. However, the
generation of social and emotional content naturally raises the
question of the evaluation. As no automated metrics have yet
to properly measure such factors. To provide a dependable
analysis of our results, 2) we describe our extensive human
evaluation protocol that defines multiple criteria that make up
the ’quality” of an answer. Lastly, 3) we share all the code
and the annotated data to provide a baseline for future works
in the field[]

II. RELATED WORK

A. LLMs for Planning socio-conversational Response Gener-
ation

Response planning is a crucial aspect of building effective
and engaging dialogue systems, as it directly impacts the
system’s ability to maintain natural and contextually coher-
ent interactions. Although end-to-end Large language models
(LLMs) have demonstrated impressive skills, particularly in
generating fluent text responses, they encounter difficulties
with planning tasks. Fully end-to-end approaches such as [3]]
rely on the generation of data controlled by knowledge bases
to fine-tune end-to-end models to implicitly integrate socio-
emotional strategies. This type of approach gives no visibility
or control over the socio-emotional strategy underlying the
response, which raises questions of transparency. This is why
we have chosen to focus on approaches that provide greater
visibility by adding an explicit planning stage.

Numerous research works have been undertaken for plan-
ning socio-emotional strategies either by prompting LLMs or

IThe code and annotated data are shared in this repository.
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Yes. Five pm.
Ok, perfect, thank you.

Yes, they just told me that they
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about an hour and a half.

“Information”, “Politeness”

?

Right, so | should get there
around five pm. Thank you,
madam, have a nice day.

STEP 1: From context
history, predict the
labels expected in the
next response

STEP 2: Using context
history and the list of
expected labels,
generate the response

|

[ That’s right. Have a nice day.

) (
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“Information”, i
Yes, you can go there at five pm.
You’re welcome, goodbye.

NO-CD

Fig. 1.
scheme used in this paper.

by fine-tuning them. The most advanced prompting approaches
rely on Chain-of-thought techniques that are prominent in
the literature. Works such as [|6] and [7] propose prompting
schemes to enhance LLMs’ empathetic reasoning skills. The
LLMs are thus led to reason in multiple steps on what emo-
tions they should display next to generate the next utterance
accordingly. However, such prompt-based approaches rely on
a huge amount of data whose content is not always known
to decide on the strategy to adopt, which raises problems of
explicability (how and why has this strategy been chosen?)
and control for task relevance.

Another approach consists of fine-tuning transformer mod-
els such as BERT or BART on annotated dialogue data for the
planning task. Thus, in [8]], various models are fine-tuned to
predict the need for a hedge in the next turn, by taking as input
a representation of the dialogue history that includes features
such as conversation strategies, tutoring strategies or dialogue
acts. This “’next utterance hedging” prediction is binary (a turn
can be either a hedge or a non-hedge turn). [9] introduces
a hybrid approach that combines the task-specific efficiency
of smaller empathetic models with the large generative ca-
pabilities of LLMs. Thus, a small-scale empathetic model is
fine-tuned to predict the most probable emotion (out of the
32 emotions present in the EmpatheticDialogues dataset [[10]])
to be generated in the next speaker turn. Then, an LLM is
prompted to generate the next utterance conditionally to this
emotion.

In this paper, we define an architecture comparable to [9]
that integrates a planning step using fine-tuning approaches
followed by a conditional generation step. We propose to
improve the planning phase by planning a sequence that
combines emotional strategies and conversational strategies to
enhance the quality of generated responses.

B. Socio-Conversational System Evaluation

In their survey, [11] lists the most used metrics for evalu-
ating Empathetic Conversational systems and shows that Per-
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Visualisation of the conditional generation approach. NO-CD situation refers to direct response generation, while CD illustrates the conditioning

plexity (PPL) is the most popular metric, closely followed by
BLEU. Other approaches, such as n-gram-based or sentence-
embedding similarity metrics are also commonly used. The
survey also insists on the importance of human evaluation to
properly evaluate specific user perception-related metrics [6]],
(7.

[12] boasts a high number of labels and seems to provide
a comprehensive evaluation of a response’s overall quality.
However, their protocol lacks nuance and detail when it comes
to what we seek to study which is social and emotional
consistency. Evaluating social and emotional content is vast;
many aspects can be modelled and defined as evaluation
criteria. Studies have focused on the evaluation of fluency
[91, [13[], relevance [9], [[14] and empathy (defined as emotion
appropriateness) [9]], [[15]]. We decided to select a set of criteria
inspired by these works, which include consistency (derived
from the relevance criterion), fluency, and emotion adequacy
(derived from the empathy criterion). We also define a new
criterion based on social aspects: social adequacy.

After defining the evaluation criteria comes the question
of the evaluation method, particularly how to make the results
reusable for comparison with future papers. Different methods
exist to evaluate a response. Pair-wise or multiple choice
testing [16] allows for a strong comparison between available
models but makes it hard to compare with future models
not considered during the ranking. Alternatively, rating-based
systems such as a binary scale or a Likert scale [13]], [17]
are easier to benchmark, with Likert scales providing a more
nuanced evaluation.

However, for these annotations to be reliable, a good amount
of data must be annotated, preferably by more than one human
annotator, which amounts to an ever-growing evaluation cost.
Evaluation costs also take into account the annotators’ cogni-
tive workload during the task. A popular method to decrease
such costs is the use of semi-automatic annotation, which can
for example entail training a classification model to pre-fill or
assist the evaluation [18]], [19].



We use a similar approach in our protocol, but we also
choose to divide the evaluation process into steps. First, a
coarse relevance filter is used to eliminate the responses that
are irrelevant to the context and determine the best three
responses among the remaining viable options. Then, only
these best responses are rated on finer socio-emotional criteria,
reducing evaluation costs while assessing response generation
influenced by social and emotional strategies.

III. PROPOSED ARCHITECTURE FOR THE CONDITIONING
BY SOCIO-EMOTIONAL STRATEGIES

The architecture we propose in this paper is composed
of two modules, as illustrated on the right of Figure [If a
first model is dedicated to predicting the sequence of socio-
emotional strategies that the agent is expected to follow in the
next speaker turn. Then, in the second module, this sequence
is fed to a generative LLM to condition the selection of a final
response from a set of generated candidate answers.

A. First Module: Next Strategies Prediction

Our goal is to develop a planning module to condition and
control the next response generation for more socially relevant
answers in dialogue. In particular, we are interested in the
planning of two specific aspects of conversational strategies
we will now refer to as socio-emotional strategies [19]], [20]]:
Emotion-based strategies (i.e expressing happiness or anger)
refer to approaches that involve the expression of emotion
in response to a user’s emotional state [21], [22]. Dialogue
strategies (i.e informing, questioning) are a set of actions and
behaviours used to express a conversational intent or goal [19],
[23]].

We consider the dialogue history of a conversation C' =
(¢i)ieq,q» ¢t the current speaker turn, and S the list of socio-
emotional labels. We are interested in predicting the succession
of the socio-emotional labels expected to be displayed in the
speaker turn c;y1. We thus want to predict the following
sequence: Y1 = (Y/11)je[1l.,) Where y{,, € SE and
l¢41 is the length of the sequence. To determine what model
to use, we compared various prompt-based and fine-tuning
approaches. We opted to use a fine-tuned BART Base model
as it provided the best results on the Daily Dialog dataset (see
Appendix A). It predicts on average 1.15 labels per utterance
(min: 1 label, max: 3 labels), against the dataset ground truth’s
1.20 labels per utterance on average.

B. Second Module: Socio-Emotional Response Generation

Once obtained, this sequence of labels y;11 is used to
condition the generation of the next speaker turn. Two types
of methods are investigated here: i) A prompt-based approach
where LLMs are instructed to generate a response given a
3-turn dialogue history and the expected sequence of socio-
emotional strategies; ii) a reranking approach such as in [_3].
For each test sample, a generative model receives the last 3
turns of the dialogue history as input and generates multiple
alternative answers (N = 10). To identify the labels present
in the generated candidate speaker turns, we train a BERT

classifief’] on the Daily Dialog dataset[] Each candidate is fed
to this BERT classifier and the resulting list of labels, I, is
compared to the sequence of expected labels, y;+;. For each
candidate k, we use the Normalised Levenshtein Similarity
(NLS) to obtain a similarity score between the socio-emotional
labels ;, predicted by the BERT classifier and the expected
labels ;41 predicted by the first module using the context
history. The candidate with the highest similarity score is
selected as the final response: argmaxi N LS(lx,y:+1). The
conditioning of the response is meant to guarantee that the
model generates adequate content that is consistent with both
the interaction’s context and the social and emotional context
of the user.

IV. EXPERIMENTAL PROTOCOL

We design an experimental protocol to answer our research
question: Does conditional generation improve the quality of
the response? To that end, we use generative models to com-
pare responses generated without conditioning (no-CD, i.e.,
considering the first most probable speaker turn outputted by
the generative model) and those planned with socio-emotional
strategies: i) CD-pred using the labels predicted by the first
module; ii) CD-GT using the same labels as the ones of the
ground truth (that are the ones of the human speaker turn in
the test set). For each context, the models first generate 10
responses. Then, we follow the method described in Section
0D to rerank the set of candidates and select the one that
best matches the expected socio-emotional labels as our final
response.

A. Experimental Setting

a) Models: We compare the following modelsf_f] (details
in Appendix B):
GPT-2 We fine-tune both GPT-2 Small (117M parameters) and
GPT-2 Medium (345M parameters) [24].
DialoGPT We fine-tune both DialoGPT Small (124M pa-
rameters) and DialoGPT Medium (355M parameters) [25] to
generate an answer given a dialogue context.
BART Like in the first experiment, we consider both BART
Base (140M parameters) and BART Large (406M parameters).
Beluga Lastly, we use Beluga (13B parameters) for the
prompt-based alternative. We try two approaches: i) Beluga R
(Reranking): We instruct Beluga to generate N = 10 responses
for each test sample. This is to test Beluga’s generation on the
reranking approach, comparable to the other models. ii) Beluga
PB (Prompt-Based): We directly instruct Beluga to generate a
response to the 3-turn context using a certain tone conditioned

2trained for 20 epochs, with a batch size of 32 and a learning rate of 3e-5

30n Daily Dialog test set, the scores of the classifier on current utterance
multi-label classification are: Jaccard score: 0.59, Precision: 0.70, Recall: 0.76,
F1 score: 0.72. The confidence threshold used for the prediction of the current
utterance’s labels is 0.7, under which the prediction is not considered viable.

4In this work, we used a llama-based model, Beluga, which gave excellent
results. But we did not use the later models that came along after we had
started the long and thorough human evaluation process. Nor did we use the
GPT 3.5+ models because we wanted to promote reproducible research using
open-source, freely usable solutions.



by the expected labels. For task CD-GT, the expected labels
are the ground truth labels from the dataset, and for task CD,
the labels are predicted by the BART model.

We fix a context window of 3: we select 3 speaker turns
to predict the next labels sequence and the same 3 turns to
generate the next. We slide the window over each conversation
to obtain all the different sets of 3 turns for every conversation.

b) Data: The models were trained and tested on the
DailyDialog dataset [26]. DailyDialog consists of scripted di-
alogues of typical conversations designed to help people learn
English. We thus expect the strategies and emotions, annotated
by humans, to be adequate and respect the commonly accepted
social norms. This dataset is in English and thus mainly
represents the social customs of the English-speaking world.
We chose this dataset as it is one of the only publicly available
conversational resources annotated with both emotions and
dialogue acts.

B. Automated Evaluation

To evaluate the quality of the generated responses, we use
various metrics implemented in the HuggingFace evaluate
library. We use string-based metrics (Sacrebleu [27|], Rouge
[28] and chrf [29]), as well as embedding-based metrics
(BERTscore [30] (between the generated candidate and the
reference)) to measure the quality of the generated content.
Both approaches are based on a comparison of the generated
content to the dataset reference. We also look at reference-free
metrics: i) the BERTScore to measure the distance between
the generated candidate and the context history (BERTscore
context), ii) Perplexity (PPL) [31]] that measures how well a
language model predicts a text sample.

C. Human Evaluation

While these automated metrics are convenient and easily
accessible, most of them are dependent on the reference which
makes them obsolete when it comes to evaluating tasks such
as response generation: to the same context, many responses
can be appropriate, even if they are very different from the
ground truth.

To obtain dataset-independent results that reflect this fact,
we perform a human evaluation on a randomly selected sample
of 300 contexts extracted from the test set. After running each
{model, conditioning} combination over our test dataset, a list
of 23 generated responses per context is obtained, to which the
human reference found in the dataset is added. Since the CD-
GT and CD-pred conditioning methods rely on a reranking
approach based on the same pool of 10 generated candidates,
they can often select the same candidate. For each context, the
duplicates are thus removed.

The annotation process is divided into three steps, to reduce
the workload for the annotators. First, the responses associated
with the same context are divided into those that are consistent
and those that are not. Second, the best responses among the
consistent ones are selected by the annotators. Third, once only
the “best” responses remain, they will then be annotated with
more precise criteria.

a) Step 1: Filtering: For this task, every unique response
is displayed, and the annotators must filter out the responses
that are not relevant to the context. At the end of this phase, the
set of answers is divided between those who have been elim-
inated (were not consistent with the context) and those who
have been validated (judged as viable and consistent). Thus,
for each context, the human annotators are asked to evaluate all
responses on the two following criteria: Consistency evaluates
whether a model’s response makes sense with the context (for
example, if it does not contradict the context or is off-topic)
and Specificity measures how specific the response is to the
context (for example, if the context is "I love tea.” the answer
”Same” could be a response to many other conversations, but
”I do too, especially black tea.” is more specific.)

b) Step 2: Top-3: Once the filtering phase is over, the
annotator must pick the best three answers from the pool of
relevant responses. This choice is based on consistency to
the context as well as how specific the response is. There
is no notion of order among this top-3, it just aims to identify
the three best available options among the set of generated
answers.

c) Step 3: Socio-Emotional Annotation: The final step
of the evaluation protocol was designed to annotate the best
responses to all contexts with finer-grained socio-emotional
criteria. To that end, for each context we consider the union
of the top-3 selected by both annotators which allows us to
work with a smaller pool of responses and only annotate the
answers that were approved and picked by the human experts.
We consider the union rather than the intersection of the top-
3 to keep the most answers that the annotators approved and
obtain multiple ratings for one context.

First, the response is pre-annotated by a BERT classifier
trained to predict a label among the four dialogue acts found in
the Daily Dialog dataset. The annotator corrects this prediction
and then rates the response on different questions. These
questions are sorted into three axes: logical consistency (use-
fulness of the answer, fluency, style consistency), emotional
consistency (is the emotional tone of the response adequate?)
and social consistency (adequacy of the dialogue strategies,
role consistency). The complete description of the questions
and the rating scale are described in Appendix D. This allows
us to obtain multiple annotated responses for the same context.
We also use these annotations to investigate the efficiency of
the conditioning approach. In this part, for reasons related to
time and resource costs, the three annotators annotated the
same set of 59 contexts, which represents about 250 individual
candidate responses.

The gradio library [32] was used to develop an annotation
platform specific to the task (the code to the platform is
available on the GitHub repository linked in the introduction).
As human evaluation yields more qualitative results than using
mass crowd-sourcing platforms, we decided to request the help
of human experts fluent in English. The three annotators are
women who have obtained a master’s in linguistics or NLP
and who work as conversational data analysts and annotators.
For Steps 1 and 2, each context and its set of responses are



evaluated by two annotators, to compute an inter-annotator
agreement. The annotators do not know which response corre-
sponds to what model input and do not know which response is
the human reference extracted from the dataset. The responses
are shuffled randomly for every sample, to avoid the creation
of any pattern or bias. For step 3, all three annotators evaluate
the same subset of responses. For all steps, a sample of 10
contexts was first evaluated, to allow the three annotators to
discover the tasks and become familiar with the evaluation
criteria. When this first test run was achieved, they evaluated
the rest of the sample.

To compute an inter-annotator agreement meant to measure
the overlap of responses filtered as relevant, we look at Krip-
pendorff’s Alpha, as it provides an agreement measure that
supports multi-label (we want to compare the list of responses,
in other words, the list of models, conditioning combinations
”saved” by both annotators). The alpha is computed for all
three annotator pairs and yields an average inter-annotator
agreement of 0.51, which is very satisfactoryﬂ We also look
at the Jaccard distance of the two lists and obtain a score per
annotator pair, that averages a similarity of around 0.97.

d) Evaluation Scores: After gathering the annotations
on each step of the evaluation process, we compute various
metrics to analyse the results. We call N the number of
contexts annotated, k the number of annotators, and m a model.

(Step 1) For each annotator, we compute filter_i(m) that
refers to the number of times the responses of model m were
filtered as “consistent” by an annotator i. We look at the

ry 1 k  filter_i(m)
average score: filter(m) = ¢ *> ;. =% ——.

(Step 2) We also look at how often its response is chosen
as part of a top-3, with top3_i(m) the number of times
the model’s responses have been selected in the top-3 by
an annotator i, and compute the average score: top3(m) =
1, Sk top3_i(m)

EET N

(For the first two steps, N = 300 and k =3.) These percent-
ages are shown in the first two columns of Table [I|

(Step 3) Using the socio-emotional evaluations obtained in
the previous step, a response can be attributed to a score on all
three axes: a logical consistency score, an emotional consis-
tency score and a social consistency score. To compute these
axes scores, we take the rating of each question of the category,
normalise them, and calculate the mean score. However, we
are interested in a single, more global consistency score that
evaluates the quality of the response to the logical, emotional
and social context of the interaction. Thus, for each model,
we leverage the mean of these specific consistency scores and
weigh this score by the number of times the model’s responses
were chosen. We define the socemo index such as:

B i* Zle logi_i(m) + emo_i(m) + soc_i(m)

socemo(m) = N k

(In our case, N = 59 for this step. logi_i(m), emo_i(m)
and soc_i(m) the logical consistency score, an emotional

SFor reference, the SODA dataset [5] obtained a Krippendorf’s alpha of
0.25 between 74 annotators.

consistency score and a social consistency score annotated by
the annotator ¢ for the model m.)

V. RESULTS & DISCUSSION

Table [l summarises the results discussed in this section. We
observe that conditioning yields slightly better results on both
automated and human evaluation metricsﬁ Then, we see that
conditioning on predicted labels does not seem to induce a
significant decrease in results compared to the “ideal” ground-
truth conditioning.

a) Results of the evaluation of the consistency criteria
(Evaluation Steps 1-2): Out of the 24 available responses,
there is an average of 19 considered responses once we have
removed the duplicate answers to the same context.

STEP 1: Human evaluation eliminated on average 10 can-
didates per context, to retain 9. The human reference is
consistently better and is deemed as “relevant” 87% of the
time. When we look at the generated responses, we notice
that only GPT-2 Medium and DialoGPT Medium, as well as
BELUGA PB CD-pred, are saved more than 50% of the time.

STEP 2: For the top 3, as two annotators judged each set of
responses, the overlap shows that the size of the union of the
selected top-3 responses is 4, while the average intersection
size of the two top-3 is 1.6. The human reference is chosen
as part of the top-3 best responses 61% of the time. CD
models tend to do better, with BELUGA CD-pred significantly
outperforming the other generative approaches. Some models
obtain very low results on this task, namely the Beluga R
models, but also the Base / Small models. This second step
allows us to mark the gap between the better models (Beluga
PB and NO-CD, GPT-2 Medium, DialoGPT Medium) and the
rest, highlighting the difference in quality that might not have
been as obvious after the first consistency filter in Step 1.

b) Results of the socio-emotional criteria evaluation
(Evaluation Step 3): The results of the annotation of fine-
grained socio-emotional criteria seem to show that both CD
and NO-CD responses, once filtered by consistency, tend to be
of equally good quality across all three axes: logical, emotional
and social. It is important to keep in mind that for this step,
only 59 contexts were annotated out of the 300 considered in
the previous steps (around 250 individual responses), so the
sample is quite smaller than for the previous task. Beluga R
models are not represented as they were very seldom selected
in the annotators’ top-3.

As specified previously, the socemo score combines both
the logical, emotional and social consistency ratings, as well
as the frequency with which the model was selected as one of
the top-3 best responses to a context amidst the 24 available
responses. Overall, Beluga PB CD-GT is the model, apart

6 After we had carried out the human evaluation, it was brought to our
attention that the official huggingface split of the DailyDialog dataset displays
duplicates in the test and training set [33]]. In Appendix F, we present the
results obtained across the automated metrics on all the models trained on
a different split of Daily Dialog that does not feature duplicates (the one
provided in the original paper). The new results are consistent with those
presented in Table [I] They show similar trends between models’ scores and
that generally CD-pred = CD-GT > NO-CD.



Model filter| top3 | soc Sacre| Rouge | Bert | CHRF| Bertscore | PPL
emo || bleu score context
GPT-2 , NO-CD 33 9 13 76 12 84 13.6 85 845
GPT-2 , CD-pred ) 37 9 14 100 13 85 13.4 85 204
GPT-2 , CD-GT 37 9 14 100 12 85 13.4 85 204
GPT-2 y NO-CD 53 21 28 192 14 87 14.1 85 86
GPT-2 y CD-pred 5 19 30 184 14 87 15.8 85 85
GPT-2 y CD-GT 5 19 30 184 14 87 15.8 85 85
DialoGPT , NO-CD 37 11 18 120 13 85 12.7 85 84
DialoGPT ;, CD-pred ) 4 13 19 122 13 85 15.4 85 72
DialoGPT , CD-GT , 4 13 19 122 13 85 154 85 72
DialoGPT y NO-CD 53 16 15 151 14 87 13.0 85 81
DialoGPT y CD-pred ) 52 16 20 151 14 85 15.9 85 71
DialoGPT y CD-GT ) 52 16 20 151 14 85 15.9 85 71
BART , NO-CD 32 7 13 113 13 86 10 86 62
BART ;, CD-pred 32 7 14 146 13 87 15.9 86 65
BART , CD-GT ) 32 7 14 146 13 87 15.9 86 65
BART | NO-CD 42 9 19 129 17 87 10.2 86 62
BART | CD-pred 45 12 19 151 14 87 16.0 86 58
BART ; CD-GT 45 12 19 151 14 87 16.0 86 58
Beluga NO-CD 42 25 39 96 12 85 15.8 85 5624
Beluga R CD-pred () 3 1 NA 84 10 84 11.7 90 7497
Beluga R CD-GT 3 1 NA 84 10 84 11.7 90 7497
Beluga PB CD-pred (prompy | S1 36 44 89 13 86 17.9 87 69
Beluga PB CD-GT (prompy) 45 30 51 87 13 86 17.8 87 362
Daily Dialog Reference [ 87 [ 61 [ 69 ] [ [ [ [ 85 [ 132 ]
TABLE T

COMPARATIVE RESULTS OF THE EXPERIMENTS ON CONDITIONING RESPONSE GENERATION USING MULTI-LABEL SEQUENCES MODELLING SOCIAL AND
EMOTIONAL BEHAVIOURS. RESULTS ARE GIVEN IN %. g DENOTES THE BASE OR SMALL MODEL, y THE MEDIUM MODEL AND |, THE LARGE MODEL.
(R) MEANS THE APPROACH USED IS RERANKING, WHILE (prompr) REFERS TO PROMPT-BASED GENERATION.

from the dataset reference, that is the most represented in
our sample, followed by Beluga PB CD-pred. The socemo
score shows a consistent increase when it comes to CD models
compared to their non-conditioned alternative. This mostly
comes from the fact that CD models were preferred in the
response selection phase (Steps 1-2). Unweighted logical,
emotional and social scores, show that once the responses
have made it to the top-3, they all present generally good
ratings. However, these scores are the result of an evaluation
carried out on unbalanced samples where all models were not
equally as represented, which is why the socemo score is more
reliable. Other than the Beluga models which significantly
outperform the others, the larger models seem to be yielding
better results, with GPT-2 Medium scoring fairly high.

We also notice that CD-pred results are extremely similar
to CD-GT. Both tasks use a reranking approach on the same
10 generated sentences, the only difference being the set
of ‘expected labels’. This shows that even when using a
generator to output the sequence of labels expected for the next
utterance, the error margin of the generator does not impact
the candidate selection results. CD-pred models even tend to
have better mean NLS compared to the CD-GT models. This
means that on average, there is a higher similarity between the
labels generated by BART and the labels predicted by BERT
Current for the final candidate. However, when we look at the
responses of every model to one test sample, it shows that
CD-GT and CD-pred models often select the same candidate,

which explains the similar results on all the other metrics.
Beluga is the only exception to this rule, as the prompt-based
approach means that CD-GT and CD-pred do not select from
the same pool of responses. Beluga CD-GT only outperforms
CD-pred by 1% on the total score.
c¢) Human metrics against automated metrics: In some
cases, the automated metrics seem to echo some of the
results observed by the human evaluation. For example, GPT-
2 Medium’s performance surprisingly surpass those of Di-
aloGPT on automated metrics. Trained with similar hyper-
parameters, DialoGPT is supposed to be better suited to dia-
logue generation but presents here slightly worse results than
GPT-2. While BART Base does better than both DialoGPT
Small and GPT-2 Small, DialoGPT Large’s performance are
on par with BART Large’s. Both human evaluation and
automated metrics show a clear increase in performance in
bigger models. Even though, for computation reasons, we
could not train DialoGPT Large or GPT-2 Large, the Medium-
sized models yield better results than their Base counterparts.
Both approaches also seem to agree that CD-GT and CD-
pred models seem to display equivalent performance. For the
prompt-based model, we compare the reranking approach with
the direct conditioning via instruction. Beluga PB outperforms
Beluga F& R on both CD tasks. Some of the outputs for
the Beluga NO-CD and Beluga R models were empty or
unparsable, while this issue was not observed with the PB
model.
However, there are also many aspects where human



evaluation and automated metrics present divergences. The
BERTscore_context computed between context and response
was included to give a measure of similarity or closeness
between the two, and hypothesising that it could be equivalent
to a measure of logical consistency. When we contrast the
results obtained by this score with the results of the filtering
and top-3 steps of the human evaluation, we see a disconnect.
Where the BERTscore_context shows the best results with the
Beluga R models, which are unarguably the worst-performing
models according to human input. This is because the re-
sponses generated by these models tend to repeat verbatim
parts of the context history, hence the high similarity score.

When looking at the set of automated metrics, the highest
results seem to indicate that the best-performing models are
GPT-2 Medium or BART Large, but the human evaluation
seems to prefer Beluga PB, GPT-2 Medium and DialoGPT
Medium models. It is particularly interesting to see how the
automated metrics fail to capture Beluga PB models’ efficiency
compared to the other systems. [[34]] draws parallels between
Perplexity (PPL) and fluency or how natural a response
sounds. While the two are not perfectly equivalent, they both
aim, in a way, to evaluate the quality of the construction of
the sentence according to a language model. We extracted
the fluency score from our human evaluation and weighted
it similarly to the socemo score to compare it to the PPL
scores (see Appendix E). PPL seems to indicate that the human
reference scores a higher (the lower the score, the better) score
than most non-Beluga models, except for GPT-2 Small NO-
CD. All three GPT-2 Small scores are surprisingly high, but
not as high as all the Beluga models, except Beluga PB CD-
pred, which presents some of the best perplexities out of the
considered models. The PPL results for GPT-2 Small NO-CD
and the Beluga models are higher because they’re the only
models that have generated non-parsable or NaN answers.
In general CD models seem to be doing better than NO-
CD, a trend that corroborates the human evaluation. However,
when it comes to the evaluation of the quality of the models
themselves, PPL seems to contradict the human results. The
model that seems to be doing the best according to PPL
is BART Large, Beluga NO-CD’s result is extremely high,
and GPT-2’s performance is below those of both BART and
DialoGPT.

d) Limitations: As this article is one of the first to
explore the role of socio-emotional conditioning in LLMs,
we chose to start with a basic prompt to compare to the
other approaches we considered. Using more prompt-based
solutions and comparing them to our current benchmark is
a longer-term objective. Besides, one of the goals of this
paper is to prove that conditioning improves the social and
emotional quality of a generated response across various
types of approaches (traditional generative and prompt-based
systems). While adding newer models might have improved
the general results, we do not think their absence disproves
our findings. This paper focuses on reproducible results and
provides a first baseline with a wide range of models on this
novel task, and we would encourage future studies to compare

themselves to this benchmark.

VI. CONCLUSION

This paper is the first to tackle the task of jointly predicting
explicit dialogue and emotion-based strategies to condition
response generation using LLMs. This novel approach requires
the release of new resources, which is why we propose a dual
contribution: First, we propose an architecture to condition
the response generation by a set of dialogue and emotion-
based strategies. Then, to properly evaluate our approach, we
describe a new human evaluation protocol for socio-emotional
response generation and introduce a novel criterion for social
adequacy. This protocol aims to reduce the annotation costs
without sacrificing the evaluation’s depth and precision and
is validated by a satisfactory inter-annotator agreement. The
details are presented in Appendix D and both the code for
the evaluation interface as well as the data (samples of the
Daily Dialog dataset) annotated by our team are shared for
comparison of future models.

The evaluation leads to two main results: i) Conditioning
improves the quality of the generated response, both on the
general consistency of the answer, as well as the finer-grained
social and emotional criteria. Conditioning on dataset labels
is often equivalent to conditioning on predicted labels, which
means that even if the intermediate step does perfectly predict
the sequence of labels, it is close enough to obtain results
similar to the ideal dataset-assisted scenario; ii) Contrasting
automated metrics and the human results show that while
automated metrics manage to pick up some general trends of
the quality evaluation, they are still unable to capture important
information, especially when it comes to social behaviours.
Current automated metrics do not suffice to properly evaluate
the quality of a response.

Our future work includes exploring new LLM-based con-
ditional generation approaches and comparing them to the
baseline established in this paper, to develop a dialogue system
able to generate responses that are both context-relevant as
well as socially and emotionally consistent. We also mean to
investigate the influence of planning emotions and dialogue
strategies individually to explore their individual contribution
to the socio-emotional quality of the response.
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ETHICAL IMPACT STATEMENT

This study features an evaluation carried out by a team of
human linguists, and it is important to note that annotation
includes biases. They can be related to the personal and
cultural experiences of the annotators, which may influence
their perception of emotions and interactions. Thus, the data
we provide in this study may contain some biases on how



emotion is perceived and labelled, but communication and
reference materials were shared between all annotators to curb
these differences as much as possible.

On another note, modular architectures allow for a more
explicit selection of dialogue policies, which is not the case
in end-to-end approaches. The current NLP trends seem to
favour end-to-end approaches, especially as large LLMs have
proved their proficiency, but it often comes at the price of
transparency. This research seeks to find a middle ground
between the more rigid architecture of modular systems with
the computation power or larger end-to-end solutions while
trying not to compromise transparency.

We aim to develop a system that can accurately generate
a response that matches the social and emotional tone of the
user’s utterances as well as the context, but we want to do so in
the most transparent way possible, with a model able to justify
its output with understandable arguments. It is also important
to note that in the realm of conversational Al agents equipped
with social and emotional capabilities, a noteworthy emerging
risk lies in their potential to sway consumers towards making
purchases or believing misinformation.

To our knowledge, this paper is the first to propose an
approach that combines explicit planning with LLMs. It also
involves jointly predicting emotion-based strategies as well
as dialogue strategies, which we haven’t seen being done in
the literature. To coordinate these two novel concepts into a
single architecture, we first opted for a system with simple,
explicit modules to supervise the two steps of the process
(planning, and then generating), before we can move on
to more complex alternatives. We are also aware that it is
crucial to study cultural differences when it comes to social
interactions. However, the lack of resources that include both
emotion and dialogue acts annotations as well as culturally
rich dialogues currently does not allow us to provide a reliable
generalisability on this aspect.

While we are working on this subject to contribute to
the scientific community and to improve the quality of the
service that agents offer by being more tuned to the users’
emotional and social situations, we are aware that it could be
used in defective ways. We believe that communicating and
informing the users of such systems is crucial to developing
their awareness of such potential risks, as well as protecting
them for their future interactions with Al systems.

REFERENCES

[1] L. Galland, C. Pelachaud, and F. Pecune, “Seeing and hearing what has
not been said; a multimodal client behavior classifier in motivational
interviewing with interpretable fusion,” 2023.

[2] L. Vanel, A. Yacoubi, and C. Clavel, “A new task for predicting
emotions and dialogue strategies in task-oriented dialogue,” in
2023 11th International Conference on Affective Computing and
Intelligent Interaction (ACII). Los Alamitos, CA, USA: IEEE
Computer Society, sep 2023, pp. 1-8. [Online]. Available: https:
/ldoi.ieeecomputersociety.org/10.1109/ACII59096.2023.10388099

[3] D.DeVault, R. Artstein, G. Benn, T. Dey, E. Fast, A. Gainer, K. Georgila,
J. Gratch, A. Hartholt, M. Lor-Lhommet, G. Lucas, S. Marsella,
F. Morbini, A. Nazarian, S. Scherer, G. Stratou, A. Suri, D. Traum,
R. Wood, and L.-P. Morency, “Simsensei kiosk: A virtual human
interviewer for healthcare decision support,” vol. 2, 01 2014, pp. 1061-
1068.

[4]

[5]

[6]

[7]

[8]
[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

(17]

(18]

[19]

[20]

C. Clavel, M. Labeau, and J. Cassell, “Socio-conversational systems:
Three challenges at the crossroads of fields,” Frontiers in Robotics and
Al vol. 9, p. 937825, 2022.

H. Kim, J. Hessel, L. Jiang, P. West, X. Lu, Y. Yu, P. Zhou, R. L.
Bras, M. Alikhani, G. Kim, M. Sap, and Y. Choi, “Soda: Million-scale
dialogue distillation with social commonsense contextualization,” 2023.
Y.-J. Lee, D. Lee, J. Im, J. W. Sung, and H.-J. Choi, “Investigating the
effects of zero-shot chain-of-thought on empathetic dialogue generation,”
in NeurlPS 2023 Workshop on Instruction Tuning and Instruction
Following, 2023.

Z.Li, G. Chen, R. Shao, D. Jiang, and L. Nie, “Enhancing the emotional
generation capability of large language models via emotional chain-of-
thought,” arXiv preprint arXiv:2401.06836, 2024.

A. Abulimiti, C. Clavel, and J. Cassell, “How about kind of generating
hedges using end-to-end neural models?” 2023.

Z. Yang, Z. Ren, W. Yufeng, S. Peng, H. Sun, X. Zhu, and X. Liao,
“Enhancing empathetic response generation by augmenting Ilms with
small-scale empathetic models,” arXiv preprint arXiv:2402.11801, 2024.
H. Rashkin, E. M. Smith, M. Li, and Y.-L. Boureau, “Towards empa-
thetic open-domain conversation models: a new benchmark and dataset,”
in ACL, 2019.

A. S. Raamkumar and Y. Yang, “Empathetic conversational systems: A
review of current advances, gaps, and opportunities,” IEEE Transactions
on Affective Computing, vol. 14, no. 4, p. 2722-2739, Oct. 2023.
[Online]. Available: http://dx.doi.org/10.1109/TAFFC.2022.3226693

S. E. Finch, J. D. Finch, and J. D. Choi, “Don’t forget your ABC’s:
Evaluating the state-of-the-art in chat-oriented dialogue systems,” in
Proceedings of the 6lst Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers), A. Rogers,
J. Boyd-Graber, and N. Okazaki, Eds. Toronto, Canada: Association
for Computational Linguistics, Jul. 2023, pp. 15044-15071. [Online].
Available: https://aclanthology.org/2023.acl-long.839

Q. Li, P. Li, Z. Ren, P. Ren, and Z. Chen, “Knowledge bridging for
empathetic dialogue generation,” 2021.

R. Thoppilan, D. D. Freitas, J. Hall, N. Shazeer, A. Kulshreshtha, H.-T.
Cheng, A. Jin, T. Bos, L. Baker, Y. Du, Y. Li, H. Lee, H. S. Zheng,
A. Ghafouri, M. Menegali, Y. Huang, M. Krikun, D. Lepikhin, J. Qin,
D. Chen, Y. Xu, Z. Chen, A. Roberts, M. Bosma, V. Zhao, Y. Zhou,
C.-C. Chang, I. Krivokon, W. Rusch, M. Pickett, P. Srinivasan, L. Man,
K. Meier-Hellstern, M. R. Morris, T. Doshi, R. D. Santos, T. Duke,
J. Soraker, B. Zevenbergen, V. Prabhakaran, M. Diaz, B. Hutchinson,
K. Olson, A. Molina, E. Hoffman-John, J. Lee, L. Aroyo, R. Rajakumar,
A. Butryna, M. Lamm, V. Kuzmina, J. Fenton, A. Cohen, R. Bernstein,
R. Kurzweil, B. Aguera-Arcas, C. Cui, M. Croak, E. Chi, and Q. Le,
“Lamda: Language models for dialog applications,” 2022.

Y.-J. Lee, C.-G. Lim, and H.-J. Choi, “Does GPT-3 generate empathetic
dialogues? a novel in-context example selection method and automatic
evaluation metric for empathetic dialogue generation,” in Proceedings
of the 29th International Conference on Computational Linguistics,
N. Calzolari, C.-R. Huang, H. Kim, J. Pustejovsky, L. Wanner, K.-S.
Choi, P-M. Ryu, H.-H. Chen, L. Donatelli, H. Ji, S. Kurohashi,
P. Paggio, N. Xue, S. Kim, Y. Hahm, Z. He, T. K. Lee, E. Santus,
F. Bond, and S.-H. Na, Eds. Gyeongju, Republic of Korea:
International Committee on Computational Linguistics, Oct. 2022, pp.
669-683. [Online]. Available: https://aclanthology.org/2022.coling-1.56
J. Shin, P. Xu, A. Madotto, and P. Fung, “Generating empathetic
responses by looking ahead the user’s sentiment,” 2021.

Y. Li, K. Li, H. Ning, X. Xia, Y. Guo, C. Wei, J. Cui, and
B. Wang, “Towards an online empathetic chatbot with emotion
causes,” in Proceedings of the 44th International ACM SIGIR
Conference on Research and Development in Information Retrieval,
ser. SIGIR °21. ACM, Jul. 2021. [Online]. Available: http:
//dx.doi.org/10.1145/3404835.3463042

X. Lu, Y. Tian, Y. Zhao, and B. Qin, ‘“Retrieve, discriminate and rewrite:
A simple and effective framework for obtaining affective response in
retrieval-based chatbots,” in Findings of the Association for Computa-
tional Linguistics: EMNLP 2021, 2021, pp. 1956-19609.

A. Welivita, Y. Xi