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Abstract

The evolution of high-performance computing facilitates the simulation of

manufacturing processes. The prediction accuracy of a numerical model of the

cutting process is closely associated with the selection of constitutive and friction

models. The reliability and the accuracy of these models highly depend on the

value of the parameters involved in the definition of the cutting process. These

model parameters are determined using a direct method or an inverse method.

However, these identification procedures often neglect the link between the pa-

rameters of the material and the friction models. This paper introduces a novel

approach to inversely identify the best parameters value for both models at the

same time and by taking into account multiple cutting conditions in the optimiza-

tion routine. An Artificial Intelligence (AI) framework that combines the finite
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element modeling with an Adaptive Bayesian Multi-objective Evolutionary Algo-

rithm (AB-MOEA) is developed, where the objective is to minimize the deviation

between the experimental and the numerical results. The Arbitrary Lagrangian

Eulerian (ALE) formulation and the Ti6Al4V alloy are selected to demonstrate its

applicability. The investigation shows that the developed AI platform can identify

the best parameters values with low computational time and resources. The iden-

tified parameters values predicted the cutting and feed forces within a deviation

of less than 4% from the experiments for all the cutting conditions considered in

this work.

Keywords: Artificial Intelligence, Multi-Objective identification, Surrogate

Evolutionary Algorithm, Orthogonal cutting, Finite Element Modeling

1. Introduction1

Machining is a well-known manufacturing process involving removal of mate-2

rial from a workpiece to achieve the desired shape and properties. For an efficient3

cutting process, knowledge of the forces experienced during the cutting of a mate-4

rial is highly significant as they influence tool wear or breakage, workpiece surface5

quality, etc. The forces prediction is essential to improve tool design, optimize the6

cutting conditions, and predict tool wear. Many analytical cutting models are de-7

veloped based on maximum shear stress and minimum energy principle theories8

to describe the cutting mechanism [1]. The models, such as the shear plane model9

by Merchant et al., the slip-line field model by Lee and Shaffer, the well-known10

shear-zone model [2], and the variational principles of the plasticity theory due11

to the principle of minimum energy [3] are developed based on large numbers of12

assumptions. Even though these models, can be used to study the variation in tool13
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shape, lubrication, and material properties, their applications are limited [4].14

Although experimental investigations of the cutting process may provide in-15

formation, it is insufficient to model the process [5]. The experimental analysis16

involving mechanical and friction tests is necessary to obtain more reliable input.17

However, due to the limitations in the measurement technologies and experimental18

setups, many variables such as stresses, strain, temperature distribution, friction19

coefficient, etc. cannot be directly and reliably observed by experiments [6]. In20

addition, these experiments are highly expensive and time-consuming [5, 7, 8].21

Numerical techniques are employed to overcome these difficulties [5].22

The advancement in the computational field and numerical analysis enabled23

to develop a numerical model of the orthogonal cutting process [7, 9]. The Fi-24

nite Element (FE) modeling is nowadays the most prominent numerical modeling25

approach established for the simulation of the metal cutting process [4]. FE simu-26

lation of the chip formation process replaces the expensive experimental tests and27

can predict the difficult-to-measure variables such as stress, strain, temperature,28

etc. with higher accuracy than an analytical model [4]. Modeling the complex29

machining process with a FE model is quite challenging as it involves various in-30

puts. The efficiency of the cutting model is dependent on the numerical parameters31

such as formulation type (Lagrangian, Eulerian, Arbitrary Lagrangian-Eulerian,32

or Coupled Eulerian-Lagrangian), quality of the mesh, boundary conditions, con-33

stitutive model, contact conditions [4, 5, 7, 10–12]. However, an accurate models34

to describe the behavior of the material and the friction conditions between the35

tool and the chip during the cutting process are essential to obtain accurate and36

reliable results from the simulations [5, 13–15]. A reliable flow stress data that37

should relate the large plastic strains (1-6) at the very high strain rates (up to38
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106 s−1) and the very high temperatures (800 K to 1400 K) observed during the39

cutting process is necessary to frame the model. In addition, the friction model40

should provide reliable information on the tool-chip interface.41

Many distinct material models are used in numerical modeling of the machin-42

ing process, and they are characterized as empirical/phenomenological, physical-43

based, and hybrid models [5, 10]. When compared to physical-based and hybrid44

models, empirical models are highly recommended for their robustness, lower45

number of parameters, and availability of data [5, 14] despite limitations such as46

the absence of a direct link with the physics. Similarly, several friction models47

exist that are directly related to the behavior of the material in orthogonal cutting48

[16, 17]. However, the credibility of the material model and the friction model49

is dependent on the relevant parameters involved in defining the behavior of the50

material throughout the machining process [18, 19].51

The values of these material model parameters are obtained using either a di-52

rect method or an inverse method [10] . The direct method collects data through53

targeted experimental tests. The experimental approaches employ curve fitting54

techniques to characterize experimental data from quasi-static and dynamic ma-55

terial testing such as the Split Hopkinson Pressure Bar (SHPB) test. Nonetheless,56

these experiments can achieve a maximum strain of 0.5 and strain rate near 103
57

s−1,which is significantly lower than the strain of 3 or even higher, and a strain58

rate up to 106 s−1 that is encountered during the cutting process, necessitating data59

extrapolation [20, 21]. Although the pin-on-ring, pin-on-disk, open and closed tri-60

bometers [22] friction tests are available to determine the friction characteristics61

during the cutting process, the information is often unreliable due to events such62

as thermodynamical and tribological interactions existing in the cutting zone and63
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especially in the secondary deformation zone taking place at the tool-chip contact64

area [10, 15, 17, 23–25].65

One of the earlier ways for determining the inverse parameter from the cut-66

ting process was published by Özel and Altan [21]. The authors’ fundamental67

methodology is to use orthogonal cutting experiments and FEM simulations (DE-68

FORM 2D) at the same time to identify the flow stress and friction parameters69

used for the range of high-speed cutting. The AISI P20 mold steel was chosen70

for the inverse identification technique. Only the cutting force, however, is em-71

ployed to assess the connection between experimental and simulation data. In72

[26], the authors used Particle Swarm Optimization (PSO) to optimize the param-73

eters of the Johnson-Cook (JC) model and the Zerilli-Armstrong model. They74

used an experimental database obtained from SHPB experiments in their work,75

which needed extrapolation into the cutting regime. In [27], the authors studied76

the inverse material parameter identification of the Barlat-model in the field of77

sheet metal forming using a Genetic approach (GA), a gradient-based approach,78

and a combination of both (a hybrid algorithm). According to their findings, GA79

and gradient-based algorithms can fit numerical values to experimental data de-80

spite the usual problems of high processing time for GA and local minima for the81

gradient-based technique. The authors concluded that the hybrid method performs82

well in identifying parameters by perhaps fitting most of the macroscopic effects.83

In [28], the authors estimated the Johnson-Cook material properties of two84

materials, Nitronic 33 superalloy and Ti6Al4V, using a weighted multi-objective85

identification technique. An inverse identification strategy based on fitting the86

model to the experimental data is considered. The recommended strategy was87

found to be admirable in terms of decreasing the number of experiments required.88
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In [29], the authors used an inverse technique to determine the JC material and89

damage parameters for AISI 316L stainless steel. Lower and upper values that90

underestimated and overestimated the experimental results were guessed to de-91

fine the model parameters, and the material model parameters were interpolated92

to obtain the best fit with the experimental data. In their approach, the parame-93

ters A, B, and n are approximated by the least squares method and held constant94

throughout their approach, whereas the parameters C and m are calculated. Later,95

the same approach was used in [29] to obtain the material model parameters of96

AISI 1045 and Inconel 718. According to the authors, the measured and predicted97

cutting forces, chip geometries, and temperatures are quite near. However, nu-98

merous downsides are identified, such as the chance that a unique solution is not99

always provided, because various parameter combinations can result in the same100

simulation results for the analyzed conditions. Furthermore, the method can be101

trapped in a local minimum [30].102

In [31], the authors utilized PSO in conjunction with Oxley’s machining the-103

ory to determine constitutive parameters of the JC flow stress model by inverse104

modeling in combination with an approach to predict forces and temperatures105

for the material 70MnVS4 and a novel aluminum-alloyed UHC-steel. The main106

drawbacks resulting from the assumptions and simplifications of Oxley’s machin-107

ing theory determine this approach [32]. In [33, 34], the authors used an inverse108

approach to re-identify only two parameters, A and B from the JC material model109

consisting of 5 parameters. The Levenberg-Marquardt optimization algorithm was110

used by the authors to inversely determine the parameters set. In this approach,111

a FE simulation was performed with a known set of parameters for a particular112

cutting condition, and the parameters were re-identified independently by com-113
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paring the chip morphology and the cutting force. In [35], the authors compared114

the Downhill-Simplex-Algorithm, the GA, and a hybrid method to determine the115

five JC parameters of AISI 304 stainless steel and the Tresca friction parameter.116

The objective function was expressed as the weighted sum of the relative errors117

in the estimation of the cutting force, the chip thickness, and the chip curvature.118

The authors claimed that with the proposed hybrid algorithm, it is possible to de-119

termine the parameters after 115 simulations. However, despite a large number of120

simulations, the results revealed solely an agreement between the simulated and121

experimental data, with deviations up to 113 %. In this work, only one cutting122

condition was investigated, so validity is expected to be limited.123

In [36], the authors developed an inverse optimization methodology to deter-124

mine the JC material model parameters of AISI 316L and SAF 2507 super-duplex125

stainless steel. The routine was developed in a Dassault Systemes ISight environ-126

ment. AdvantEdge was employed to simulate the 2D orthogonal cutting process.127

An optimization algorithm was utilized to identify the JC parameters (A, B, C,128

n, and m) and the best Coulomb’s friction coefficients for the cutting conditions.129

The authors used a sequential procedure with a specific design of computer ex-130

periments, and Radial Basis Functions to generate the regression models based131

on forces and temperatures for the optimization problem. Subsequently, a Multi-132

Island GA was used to identify the best collection of JC material model parameters133

by minimizing an objective function. The authors mentioned that the identified134

JC parameters values and Coulomb’s friction coefficients can reduce the maxi-135

mum deviation to less than 15 % for cutting force and temperatures, but a higher136

maximum deviation was observed in terms of feed force (higher than 60 %). In137

addition, the characteristics of the chip (i.e. its geometry) were not taken into138
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account.139

In [37, 38], the authors proposed an approach based on the Downhill-Simplex140

algorithm for the inverse identification of JC material parameters from FE simula-141

tions. The authors applied a multi-objective optimization approach to AISI 1045142

steel and claimed that it is possible to re-identify two parameters within a small143

number of iterations. However, the authors focused on the re-identification of the144

two model parameters that have a rather small influence on the flow stress, as op-145

posed to the exponential model parameters. In [39], the authors further tested the146

approach presented in [38]. They performed simulations with an initial param-147

eters set (A, B, C, m, n) acquired from the literature, to simulate the orthogonal148

cutting process. The main drawback was that the quantities of interest found from149

the numerical simulation were used as an error function to inversely re-identify150

parameters values. Besides, the algorithm may get trapped in local minima. In151

[40], the authors employed PSO instead of the Downhill-Simplex-Algorithm to152

inversely re-determine material model parameters from orthogonal cutting sim-153

ulations of AISI 1045 steel. The major investigation focused on the application154

and performance of the PSO algorithm. The authors concluded that the PSO al-155

gorithm identifies the parameters in a few iterations when compared to an earlier156

work [39]. However, the authors neglected the influence of the friction parameters157

and lagged in justifying the values of the weighted factors as they were chosen ar-158

bitrarily. In [41], the authors extended their work by increasing the number of159

quantities of interest in the objective function in addition to post-processing au-160

tomation. The authors highlighted that the identification is sensitive to the initial161

parameters set and also highlighted the non-uniqueness of the parameters of the162

JC material model.163
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Most inverse identification approaches in the literature lag in taking into ac-164

count the link between the parameters of the constitutive model and the friction165

model. Many algorithms developed for the identification of parameters values of166

constitutive models based on local search or the classical global algorithms, such167

as GA and PSO, take weeks or even months to find the optimal values of the pa-168

rameters. Furthermore, the absence of complete automation may lead to human169

errors and require more time and effort to transfer data. In [42], the authors iden-170

tified the JC and Coulombs models’ parameters as correlative by implementing a171

surrogate-based Efficient Global Optimization algorithm. The authors concluded172

that the developed AI framework is highly significant and efficient, as the opti-173

mization algorithm along with the developed FE model identifies the best param-174

eters set within 300 iterations with a total computational time of 8 days (without175

parallel computing). The identified parameters set predicts the forces within a176

total deviation of less than 10% for the considered cutting condition. Although177

this is close to the experimental dispersion, there is room for improvement as a178

single cutting condition was considered in that optimization. Once again, the non-179

uniqueness of the solution has been highlighted, and then confirmed for another180

FE formulation [43].181

In this paper, the previously introduced AI framework for the inverse identi-182

fication of both the JC constitutive and Coulomb’s friction models is further de-183

veloped and extended to consider to more realistic and accurate case of multiple184

cutting conditions. A finite element model with Arbitrary Lagrangian-Eulerian185

formulations (ALE) for the orthogonal cutting process is considered as the simu-186

lator. A surrogate-based Adaptive Bayesian Multi-Objective Evolutionary Algo-187

rithm (AB-MOEA), which tackles the problem as a real multi-objective one, is188
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implemented. Three different cutting conditions with varying uncut chip thick-189

ness, h = 0.1, 0.06 and 0.04 mm, and fixed cutting speed (of 30 m/min) that190

produce a continuous chip during orthogonal cutting experiments are considered191

for the inverse identification problem.192

This work brings the novelty of identifying the parameters values of the con-193

stitutive model and friction model together by considering multiple cutting condi-194

tions in the optimization routine. In addition, two different optimization formula-195

tions are investigated:196

• Three-objective functions for the three considered cutting conditions. Each197

objective function is defined based on minimizing the deviation of the FE198

numerical simulation outcomes to the experimental outcomes with a weighted199

average defined over the quantities of interest.200

• Nine-objective functions for the three cutting conditions. Each objective201

function is defined based on minimizing the deviation of the numerical sim-202

ulation outcome to the experimental outcome for one quantity of interest.203

The paper is organized as follows. The material constitutive and friction models204

selected for this particular work, JC and Coulomb, respectively, are presented in205

Section 2. The experimental references and the developed Arbitrary Lagrangian-206

Eulerian Finite Element model implemented for the simulation of orthogonal cut-207

ting are presented in Section 3. The fourth section delves into the adopted spe-208

cific methodologies, introducing and explaining the two formulations of the multi-209

objective optimization problem. The surrogate-based optimization algorithm em-210

ployed in this study is presented in Section 5. The numerical experiments and211

the obtained results are presented and discussed in Section 6. Finally, Section212
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7 wraps up the article with a conclusion that summarizes the key findings and213

suggests directions for future research.214

2. Constitutive and Friction Models215

The accuracy of a FE model depends on various inputs. The two main im-216

portant are the material constitutive model and the friction model. The material217

constitutive model describes the behavior of the material under various condi-218

tions. The parameters of this model define how the material responds to cutting.219

The friction model, on the other hand, deals with the contact interactions. The220

parameters of this model define the frictional forces at the contact interface.221

This section discusses the selected constitutive and friction models, their pa-222

rameters, and the relevance of optimization routines for the determination of these223

parameters.224

2.1. Constitutive Model225

Orthogonal cutting modeling involves a complex thermo-mechanical coupled226

material behavior that relates the flow stress to strain, strain rate, and temperature.227

A constitutive model describes and relates the high strain, strain rate and tempera-228

ture to the flow stress response of metals during the machining process. Its general229

form is given in Equation 1:230

σ = σ(ε, ε̇,T ) (1)

Many constitutive models have been developed and proposed for FE modeling231

of the orthogonal cutting process based on real industrial machining applications.232

Empirical models are considered for their flexibility in adapting to various mate-233

rials [10, 17]. The JC constitutive model [44] is one of the most widely employed234
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material models relating the strain, the strain rate, and the temperature under ma-235

chining conditions. The large availability of data, its mathematical simplicity, and236

its low computational time and memory requirements led to wide exploitation of237

the model in the simulation of the machining process.238

The JC flow stress equation is expressed by combining the plastic term, the239

viscous term, and the thermal softening term:240

σ = (A + Bεn)
[
1 +Cln

(
ε̇

ε̇0

)][
1 −

( T − Troom

Tmelt − Troom

)m]
(2)

The JC equation is governed by the five material parameters (A, B, C, m, n)241

and their values depend on the material subjected to the cutting process. The yield242

stress of the material at the reference (room) temperature gives the value of pa-243

rameter A, the modulus of strain hardening is parameter B, the strain hardening244

exponent is n, the strain rate sensitivity is C, and the thermal softening exponent245

is m. T is the current temperature, Tmelt and Troom are the melting and room tem-246

peratures, respectively, while ε̇0 is the reference strain rate (usually fixed at 1 s−1).247

Identifying the values of the parameters is still a major concern for the suc-248

cessful simulation of the Ti6Al4V alloy orthogonal cutting process. Many other249

material models have been developed by modifying the JC model to represent the250

unique behavior of Ti6Al4V alloy [10]. For example, in [45], the authors incorpo-251

rate strain-softening terms into the JC model to predict the segmented chip in the252

orthogonal cutting simulation of Ti6Al4V alloy. While in [46], some modifica-253

tions are introduced in the previous model to better control the thermal softening254

effect. However, those models involve more parameters, and these parameters are255

determined by fitting a curve between the measured and the predicted results from256

orthogonal cutting tests without considering the material characterization. Nev-257

ertheless, thanks to its limited number of parameters, and the wide availability258
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and applications of the JC model, it was selected for this work. It is important to259

highlight that the novel method for inverse identification of parameters values of260

the JC model presented in this paper is applicable to any material model.261

2.2. Friction Model262

The simulation results of the orthogonal cutting model, in addition to the ma-263

terial model, are highly influenced by the friction conditions [15]. Along with the264

material model and its parameters, another key issue that must be considered for265

successful simulations is the friction model coefficient between the tool and the266

chip [5, 10, 47]. In [10], the authors carried out significant research on the impact267

of friction conditions in simulating the cutting process.268

Coulomb’s (or sliding) friction model is adopted in this work to define the fric-269

tion conditions at the tool and chip interface. According to the classic Coulomb’s270

friction model, the frictional sliding force is proportional to the applied normal271

load. The coefficient of friction, µ, is defined as the frictional sliding force di-272

vided by the applied normal force. The coefficient of friction remains constant273

during the along contact length between chip and tool. Coulomb’s friction law is274

given in Equation 3:275

τ = µσ (3)

Even though it has been criticized by the researchers, Coulomb’s model is276

still extensively employed for its simple mathematical expression and the good277

qualitative trends it provides in the absence of a better accepted alternative [10,278

17, 24]. Based on that observation, Coulomb’s friction model is chosen in this279

study.280

To determine the value of this coefficient during the cutting process, friction281

tests are conducted. However, the result is inadequate and uncertain due to com-282
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plex phenomena taking place at the tool-chip contact area [10, 23]. This motivates283

the use of an inverse identification procedure. In [15], authors justify the impor-284

tance of optimizing the friction coefficient value in correlation with the material285

model parameter value to have a better prediction on the quantities of interest286

through orthogonal cutting simulation.287

3. Finite Element Orthogonal Cutting Model288

This section discusses the construction of the FE orthogonal cutting model of289

Ti6Al4V, as well as the automation procedure required to assist the optimization290

process. The ALE model, dedicated to the production of continuous chips with291

initial chip geometry, to develop a FE predictive model for the cutting process will292

be presented. The automation script set up to manage the output file created by the293

Abaqus FE program following a successful simulation of the machining process294

is described.295

3.1. Arbitrary Lagrangian-Eulerian FE model296

In FE modeling, the Eulerian and the Lagrangian formulations are usually con-297

sidered [4, 5]. The computational mesh is fixed in the Eulerian technique, while298

the material moves, allowing for substantial material deformation. Prior informa-299

tion on the chip geometry is required to model the machining simulations with300

the Eulerian formulation [5] and it is adopted only for steady state chip formation.301

In the Lagrangian formulation, the nodes of the mesh are attached to the material302

and follow the material’s deformation. It induces large mesh distortions and fre-303

quent remeshing operations are needed to deal with large material deformations.304

In addition, without remeshing, the Lagrangian formulation needs chip separation305

criteria [4, 48].306
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The Arbitrary Lagrangian-Eulerian (ALE) and the Coupled Eulerian-Lagrangian307

(CEL) formulations were developed to overcome the drawbacks of the Eulerian308

and Lagrangian formulations. In the Eulerian ALE formulation, the material flows309

through the mesh similarly to the Eulerian formulation. Because of this freedom310

in movement of the mesh, the ALE description can accommodate high distortions311

with more resolution [49]. In the CEL formulation, a Lagrangian part is modeled312

within a Eulerian domain and the efficiency of the model depends on the Eulerian313

mesh definition; no mesh distortion occurs [11].314

In this work, an explicit Eulerian ALE finite element formulation is adopted to315

simulate the orthogonal cutting process of Ti6Al4V. This ALE formulation com-316

bines the advantages of Lagrangian and Eulerian, allowing for the consideration317

of significant deformations during material flow around the tool’s cutting edge318

without the use of a chip separation criterion. Eulerian boundary conditions with319

adaptive constraints are defined on the workpiece inflow (left), outflow (right),320

and chip outflow (see Figure 1). The FE software Abaqus 6.14 is used to model321

the thermo-mechanical chip formation process.322

In this FE model, a two-dimensional (2D) plane strain configuration is con-323

sidered as 2D models are computationally less expensive, simpler, and easier to324

implement than 3D models; this can be significantly advantageous in an optimiza-325

tion loop. It is important to stress that the presented AI identification method can326

be used with any FE formulation and any dimensionality. The tool is fixed, and327

the workpiece moves at the prescribed cutting speed of 30 m/min. The length of328

the workpiece is 4h × 1.5 where h is the uncut chip thickness and 4h is the initial329

width of the workpiece. The initial geometry of the chip is predefined with respect330

to h. The initial geometry and the boundary conditions are illustrated in Figure 1.331
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Boundary conditions

𝑢Y = 0

𝑢X = 𝑢Y = 0
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Outflow

4ℎ × 1.5

3ℎ

ℎ

Figure 1: ALE model with initial geometry, initial mesh structure and boundary conditions repre-

senting Eulerian boundary in the inflow and outflow regions

The tool and the workpiece are meshed using quadrilateral elements with re-332

duced integration (CPE4RT). The area near the cutting zone (near the tool-tip) is333

modeled with a finer mesh of size 5 µm × 5 µm according to a previous mesh334

sensitivity study [50]. The stable time increment of the simulations has been ar-335

tificially increased using the mass scaling technique. Given that it resulted in a336

large reduction in calculation time without compromising the results, a mass scal-337

ing factor of 1,000 was taken into consideration [51]. This technique is essential338

for achieving the steady state for force calculations with a reasonable computing339

time (42 min on 6 cores of an Intel i7-10700 CPU @2.90 GHz with 16 GiB of340

Ram).341

The tool material is tungsten carbide, and it is assumed to have a linear elastic342
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behavior. The material properties adopted in the model are given in Table 1. The343

thermal properties are adopted from the literature [52]. The initial temperature for344

tool and workpiece is set to 298 K. The tool geometry and the cutting conditions345

are given in Table 2.346

Table 1: Material properties considered for this study [52, 53]

Material properties Ti6Al4V Tungsten Carbide

Young’s modulus (GPa) 113.8 800

Density (kg/m3) 4430 15000

Poisson’s ratio 0.342 0.2

Expansion (K-1) 8.6E-6 4.7E-6

Conductivity (W/mK) 7.3 46

Specific heat (J/kgK) 580 203

Convection (W/m2K) 50

Radiation 0.3

Table 2: Cutting and tool parameters

Cutting and Tool Parameters Values

Cutting speed (m/min) 30

Uncut chip thicknesses (mm) 0.1, 0.06, 0.04

Rake angle (°) 15

Clearance angle (°) 2

Cutting edge radius (mm) 0.02
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3.2. Post processing automation347

A script for post-processing automation has been written. After processing the348

input file and completing the computation, it investigates the output file (.ODB in349

Abaqus) saved in a designated folder. The information from the specific nodes350

is accessed. Then, the Root Mean Square (RMS) calculations of forces are per-351

formed and euclidean distance between the chip sides is calculated to obtain the352

desired results: the cutting force, the feed force and the chip thickness.353

The cutting and feed forces are evaluated by considering the RMS value at the354

steady state. The information on the coordinate points of the chip is required to355

calculate the chip thickness. The chip produced by the simulation is continuous356

and its sides have therefore the shape of a curve. This prevents direct measurement357

of the chip thickness. To achieve it, both sides of the chip are modeled with Bézier358

curves, and the chip thickness is measured as an average of the distance between359

those curves evaluated at several points. In addition, kinetic energy and internal360

energy information is acquired to check the stability of the ALE model with mass361

scaling [51]. The post-processing script helps analyzing the results faster and362

more accurately in an automatic way.363

4. Multi-Objective Optimization problems364

The problem of identifying the model parameters value considers the JC model365

parameters (B,C, n,m) and the Coulomb’s friction parameter µ. The parameter366

value A, which is the yield stress value of the Ti6Al4V in the JC model, is set367

to 997.9 MPa [53, 54] in order to be in accordance with the mechanical charac-368

teristics of the material. Consequently, a candidate solution for the optimization369

problem is represented by the following decision vector:370
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x =
(
B C m n µ

)
∈ R5 (4)

The ranges for the decision variables are presented in Table 3 and are set ac-371

cording to [12]. In [12], the authors investigated 20 sets of JC model parameters372

available in the literature for the Ti6Al4V alloy. The bounds for the friction coef-373

ficient are µ ∈ [0, 1].374

Table 3: Ranges of the decision variables

Parameter Lower bound Upper bound

B (MPa) 331.2 1092

C 0.000022 0.05

m 0.6437 1.51

n 0.122 1.01

µ 0 1

In this study, we propose two formulations of the parameters identification375

problem. The first formulation minimizes a 3-objective function, f (x), while the376

second one minimizes a 9-objective function, g(x). Both objective functions f377

and g rely on three quantities of interest summarized in Table 4. Each quantity378

of interest has previously been evaluated by physical experiments (y j,phy). Given a379

set of parameters value x, the FE model can approximate every quantity of interest380

by numerical experiments (y j,num). The main goal is to find the decision vector x381

that best fits the numerical outcomes to the physical ones. In the following, the382

dependence to x is sometimes omitted for readability purpose.383

The 3-objective function f is described in Equation 5:384
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Table 4: Quantities of interest

Variable name Quantity of interest Unit

y1 cutting force Fc N/mm

y2 feed force F f N/mm

y3 chip thickness h′ mm

f =
(

f (1), f (2), f (3)
)
∈ [0, 1]3

f (i)(x) =
1
3

3∑
j=1

|y(i)
j,num(x) − y(i)

j,phy|

max|y(i)
j,num(x) − y(i)

j,phy|

(5)

Each component f (i) represents the weighted average of the absolute difference385

between numerical (num) and physical (phy) experiments for the three quantities386

of interests under a particular cutting condition i. Every absolute difference is387

normalized by the maximum possible value. The weights are chosen uniformly in388

order to give the same importance to every quantity of interest and to every cutting389

condition. As a result, f (i) outputs values in the range [0, 1].390

Table 5 lists the three cutting conditions that were taken into account for pa-391

rameter identification and are defined by a specific value for the uncut chip thick-392

ness h. The remaining parameters listed in Table 2 are all kept constant.393
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Table 5: Cutting conditions considered for parameters identification (cutting speed is constant at

30 m/min, see Table 2 for other cutting parameters)

Cutting condition index Uncut chip thickness h (mm)

1 0.04

2 0.06

3 0.1

The 9-objective function g is described in Equation 6:394

g =
(
g(1)

1 , g
(1)
2 , g

(1)
3 , g

(2)
1 , g

(2)
2 , g

(2)
3 , g

(3)
1 , g

(3)
2 , g

(3)
3

)
g(i)

j (x) =
|y(i)

j,num(x) − y(i)
j,phy|

max|y(i)
j,num(x) − y(i)

j,phy|
∈ [0, 1]

(6)

Each component g(i)
j represents the normalized difference between numeri-395

cal (num) and physical (phy) experiments for the quantity of interest j under the396

cutting condition i. In the following, the optimization problem consisting of min-397

imizing f (respectively g) is referred to as 3Obj-3C (respectively 9Obj-3C).398

5. Surrogate-based Multi-Objective Evolutionary Algorithms399

Multi-objective Evolutionary Algorithms (MOEAs) are well-known optimiza-400

tion algorithms to address black-box multi-objective problems [55]. Black-box401

problems are characterized by a lack of information about the mathematical prop-402

erties of the objective function as in the identification of the JC and friction model403

parameters. To perform well, MOEAs require a high number of evaluations of404

the objective function which is an important drawback when these evaluations are405

computationally expensive as it is the case in this study.406
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To overcome this drawback, surrogate models are deployed to save computa-407

tional effort by predicting the outcomes of the real objective function in a fast408

way. A surrogate-model approximates the behavior of a complicated and ex-409

pensive simulation model while being computationally less expensive to analyze.410

Surrogate models are beneficial as they reduce the number of simulations needed411

to identify the optimal solution. The AB-MOEA [56] is a surrogate-driven al-412

gorithm which consists in adequately acquiring new sets of model parameters to413

be evaluated with the real objective function. The acquisition function relies on414

the prediction and on the predictive uncertainty provided by the surrogate-model.415

Minimizing the predicted objective vectors f̂ favors exploitation of the space of416

model parameters while maximizing the predictive uncertainty ŝ2 promotes ex-417

ploration. The AB-MOEA is composed of a surrogate-free MOEA (the Reference418

Vector guided Evolutionary Algorithm, RVEA), an adaptive acquisition function419

( fada) based on a surrogate-model and an adaptive sampling criterion. These com-420

ponents are detailed in the next sub-sections.421

5.1. Reference Vector guided Evolutionary Algorithm422

The Reference Vector guided Evolutionary Algorithm (RVEA) has been re-423

cently proposed in [57] to address many-objective optimization problems (prob-424

lems with three objectives and more). The main complexity in multi- and many-425

objective optimization is to balance convergence and diversity in the objective426

space. Two ingredients are proposed in [57] to balance convergence and diversity.427

On the one hand, a set of reference vectors is introduced in order to decompose428

the objective space, and on the other hand, a new distance, termed angle penalized429

distance, is introduced to adaptively regulate the balance during the search.430

The general structure of RVEA, which is presented in Algorithm 1, is roughly431
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the same as that of a traditional evolutionary algorithm [58]. The novelty in the al-432

gorithm structure is the initialization and the update of the reference vectors (line433

1 and 11 respectively) and the replacement step (line 9).434

435

Initialization436

The main goal of the set of reference vectors is to enhance diversity by uniformly437

decomposing the objective space into sub-populations. Each reference vector438

is representative of one sub-population and each new candidate solution is af-439

fected to the sub-population whose representative reference vector is the closest.440

Consequently, the initial set of reference vectors must cover the objective space441

uniformly. To reach this characteristic, it is proposed to generate unit reference442

vectors v1, j in the first quadrant through the simplex-lattice method [59] (line 1443

in Algorithm 1). Firstly, nre f m-dimensional vectors u j =

(
u1

j , . . . , u
m
j

)
for j ∈444

{1, . . . , nre f } are generated according to Equation 7:445 
∑m

k=1 uk
j = 1 ∀ j ∈ {1, . . . , nre f }

uk
j ∈

{
0
sl
, 1

sl
, . . . , sl

sl

}
∀( j, k) ∈ {1, . . . , nre f } × {1, . . . ,m}

(7)

where sl ∈ N+ determines the number of reference vectors through the following446

formula:447

nre f =

sl + m − 1

m − 1

 (8)

with m representing the number of objectives. Secondly, the reference vectors v1, j448

are set according to Equation 9:449

v1, j =
u j

||u j||
(9)

Selection and reproduction450

The selection of parents consists in sampling randomly ⌊ nre f

2 ⌋ pairs of parents from451
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Algorithm 1 Reference Vector guided Evolutionary Algorithm
Input

f : real objective function

nre f : number of reference vectors

ngen: maximum number of generations

fupd: frequency of update

1: V1 ← simplex lattice(nre f ) ▷ initial set of reference vectors

2: P1 ← initial sampling(nre f )

3: evaluation(P1, f )

4: for i = 1 : ngen do

5: P
par
i ← select parents(Pi)

6: Pchld
i ← reproduction(Ppar

i )

7: evaluation(Pchld
i , f )

8: Pi ← Pi ∪ P
chld
i

9: Pi+1 ← reference vector guided replacement(i, Pi,Vi)

10: if i mod ⌊ngen · fupd⌋ == 0 then

11: Vi+1 ← reference vector update(i, Pi+1,Vi,V1)

12: else

13: Vi+1 ←Vi

14: end if

15: end for

16: return best Non-Dominated Front from Pngen+1
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the current population (line 5). Each pair of parents is mated through SBX cross-452

over and polynomial mutation [58] (line 6) to generate a population of children.453

454

Reference Vector guided replacement455

The replacement step (line 9) is composed of three sub-steps. Firstly, the objective456

vectors from the population Pi are translated to fit in the first quadrant in the457

objective space. Secondly, the population is divided into sub-populations based458

on the distance to the reference vectors. Thirdly, one individual per sub-population459

is kept to form the new population Pi+1.460

The objective vector translation is realized thanks to the following formula:461

y′
i,l
= yi,l − zmin

i for l ∈ {1, . . . , |Pi|} (10)

where yi,l is the objective vector associated to xi,l (the l-th individual from Pi) and462

zmin
i
=

(
zmin

i,1 . . . zmin
i,m

)
is the vector containing the minimum values known so463

far for each objective. zmin
i

is also called the ideal point and the purpose of the464

translation is to move the objective vectors to the first quadrant where the ideal465

point is the origin.466

Subsequently, the populationPi is divided into nre f sub-populationsPi,1, . . . ,Pi,nre f467

where the representative of sub-population Pi, j is the reference vector vi, j. De-468

termining the closest reference vector to a given translated objective vector y′
i,l

469

amounts to determining the sub-population the individual xi,l belongs to. The470

acute angle between the reference vectors and the objective vector is a distance471

measure as a small angle value reflects a close proximity: Pi, j∗ = {xi,l| j∗ =472

argmax j∈{1,...,nre f } cos θi,l, j} where, cos θi,l, j =
y′

i,l
.vi, j

||y′
i,l
||

.473

Finally, for each sub-population, the individual minimizing the angle penal-474

ized distance is retained to be part of the new population. The angle penalized475
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distance is given by476

di,l, j = (1 + P(θi,l, j)) · ||y′i,l|| (11)

where477

P(θi,l, j) = m ·
(

i
ngen

)2

·
θi,l, j

γvi, j

(12)

where γvi, j is the smallest angle value between reference vector vi, j and the other478

reference vectors inVi.479

At the beginning of the search i
ngen

is small thus di,l, j ≈ ||y′i,l||. So, the angle480

penalized distance favors convergence since a small value for ||y′
i,l
|| amounts for481

an objective vector yi,l close to the ideal point. However, as the search proceeds,482

more importance is given to the term θi,l, j
γvi, j

that is as small as y′
i,l

is close to vi, j,483

thus indicating a better diversity. From the angle penalized distance definition,484

diversity is said to be good when the translated objective vectors are close to their485

associated reference vectors.486

It is worth noting that the population size may vary during the search because487

a sub-population may be empty.488

489

Reference Vector update490

The last step of a RVEA iteration resides in updating the reference vectors (line491

11 in Algorithm 1). This step ensures obtaining a uniformly distributed Non-492

Dominated Front (NDF) even for problems where the different objectives are493

scaled to different ranges. The update is realized according to the following for-494

mula:495

vi+1, j =
v1, j⊙(zmax

i+1
− zmin

i+1
)

||v1, j⊙(zmax
i+1
− zmin

i+1
)||

for j ∈ {1, . . . , nre f } (13)

where zmax
i+1

(resp. zmin
i+1

) is the vector made of the maximum (resp. minimum)496
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objective values at the i + 1 generation and ⊙ is the element-wise product. The497

reference vector update should only be performed once in a while to ensure a498

stable convergence. The frequency of update fupd is set to 0.1 as in [57]. The499

complexity of RVEA is O(m · n2
re f ).500

5.2. Adaptive Bayesian Multi-Objective Evolutionary Algorithm (AB-MOEA)501

The AB-MOEA, described in Algorithm 2, is made of three steps. The first502

step consists in proposing a set of new candidates by minimizing the predicted503

objective vectors thanks to RVEA (line 5). As no predictive uncertainty is used,504

only exploitation is favored. The second step consists in re-evaluating the last505

population returned by RVEA thanks to an adaptive function fada (line 8) defined506

by507

fada(x, α) = (1 − α) f̂ (x)./ f̂max + αŝ2(x)./ŝ2
max (14)

where508

α = −0.5 cos
(
bc

b
π

)
+ 0.5 (15)

where bc
b is the proportion of the budget already spent, ./ is the element-wise509

division, f̂max is the per-objective maximum predicted objective vector observed510

in the last population returned by RVEA and ŝ2
max is the per-objective maximum511

predictive variance.512

At the beginning of the search (α ≈ 0), fada favors convergence to the true513

Pareto front by minimizing the predicted objective vectors. As the search pro-514

ceeds, α increases and so minimization of the predictive variance is included to515

reinforce exploitation. In the third step, q candidates are retained for computa-516

tionally expensive evaluation based on an adaptive sampling criterion described517

in Algorithm 3.518
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Algorithm 2 AB-MOEA
Input

f : real objective function

m: number of objectives

surrogate: surrogate model

budget: budget for the search

q: number of real evaluations per cycle

1: database← initial sampling( f )

2: surrogate← training(database)

3: bc ← 0

4: while bc <budget do

5: (B,V)← RVEA( f , 105, 20, 0.1) ▷ last population and reference vector

set from Algorithm 1

6: update(bc)

7: α← −0.5 cos
(

bc
budgetπ

)
+ 0.5

8: evaluate(B, fada, α)

9: Bsim ← adaptive sampling criterion(B,V, α, q, m, bc, budget)

10: evaluation( f , Bsim)

11: database← database ∪Bsim

12: surrogate← training(database)

13: end while

14: return best NDF from database
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Algorithm 3 Adaptive Sampling Criterion in AB-MOEA
Input

B: set of candidates

V: set of reference vectors

α: adaptive parameter

q: number of candidates to retain

m: number of objectives

bc: budget already spent

budget: total budget

1: for i = 1 : |B| do

2: y′
i
← translate(yi)

3: j← sub population index(V, y′
i
)

4: if α < 0.5 then

5: di ← m
θ(y′

i
,v j)

γv j

6: else

7: di ← (1 + P(θ(y′
i
, v j),m, bc, budget)) · ||y′

i
||

8: end if

9: end for

10: B ← sort per sub population(d, B)

11: return q first candidates from B

29



The sampling criterion is similar to the reference vector guided replacement519

of RVEA. First, the predicted objective vectors are translated according to Equa-520

tion (10) (line 2). Then, for each predicted objective vector, an angle-based dis-521

tance from the closest reference vector is computed (lines 4 to 8). During the first522

part of the search (when α < 0.5), the distance is the angle to the set of refer-523

ence vectors (line 5) to promote diversity. During the second part of the search524

(α ⩾ 0.5), the distance is the angle penalized distance defined in Equation (11)525

(line 7) to enhance both convergence and diversity. Afterward, the candidates are526

sorted with a lower distance indicating a better search. The sorting is realized527

per sub-population so that, first, only the lowest distances per sub-population are528

considered.529

5.3. Multi-Task Gaussian Process530

The surrogate-model incorporated into AB-MOEA is a Multi-Task Gaussian531

Process (MTGP) [60]. Relying on a MTGP to model multiple objectives has532

been realized in [61] to control quality in sheet metal forming. In a traditional533

regression GP [62], a kernel function is specified to model the covariance between534

the inputs, thus allowing the model to learn the input-output mapping and to return535

predictions and predictive uncertainties. In the MTGP, inter-task dependencies are536

also taken into account in the hope of improving over the case where the tasks are537

decoupled.538

6. Identification of Model Parameters539

6.1. Protocol540

The two multi-objective optimization problems, 3Obj-3C and 9Obj-3C, are541

independently solved by running two independent instances of AB-MOEA im-542
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plemented via the pySBO Python library [63]. For both instances, an initial set of543

60 decision vectors obtained via Latin Hypercube Sampling and FE simulations544

is used to first build the surrogate-model. For each resolution, the time budget for545

the search is set to 15 days.546

6.2. Experimental reference547

The experimental research from [64] is used as an experimental reference in548

this work to validate the results of the 2D plane strain FE orthogonal cutting mod-549

eling of Ti6Al4V. The experimental chips were observed with an optical micro-550

scope. Globally continuous chips were observed for the three uncut chip thick-551

nesses of h = 0.1 mm, 0.06 mm and 0.04 mm. The chip morphology is shown in552

Figure 2. The cutting forces are measured in the three directions with a Kistler553

9257B dynamometer. The RMS cutting force Fc, RMS feed force F f , and chip554

thickness h′ (corresponding to variables y1, y2 and y3 in Section 4) observed from555

the experimental results are given in Table 6.556

Figure 2: Experimental chips observed with an optical microscope for the uncut chip thickness of

(a) h = 0.1 mm, (b) h = 0.06 mm and (c) h = 0.04 mm
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Table 6: RMS value of forces and chip thickness measured from experiments for h (mm) = 0.1,

0.06, 0.04 [64]

h (mm) Fc (N/mm) F f (N/mm) h′ (mm)

0.1 173±2 51±1 0.135±0.006

0.06 112±2 45±1 0.080±0.004

0.04 86±2 41±1 0.059±0.005

6.3. Results557

6.3.1. Identification of parameter sets558

The multi-objective algorithm AB-MOEA outputs a Non-Dominated Set (NDS)559

of solutions and the associated Non-Dominated Front (NDF) of objective vectors.560

The solutions composing the NDS are expected to show a trade-off between the561

different objectives. In machining, cutting and feed forces have usually more im-562

portance than chip thickness [65]. Therefore, a higher weight coefficient, 0.35, is563

chosen for the cutting and feed forces, while it is 0.3 for the chip thickness. For564

each optimization problem, 3Obj-3C and 9Obj-3C, a unique solution is sampled565

from the NDS based on the cost function defined in Equation 16:566

ξ = 0.35 ·

∣∣∣∣∣∣Fc,num − Fc,phy

Fc,phy

∣∣∣∣∣∣ + 0.35 ·

∣∣∣∣∣∣F f ,num − F f ,phy

F f ,Exp

∣∣∣∣∣∣ + 0.30 ·

∣∣∣∣∣∣h′num − h′phy

h′phy

∣∣∣∣∣∣ (16)

The two sampled solutions are given in Table 7 along with the corresponding567

values of the cost function. It can be observed from Table 7 that the cost value568

is lower for problem 9Obj-3C (0.022) than it is for problem 3Obj-3C (0.025).569

Consequently, it seems more beneficial to solve the 9-objective problem than its 3-570

objective counterpart. It is also important to note that the friction coefficient value571
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is not unique (38% variation). This confirms the identification of both material and572

friction models in the same procedure is required for the finite element simulation573

to produce accurate results.574

Table 7: Identified parameters sets by the Adaptive Bayesian Multi-Objective Evolutionary Algo-

rithm

Optimization

model
B (MPa) n m C µ

Cost

value

Computation

time

3Obj-3C 336.1 0.53 0.872 0.0264 0.19 0.025 15 days

9Obj-3C 331.2 0.54 0.714 0.0313 0.28 0.022 15 days

Alternatively to the solutions presented in Table 7, other optimal parameters575

sets (still obtained by solving the 3Obj-3C and the 9Obj-3C problems) are inves-576

tigated. The parameters sets generated by solving the 3Obj-3C (resp. 9Obj-3C)577

problem that predict the quantities of interest within a deviation of 20% are given578

in Table 8 (resp. Table 9).579

Table 8: Other optimal parameters sets generated by solving 3Obj-3C

Parameter Lower bound Upper bound

B (MPa) 331.7 352.2

C 0.0264 0.0356

m 0.73 0.87

n 0.46 0.67

µ 0.18 0.28

To monitor the convergence of multi-objective optimization algorithms, the580
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Table 9: Other optimal parameters sets generated by solving 9Obj-3C

Parameter Lower bound Upper bound

B (MPa) 332.4 455.3

C 0.0159 0.0352

m 0.664 0.766

n 0.32 0.57

µ 0.22 0.33

hypervolume is adopted as it is a comprehensive metric. A high hypervolume581

value indicates a high quality of the best NDF identified so far in terms of con-582

vergence, breadth, and uniformity [66]. The hypervolume convergence curves are583

given in Figure 3 and 4 for the problems 3Obj-3C and 9Obj-3C, respectively. For584

3Obj-3C, convergence is reached after 150 iterations of AB-MOEA, while 200585

iterations are required for 9Obj-3C. The difference in the number of iterations to586

convergence is explained by the increase in the difficulty of the 9-objective prob-587

lem by comparison to the 3-objective one.588

6.3.2. Numerical results and validation589

The values of the quantities of interest (Fc, F f and h′) simulated with the best590

parameters sets given in Table 7 are compared with the experimental reference,591

as well as with numerical results obtained with the parameters set identified via592

SHPB techniques by Seo et al. [54] (it was found as the best JC set of parameters593

[18] with the friction coefficient value from [67]). The evaluation of the quantities594

of interest is conducted at their steady-state to calculate the RMS values. These595

values and the deviations between simulations and physical experiments are re-596
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Figure 3: Hypervolume convergence profile for the 3Obj-3C problem
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Figure 4: Hypervolume convergence profile for the 9Obj-3C problem

ported in Table 10 for each cutting condition and each optimization problem.597

The resolution of both 3Obj-3C and 9Obj-3C problems successfully identifies598
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Table 10: RMS cutting force Fc, RMS feed force F f , chip thickness h′ and differences with the

experimental reference (total difference for the forces ∆Force, total difference for all the quantities

of interest ∆Total) for h = 0.1, 0.06, 0.04 mm

h

(mm)
Models

Fc

(N/mm)

∆Fc

(%)

F f

(N/mm)

∆F f

(%)

∆Force

(%)

h′

(mm)

∆h′

(%)

∆Total

(%)

0.1

Experiment 173±2 - 51±1 - - 135±6 - -

Seo et al. [54] 177 2 41 22 24 177 27 51

3Obj-3C 166 4 46 10 14 161 18 32

9Obj-3C 172 1 51 0 1 166 21 22

0.06

Experiment 112±2 - 45±1 - - 80±4 - -

Seo et al. [54] 120 7 41 9 16 112 33 49

3Obj-3C 112 0 47 2 2 101 23 25

9Obj-3C 116 3 46 1 4 107 29 33

0.04

Experiment 86±2 - 41±1 - - 59±5 - -

Seo et al. [54] 92 7 35 15 22 83 41 63

3Obj-3C 86 0 46 12 12 76 25 37

9Obj-3C 88 2 41 0 2 78 28 30
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the JC and Coulomb’s models parameters for the simulation of the orthogonal599

cutting process of Ti6Al4V. Indeed, according to Table 10, the deviation between600

simulation and physical experiment is reduced in comparison with the JC param-601

eters set identified by Seo et al. [54] and the friction coefficient from Rech et al.602

[67]. The total deviation range with the initial parameters is [49%; 63%], while603

[25%; 37%] is reached in the case of the 3Obj-3C optimization problem. Solving604

the 9Obj-3C problem reduces even further the total deviation range to [22%; 33%].605

6.3.3. Discussion606

The relevant parameter sets have been chosen according to the user’s interest.607

Indeed, in this work, more importance is given to forces prediction than to the608

chip thickness for the selection of the parameters sets. This choice was motivated609

by the fact that in the machining process, knowledge about the forces is of utmost610

importance for optimizing the cutting process. A cost function evaluation has been611

carried out to select the parameter set that provides less deviation of simulated612

forces with the experimental references. The total difference of simulated results613

with the experimental results concerning the forces, ∆Force, is given in Table 10.614

The identified parameters set for JC and Coulomb’s friction coefficient by615

solving the optimization problem 9Obj-3C can accurately predict the cutting and616

feed forces for all the considered uncut chip thicknesses. Indeed, the forces pre-617

dicted by the numerical model are in the experimental deviation. However, the618

parameters set identified by solving the 3Obj-3C problem also show good re-619

sults by predicting the forces with a difference of 2% for h = 0.06 mm, 12%620

for h = 0.04 mm, and 14% for h = 0.1 mm.621

Figures 5 presents an example of temporal evolutions of the forces. As for the622

other conditions, the steady state is reached after approximately 1.5 ms, then the623
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quantities of interest are evaluated.624
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Figure 5: Temporal evolutions of the cutting and feed forces from the FE modeling (Fc,num and

F f ,num, respectively) and experimental RMS mean values (Fc,phy and F f ,phy) with their dispersion

for h = 0.06 mm and the 3Obj-3C optimization

From the results, it is clear that the simulated forces predicted from the pa-625

rameters identified by solving the 9Obj-3C problem are slightly better than those626

predicted by solving the 3Obj-3C problem for all the cutting conditions consid-627

ered in this work. Nevertheless, both the parameters sets can predict the cutting628

force within a deviation of less than 4%, a remarkable achievement and a signif-629

icant improvement compared to the results with the initial parameters from the630

literature.631

The better performance of the 9Obj-3C optimization problem over the 3Obj-632

3C one is explained by the use of a weighted sum approach to scalarize the objec-633

tives in the 3Obj-3C problem formulation. This leads to disadvantages such as the634

difficulties to set the weight vectors to obtain an optimal solution in the desired re-635

gion of the objective space or due to the non-convex nature of the objective space,636
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as highlighted in the literature [68].637

6.4. Sensitivity Analysis and Cross-validation638

6.4.1. Global sensitivity analysis639

In order to evaluate the influence of a model parameter to the quantities of640

interest, correlation coefficients are computed based on the data set obtained af-641

ter the optimization runs. A correlation coefficient lies in [−1; 1] and provides642

information on linear correlation:643

• a value in ]0; 1] represents a direct correlation;644

• a value in [−1; 0[ represents an inverse correlation;645

• a value equals to 0 indicates no correlation.646

The values of the correlation coefficient for every combination of model parame-647

ter, quantity of interest and cutting condition are represented via a heat map given648

in Figure 6.649

For the first cutting condition (h = 0.1 mm), parameters B, m and µ show a650

high influence on the cutting force Fc as demonstrated by the high values of the651

correlation coefficient (0.40, 0.41 and 0.55, respectively) in Figure 6. The feed652

force F f is very sensitive to the parameter µ with a correlation coefficient of 0.81653

when h = 0.1 mm. For the second cutting condition (h = 0.06 mm), both Fc and F f654

are very sensitive to µ with correlation coefficients of 0.50 and 0.64, respectively.655

For the third cutting condition (h = 0.04 mm), inverse correlations are observed656

between µ and the forces Fc (-0.24) and F f (-0.22); they are however less strong657

than for the two other uncut chip thicknesses. There is almost no correlation658

between parameter C and the results, except for the chip thickness at the two659
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B n m C

Fc, 0.1 mm

Ff, 0.1 mm

h 0.1 mm

Fc, 0.06 mm

Ff, 0.06 mm

h 0.06 mm

Fc, 0.04 mm

Ff, 0.04 mm

h 0.04 mm

0.40 0.03 0.41 -0.04 0.55

0.16 -0.41 0.25 -0.06 0.81

0.23 0.29 0.22 -0.38 0.37

0.31 0.07 0.30 -0.03 0.50

0.19 -0.37 0.29 0.02 0.64

0.26 0.27 0.22 -0.31 0.43

0.15 -0.26 0.26 0.04 -0.24

0.10 -0.32 0.25 0.08 -0.22

0.13 0.08 0.06 -0.04 0.16
1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Figure 6: Correlation between the models parameters and the quantities of interest

largest uncut chip thicknesses. While no clear tendency is highlighted for the660

other parameters, it is noted that correlations globally differ for the smaller uncut661

chip thickness. Inverse correlation of the forces with µ and almost no correlation662

of the chip thickness with parameter n are two examples of differences with the663

two larger uncut chip thicknesses. This suggests that the reduction of the h/r ratio664

induces changes in the chip formation process and that, for example, Coulomb’s665

friction should not be used for h/r < 3. The second outcome of this part of the666

study is the highlighting of the high impact of the friction coefficient µ on the667

quantities of interest. This therefore underlies the importance of considering the668

friction parameter along with the JC model parameters in the inverse identification669

problem.670
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6.4.2. Cross-validation671

To evaluate the capacity of the surrogate model to approximate the objective672

function, a k-fold cross-validation is performed. The performance metric is the673

Mean Absolute Error (MAE), defined as the average absolute difference between674

the surrogate predictions and the actual observations:675

MAE =
1
n

n∑
i=1

|| f (x(i)) − f̂ (x(i))|| (17)

where n is the number of observations from the data set obtained after the op-676

timization runs, f is the real multi-objective function while f̂ is the surrogate677

prediction.678

The k-fold cross-validation consists in splitting the available data set into k679

sub-sets of equal size. As we choose to set k = 10 in this study, each sub-set is680

composed of 10% of the available data set. For each of the 10 iterations of the681

cross-validation, the surrogate is trained on all the available data except the sub-682

set i that is used as test set. After each training, the MAE is computed. At the end683

of the procedure, the 10 values obtained for the MAE are averaged. The averaged684

MAE is 0.014 and 0.012 for the 3Obj-3C and the 9Obj-3C problems, respectively.685

This demonstrates the good approximation performance of the surrogate model.686

Again, the 9Obj-3C optimization algorithm is slightly better as previously con-687

cluded.688

7. Conclusions689

A surrogate-based multi-objective optimization algorithm was successfully690

used to determine the parameters values for JC and Coulomb’s models for the or-691

thogonal cutting of Ti6Al4V. The multi-objective formulation of the optimization692
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problem takes into account multiple cutting conditions to optimize the parame-693

ters value of both material and friction models together to include the correlation694

between these aspects.695

The Adaptive Bayesian Multi-objective Evolutionary Algorithm (AB-MOEA)696

handled multiple objectives and computationally intensive objective functions suc-697

cessfully. It was underlined that the proposed formulation of the optimization698

problem based on the ALE model and solved by AB-MOEA identified the opti-699

mal parameters set for the JC and Coulomb’s friction models with a total com-700

putational time (including the initial data samples simulations) of 17 days with 6701

cores of an Intel i7-10700 CPU @2.90 GHz with 16 GiB of Ram.702

The major outcomes of this work are the following:703

• When solving the 9-objective optimization problem, the identified param-704

eters set led to cutting force and feed force nearly identical to the exper-705

imental measurements (the difference is less than 4%) for all the cutting706

conditions considered in this study.707

• When solving the 3-objective optimization problem, the cutting force was708

also accurately modeled (difference with the experiments of less than 4%),709

whereas the accuracy was slightly less good for the feed force even though710

it was still very good (difference in the range of 2% to 12%).711

• Both the identified parameters sets significantly improved the prediction712

accuracy of the chip thickness with differences between 18 % and 29%.713

• The results confirmed that the parameters of the material model and of the714

friction model must be identified together in the same optimization proce-715

dure.716
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The developed ALE FE orthogonal cutting model of Ti6Al4V with the pa-717

rameters sets identified by solving the multi-objective optimization problems pre-718

dicted the quantities of interest with high accuracy, which highlights its capability719

for implementation at the industry level. Furthermore, cross-validation showed720

the benefits brought by relying on a surrogate-model to solve a computationally721

expensive multi-objective problem. The automatic parameters identification pro-722

cedure can be further extended to include more quantities of interest such as chip723

curvature, temperatures, etc., and also include other cutting conditions such as724

cutting speeds, tool geometry, etc., to increase the accuracy and expand the range725

of validity of the models’ parameters.726

Finally, the introduced method is not tied to the material and friction models,727

nor to the cutting conditions or any other variable of the cutting process. It was728

applied in this study to an ALE model and Ti6Al4V, with JC and Coulomb’s729

models, but it is ready for any other applications.730
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Influence of coulomb’s friction coefficient in finite element modeling of or-775

thogonal cutting of ti6al4v, Key Engineering Materials 926 (2022) 1619.776

[16] T. Childs, Friction modelling in metal cutting, Wear 260 (2006) 310–318.777
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Influence of constitutive models and the choice of the parameters on fe sim-786

ulation of ti6al4v orthogonal cutting process for different uncut chip thick-787

nesses, Journal of Manufacturing and Materials Processing 5 (2021).788

[20] H. Chandrasekaran, R. M’Saoubi, H. Chazal, Modelling of material flow789

stress in chip formation process from orthogonal milling and split hopkinson790

bar tests, Machining Science and Technology 9 (2005) 131–145.791
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[51] F. Ducobu, E. Rivière-Lorphèvre, E. Filippi, On the introduction of adap-894

tive mass scaling in a finite element model of ti6al4v orthogonal cutting,895

Simulation Modelling Practice and Theory 53 (2015) 1–14.896

[52] M. Boivineau, C. Cagran, D. Doytier, V. Eyraud, M. H. Nadal, B. Wilthan,897

G. Pottlacher, Thermophysical properties of solid and liquid ti-6al-4v898

(TA6v) alloy, International Journal of Thermophysics 27 (2006) 507–529.899

[53] D. Leseur, Experimental investigations of material models for ti-6a1-4v and900

2024-t3 (1999).901

[54] S. Seo, O. Min, H. Yang, Constitutive equation for ti–6al–4v at high temper-902

atures measured using the shpb technique, International Journal of Impact903

Engineering - INT J IMPACT ENG 31 (2005) 735–754.904

[55] M. Emmerich, A. Deutz, A tutorial on multiobjective optimization: funda-905

mentals and evolutionary methods, Natural Computing 17 (2018).906

[56] X. Wang, Y. Jin, S. Schmitt, M. Olhofer, An adaptive bayesian approach907

to surrogate-assisted evolutionary multi-objective optimization, Information908

Sciences 519 (2020) 317–331.909

[57] R. Cheng, Y. Jin, M. Olhofer, B. Sendhoff, A reference vector guided evo-910

lutionary algorithm for many-objective optimization, IEEE Transactions on911

Evolutionary Computation 20 (2016) 773–791.912

[58] E. G. Talbi, Metaheuristics: From Design to Implementation, Wiley Series913

on Parallel and Distributed Computing, Wiley, 2009.914

51



[59] J. A. Cornell, Experiments with Mixtures: Designs, Models, and the Analy-915

sis of Mixture Data, John Wiley & Sons, 2002.916

[60] E. V. Bonilla, K. Chai, C. Williams, Multi-task gaussian process prediction,917

in: Advances in Neural Information Processing Systems, volume 20, Curran918

Associates, Inc., 2008.919

[61] W. Xia, H. Yang, X. Liao, J. Zeng, A multi-objective optimization method920

based on gaussian process simultaneous modeling for quality control in sheet921

metal forming, The International Journal of Advanced Manufacturing Tech-922

nology 72 (2014) 1333–1346.923

[62] C. E. Rasmussen, Gaussian processes for machine learning, MIT Press,924

2006.925

[63] G. Briffoteaux, P. Tomenko, F. Geremie, pysbo, a python platform for926

surrogate-based optimization., 2021. CeCILL licence.927
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